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Abstract

Application of LLM to database queries on
natural language sentences has demonstrated
impressive results in both single and multi-
hop scenarios. In the existing methodolo-
gies, the requirement to re-encode query vec-
tors at each stage for processing multi-hop
queries presents a significant bottleneck to
the inference speed. This paper proposes
VKGFR (Virtual Knowledge Graph based
Fact Retriever) that leverages large language
models to extract representations correspond-
ing to a sentence’s knowledge graph, signifi-
cantly enhancing inference speed for multi-hop
reasoning without performance loss. Given
that both the queries and natural language
database sentences can be structured as a
knowledge graph, we suggest extracting a
Virtual Knowledge Graph (VKG) representa-
tion from sentences with LLM. Over the pre-
constructed VKG, our VKGFR conducts re-
trieval with a tiny model structure, showing
performance improvements with higher compu-
tational efficiency. We evaluate VKGFR on the
WikiNLDB and MetaQA dataset, designed for
multi-hop database reasoning over text. The
results indicate 13x faster inference speed on
the WikiNLDB dataset without performance
loss.

1 Introduction

If open-domain question-answering models could
accurately reason with large-scale facts in
databases, it would make it feasible to substitute
or augment existing database management systems
with NLP technology (Thorne et al., 2021b). Sev-
eral benchmarks have been proposed (Weston et al.,
2016a; Dua et al., 2019; Thorne et al., 2021a),
which range in size and complexity and require
systems to conduct discrete reasoning (incorporat-
ing numerical operations like counting and argmax)
by collating multiple facts within the database. To
facilitate the reasoning at the scale of databases,
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Figure 1: Illustration of the multi-hop reasoning pro-
cedure for answering the database query. The retriever
searches related facts in the database per each reason-
ing step. As the database sizes increases, the number
of facts used for multi-hop reasoning increases, so the
number of retriever’s operation gets higher.

NLP systems are required to access numerous sets
of relevant sentences, often in combination with
multi-hop retrieval (Figure 1).

For open-domain NLP systems to reason over
only the relevant subset of facts from a corpus,
a two-stage architecture of retrieval and reason-
ing is typically used (Petroni et al., 2021). How-
ever, challenges in database-style reasoning re-
quire additional complexity with retrieving non-
redundant sets of tens or hundreds of facts. For the
WikiNLDB benchmark, Thorne et al. (2021a) pro-
posed an incremental retrieval architecture called
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SSG (Support Set Generator) built on sentence-
BERT (Reimers and Gurevych, 2019). The in-
ference speed of the SSG is not scalable because
it encodes query vectors for each reasoning step
in multi-hop retrieval through the transformer
(Vaswani et al., 2017), causing computation in-
efficiency. As the size of the database increases,
retrieval slows down significantly. For example,
with 25 facts in the database, SSG processes 21.51
queries per second, but as the number of facts in-
creases to 1000, SSG only processes 1.46 queries
per second.

In this paper, we propose VKGFR (Virtual
Knowledge Graph based Fact Retriever) which
significantly improves the inference speed and re-
trieval performance. Since the WikiNLDB dataset
can be represented in the knowledge graph struc-
ture, we suggest constructing a virtual knowledge
graph (Wang et al., 2017, VKG) for fact retrieval
with LLM. The VKG embedding provides com-
pressed vectorized representations of facts and
queries and can be pre-indexed, enabling efficient
and accurate multi-hop retrieval. Recent works
have used VKG to predict target entities from
knowledge bases (Dhingra et al., 2020; Sun et al.,
2021) or retrieve facts to claim verification (de Jong
et al., 2021). However, the number of reasoning
steps and hop lengths are predetermined for these
specific tasks, making it challenging to adapt them
directly to database reasoning. Applying the VKG
to the database reasoning task is non-trivial because
it requires various hops of reasoning, and the can-
didates per each reasoning step are not known a
priori, and our work is the first to employ VKG for
database reasoning.

We evaluate VKGFR on WikiNLDB, a database
reasoning task consisting of various sizes of
database facts and corresponding queries, and
MetaQA (Zhang et al., 2018), a conventional multi-
hop QA dataset over the knowledge base. VKGFR
performs best compared with several other VKG-
based models and multi-hop dense retrieval mod-
els (Xiong et al., 2021; Lee et al., 2021) on both
datasets. Furthermore, VKGFR shows at least 4.7
times faster inference time than SSG in all database
sizes of WikiNLDB (Figure 6). We conduct an
ablation study with different types of entity em-
bedding and model structure, and our approach
shows the best performance. Our main contribu-
tion is to propose a significantly more efficient and
accurate VKG-based retriever enabling natural lan-
guage database reasoning.

Facts
• John is a writer who lives in Seoul, 35

years old
• Marry is 18 year old girl graduated from 

Boston school 
• James is a 40 years old lawyer graduated 

from Harvard law school
Queries 
• Argmax: Who is the oldest person? 
• Set: List all writers lives in New York.
• Count: How many people live in Seoul?
• Bool: Did James graduate from Harvard?

Figure 2: Examples of facts included in natural language
databases and database queries. The highlighted texts
are entities important for reasoning on the database.

2 Background

2.1 Natural Language Databases (NLDBs)
Natural language databases (Thorne et al., 2021a,b)
model large collections of facts stored in plain text
as the storage media for database reasoning. In con-
trast to open-domain question answering, database
reasoning requires making inferences over large
sets of facts related to one query. Conventional
open-domain question-answering methods need to
encode all relevant facts, possibly in the thousands,
perform discrete reasoning to get the most related
facts, and then decode a sequence of tokens repre-
senting the answer to the query. Previous works
have studied small synthetic settings (Weston et al.,
2016b) or reasoning over a single passage (Dua
et al., 2019).

Conventional databases store facts in structured
forms with labeled columns and are queried with
formal languages such as SQL. Much work in
NLP has studied the parsing of user queries into
structured representations or exposing the database
through a natural language interface (Androut-
sopoulos et al., 1995; Zhong et al., 2017). However,
in NLDBs, because both the stored text and queries
are natural languages, NLDBs are not restricted
by any predefined database schema allowing the
addition of new topics without defining tables or
columns, reducing maintenance overheads.

NLDBs are studied using the WikiNLDB dataset
(Thorne et al., 2021a), which contains databases
varying in size (from 25 to 1000 facts) and question-
answer pairs. An example is provided in Figure 2.
In WikiNLDB, four different types of queries re-
quire different reasoning processes (specifically,
counting, min/max, argmin/argmax, and set-based
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answers) and over single entities and short multi-
hop chains (referred to as joins).

2.2 Virtual Knowledge Graphs (VKGs)
Our proposed solution is to perform retrieval by
modeling the set of facts as a VKG: a knowl-
edge graph representation where pairs of enti-
ties and the relation between them is embedded:
(me1 ,me2 , r⃗(e1,e2)). VKG representations have
been used for retrieval in QA, but their usage and
constructions vary by application. DrKIT (Dhin-
gra et al., 2020) and TOME (de Jong et al., 2021)
used the entity representation as a memory bank
for fixed-length multi-hop retrieval. OPQL (Sun
et al., 2021) constructs a key-value memory with
VKG for the fixed length of multi-hop retrieval
and multi-hop slot filling task. The key in OPQL
is the concatenation of the target entity embed-
ding and the relation vector, and the remaining
entity embedding becomes the value of the mem-
ory. VKGDR (Seonwoo et al., 2022) uses VKG
for zero-shot domain-specific retrieval and calcu-
lates the relevance score of queries and documents
by multiplying the relation vectors. In contrast to
previous work in VKG-based retrieval, which uses
a subset of the VKG for a fixed number of hops,
we use the whole VKG representation to perform
variable-length multi-hop retrieval.

3 Methods

Our multi-hop fact retriever VKGFR comprises
two key steps: first, facts and queries are embed-
ded into VKGs (Section 3.1, Figure 3); second,
multi-hop retrieval is performed over the embedded
VKG (Section 3.2, Figure 4). In contrast to SSG
(Thorne et al., 2021a), the embeddings of facts are
immutable and can be pre-indexed, yielding faster
retrieval. For inference, VKG embeddings of new
facts or queries can be embedded on demand.

3.1 Building the VKG
Entity Encoder We extract the entity spans from
the text with a predefined entity vocabulary built
over the Wikipedia entities. All possible pairs of
extracted entities become part of the VKG. We
use a pre-trained language model to compute the
contextualized embeddings of those entities. We
experiment with various models (Karpukhin et al.,
2020; de Jong et al., 2022; Devlin et al., 2019) and
use the best-performing model, DensePhrase.
Relation Encoder The relation encoder computes
a relation vector between a pair of entities (Seon-
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Figure 3: Illustration of our VKG construction method.
Each encoder independently builds the vectorized rep-
resentation of facts. The concatenation of the entity
and relation embeddings becomes our VKG represen-
tations of the text. For the f2, there are two entity
pairs (Mary-writer, Mary-Seattle) so the corresponding
VKG representation is indexed as two different triplets
(V KG(f2)1, V KG(f2)2).

woo et al., 2022; Sun et al., 2021; Baldini Soares
et al., 2019). Consistent with previous approaches,
the input to the relation encoder is a sentence with
two entities masked and a special relation token
inserted behind each masked token (e.g. “[ENT]
[R1] is a [ENT] [R2] who lives in L.A.”). The
masking makes the model learn the relation repre-
sentation based on the context of the entities rather
than the textual representation itself. For the two
relation tokens, the relation vector is computed by
concatenation and linear projection:

r⃗e1,e2 = W ⊺[hr1 ;hr2 ] (1)

Hyper parameter described on section 8
The relation encoder is trained with supervision

that relations containing the same entity pairs are lo-
cated in a similar vector space. The relation vectors
that consist of the same entity pairs are regarded
as positive samples. Below is the cross-entropy
training loss for the relation encoder:

Lrel_enc = CE(σ(r⃗⊺e1,e2 r⃗ei,ej ),

I(e1=ei,e2=ej)) (2)

Following Sun et al. (2021), we pre-train the re-
lation encoder with Wikidata and fine-tune it on the
respective target datasets (WikiNLDB, MetaQA).

VKG for WikiNLDB As described above, we
build VKG embeddings for the facts and queries in
WikiNLDB. For the facts, we extract the entity span
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Figure 4: Illustration of VKGFR’s multi-hop inference
procedure. The query is encoded with an RNN, and
the retrieved fact (f1) becomes the input for the next
hop. This multi-hop reasoning process is repeated until
the model predicts the special END vector, indicating
sufficient information was returned.

(ei, ej) based on the Wikipedia entity vocabulary E
and embed them with pretrained models (mei ,mej )
and calculate a relation vector r(ei,ej) for each pair.
As in Figure 2, facts can contain many entity pairs,
so there can be multiple mention-relation-mention
triplets of the same fact. The VKG representations
for fact f that have n entity pairs are denoted as
follows:

vkg(f) = {[mei ;mej ; rei,ej ]k}nk=1, ∀i ei ∈ E
(3)

For queries, we mask the entity and add the special
relation token at the end of the sentence to compute
the relation vector (e.g. “How many people study
at [ENT][R1]? [ENT][R2]”). If there are multiple
entities in the query, we average the VKG represen-
tation per each entity and take the average because
the query is a single unit used for comparison, so it
is more beneficial to include all entity pair relations
in the query. The following is VKG representation
for query q that has n entities:

vkg(q) =
1

n

n∑

k=1

[mei ;mej ; rei,ej ]k, ∀i ei ∈ E

(4)

3.2 Multi-hop Retriever

Figure 4 depicts the comprehensive inference mech-
anism of VKGFR. VKGFR retrieves relevant facts
by searching over a pre-indexed fact VKG with the
given query VKG. For each retrieval step, VKGFR
applies a linear layer to project the fact (Wf ) and
query (Wq) VKG embeddings. Then, to encode

the multi-hop aspect of retrieval, we apply an RNN
layer to transform the vector (Equation 5), consid-
ering the retrieval history.

V 0
q , h

0 = RNN(W ⊺
q vkg(q), 0) ∈ RD (5)

Using the query vector, the fact that the relation
probability is over the threshold (τ ) is returned
(vkg(ft) = retrieve(V t

q ,τ )). For each retrieval hop,
the retrieved fact vector becomes the input of the
next step (Equation 6)

V t+1
q , ht+1 = RNN(W ⊺

f vkg(ft), h
t) ∈ RD (6)

The retrieved facts are further processed by
VKGFR, repeating this retrieval step until a special
End-of-retrieval (EoR) vector is retrieved.
Training We optimize the cross entropy loss be-
tween the inner products of fact, query vectors, and
the ground truth (gt) label that is 1 if the fact is
correct for the query and 0 otherwise.

Lretreiver = CE(σ(V ⊺
fi
V t
q ), Ifi∈gt(q)) (7)

Retrieval The relevance probability between the
query and fact is estimated by computing the inner
product of the query and fact vectors. If this prob-
ability exceeds a hyper-parameterized threshold
τ = 0.5, the fact is retrieved. To model multi-set
multi-hop retrieval for WikiNLDB, the retrieval
process branches if more than one fact is retrieved.
Each branch is independently decoded until EoR is
predicted.

4 Experiments on WikiNLDB

4.1 Experimental Setup

Data The WikiNLDB dataset consists of databases
between 25 and 1000 facts. The size of the database
defines the upper bound of the number of candi-
dates for retrieval. Following the original paper
(Thorne et al., 2021a), we use the training data
from the database size 25 and train a single model
which was tested for all sizes.
VKG Embedding For the entity encoder, we use
the publicly available BERT-base size DensePhrase
checkpoint1. For the relation encoder, we pre-
trained the BERT-large with the Wikidata and fine-
tuned this on WikiNLDB.

1https://github.com/princeton-nlp/
DensePhrases
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Figure 5: Retriever and reader performance of models on all database sizes

Retriever VKGFR is trained with the pre-indexed
VKGs. We use one RNN layer for multi-hop re-
trieval, chosen empirically. We sample hard nega-
tive facts that share the same entity or same relation
with the ground truth facts for training. We set the
sample ratio as 1:10 and the threshold as 0.5 based
on empirical performance on the validation set.
Full Pipeline (With Reader) The contributions
in this paper focus on the retrieval side of a two-
part architecture. For completeness, we experiment
with the reader component. We use the pre-existing
NeuralSPJ model from Thorne et al. (2021a). This
model is an encoder-decoder transformer based
on the T5 architecture that generates a machine-
readable version of a natural language fact given
a query if the fact is relevant or no output other-
wise. Following previous approach, we trained this
model using the gold passages from WikiNLDB
and sampled false-positive facts from our retriever
for resilience. To train the model to predict no
output for false-positive retrieved facts, we sample
false positives from our retrieved facts.

For evaluation, we report precision, recall, and
F1 score for the retriever and answer exact-match
from the reader. To evaluate variance, we run each
experiment with three seeds and average the results.
Appendix 8 describes the hyperparameters.

4.2 Retrieval Baselines

SSG (Thorne et al., 2021a) is a SentenceBERT-
based multi-hop retriever, using an inner-product-
based search mechanism with branching for multi-
hop retrieval. TOME (de Jong et al., 2022) uses
predefined mention encoding for multi-hop re-
trieval. This shows the best performance on the
fact verification task. We fine-tune TOME for

WikiNLDBs. MDPR (Xiong et al., 2021) uses
dense representation for multi-hop retrieval, itera-
tively encoding the questions using the question en-
coder. To apply MDPR to the WikiNLDB dataset,
the number of candidates retrieved for every reason-
ing step needs to be set, and we set the number as
the maximum reasoning steps of the NLDB train-
ing data (Asai et al., 2020). DensePhrase (Lee
et al., 2021) is the text retrieval model we use for
entity embedding, and we experiment with only
the DensePhrase embedding on our model to figure
out the effect of our relation embedding. OPQL
(Sun et al., 2021) memory uses VKG for multi-hop
reasoning, but their VKG representations consist
of only the relation vector and target entity embed-
ding, so we compare our VKG building method to
the OPQL memory. To enable variable lengths of
multi-hop reasoning on DensePhrase and OPQL,
we add VKGFR over the pre-indexed DensePhrase
and OPQL embedding.

4.3 Ablation Study

To verify our VKG encoding method, we conduct
an ablation study with the following types of en-
tity embedding: 1) DensePhrase (Lee et al., 2021,
DP) records the dense representation of passages,
which can be a single entity. 2) Mention Encoder
(de Jong et al., 2022, ME) encodes dense vector
representations of every entity mention in a text,
which is built on the transformer architecture, and
the entity span is projected to the fixed-sized vector
space. 3) The average value of BERT (Devlin et al.,
2019) hidden embedding between the entity span
used as an entity representation. We build VKG
triplets based on different embedding models and
trained VKGFR over those representations with the
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same hyperparameter. 4) We compare the VKGFR
model structure between the RNN and Linear layer.

5 Results on WikiNLDB

5.1 Overall Results on Whole Databases

Figure 5 describes the overall performance of the
retriever and reader for all sizes.
Retriever Performance For retrieval performance,
VKGFR shows the best or comparable F1 score on
all database sizes. SSG performs best on the small-
est database size (25 facts), but as the database
size increases, the performance drastically drops.
VKGFR is consistently better than DensePhrase
and OPQL, which means that our VKG-building
methods are effective in improving retrieval. Com-
pared to other retrieval baselines, MDPR shows
low performance with high variance, indicating
that the fixed number of candidates had a negative
impact on performance. TOME shows the lowest
performance, implying that the mention encoding
strategy of TOME is not effective on this dataset.
Reader Performance VKGFR shows the best
performance on large database sizes (>100), but
the SSG is better on smaller database sizes.
DensePhrase, TOME, and OPQL showed con-
sistently lower performance than VKGFR on all
database sizes. MDPR showed much lower perfor-
mance for the reader even though it showed a better
retrieval score than the TOME, caused by noise
from the fixed number of retrieval candidates.

5.2 Results for Different Types of Queries

WikiNLDB consists of four different types of
queries: min/max, set, count, and boolean. We an-
alyze results from the models with different types
of queries on the largest database size (1000 facts).

Retriever Performance We report retrieval re-
sults for all models in Table 1. VKGFR shows the
highest F1 score on most query types, min/max,
set, and count. In comparison to the SSG, VKGFR
showed better precision which leads better F1 score
but the recall score of SSG is higher than VKGFR.
TOME and MDPR showed the lowest precision but
comparable recall scores. All models’ performance
of the boolean query is very low because 94% of
boolean queries have 0-2 positive facts, making it
hard to conduct accurate retrieval on a large size of
database.

Reader Performance We report the correspond-
ing reader accuracy in Table 2. Because of the
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Figure 6: Inference speed and the retrieval performance
of SSG (orange circles) and VKGFR (blue circles) on
different sizes of the WikiNLDB test set. The x-axis rep-
resents the retrieval F1 score, and the y-axis represents
the inference speed. The size of the circles indicates the
database sizes. The numbers on the circles indicate the
ratio of q/sec between two models on the same DB size.

higher variation in reader performance, we report
the standard deviations in the table. Compared to
the SSG, VKGFR shows better answer accuracy, in-
dicating that our more precise retriever leads to per-
formance improvements on the reader. In compari-
son to the OPQL and DensePhrase, VKGFR shows
better total accuracy. The answer candidates of the
boolean query are easier than the other queries, so
the accuracy is much higher for all models, even
TOME, compared to other question types. The
count query exhibits the lowest accuracy compared
to the others due to its requirement of accurately
predicting every positive sample.

5.3 Computational Efficiency

We measure the number of queries that each re-
triever can process in a second (Q/sec); the infer-
ence speed is measured by one Quadro RTX A6000
48GB GPU. We plot the speed-accuracy trade-off
with our model and the SSG baseline in Figure 6.
The speed of all models includes the time required
for query embedding. VKGFR showed at least
8.9 times faster inference speed than the SSG on
all database sizes and a higher F1 score on DB
size larger than 25, which is more representative of
real-world applications. Table 3 shows the retrieval
speed of each model on the largest database size
(1000 facts). VKGFR models can conduct efficient
retrieval with the simple model structure compared
to the other transformer-based models. To perform
inference on WikiNLDB on TOME, MDPR, and
SSG, a new query vector must be encoded for each
reasoning step. For example, based on the SSG,
440 BERT encodings are required per query in DB
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Min/Max Set Count Bool Total
Model P R F P R F P R F P R F P R F

TOME 17.5 72.5 28.2 15.1 77.5 25.2 14.8 80.5 25.0 2.6 90.9 5.0 15.1 77.2 25.3

MDPR 25.8 72.4 37.7 23.2 77.9 35.3 22.5 79.9 34.9 15.8 77.9 26.2 23.5 76.2 35.7

SSG 35.0 88.3 50.1 27.7 84.7 41.7 26.8 84.6 40.6 19.2 82.4 31.1 29.8 85.9 44.2

VKGFR (Ours) 44.3 70.5 54.4 37.8 76.3 50.5 39.3 76.9 52.0 17.5 82.8 28.9 39.4 74.6 51.6

w/ OPQL embedding 44.0 68.5 53.6 35.2 75.6 48.0 36.5 75.6 49.2 17.7 84.0 29.2 37.9 73.3 50.0

w/ DensePhrase embedding 41.6 68.8 51.8 37.3 72.8 49.3 39.8 74.0 51.7 19.8 83.0 32.0 38.5 72.2 50.2

Table 1: Precision, Recall, F1 score and retrieval speed of each retriever on the database size 1000. VKGFR shows
the highest F1 score on Min/Max, Set, and Count type queries.

Model Min/Max (std) Set (std) Count (std) Bool (std) Tot (std)

TOME 36.68 (0.75) 54.91 (2.81) 15.69 (3.81) 86.75 (3.71) 38.97 (1.94)

MDPR 35.67 (1.28) 41.03 (1.53) 10.83 (1.97) 56.84 (1.77) 31.01 (0.43)

SSG 43.04 (0.44) 58.03 (1.74) 15.37 (1.78) 78.21 (3.06) 41.64 (0.99)

VKGFR (Ours) 44.92 (1.03) 60.01 (0.86) 17.80 (0.89) 83.23 (2.18) 43.91 (0.59)

w/ OPQL embedding 45.61 (1.44) 57.08 (0.94) 16.86 (0.49) 82.16 (0.81) 43.10 (0.23)

w/ DensePhrase embedding 41.30 (3.59) 55.39 (0.70) 17.80 (0.49) 79.70 (0.74) 41.04 (1.64)

Table 2: Fine-tuned reader accuracy on each retriever’s result for different types of queries on the database size
1000. The standard deviation is included in this table because the std of the reader results is bigger than the retrieval
results’ std.

Model Speed
(Q/sec)

F1

TOME 0.19 25.29

MDPR 0.63 35.67

SSG 1.46 44.21

VKGFR (Ours) 12.83 51.59

w/ OPQL embedding 13.01 49.95

w/ DensePhrase embedding 12.45 50.22

Table 3: Represents the speed of each model on the
largest database size (1000) and corresponding retrieval
F1 score.

size 1000 on average, but VKGFR only needs 1
BERT encoding per query.

We included the amortized time for indexing our
embeddings to ensure a fair comparison. However,
this indexing includes additional storage overheads.
We report these storage costs in Table 4.

6 Experiments and Results on MetaQA

Experiment Setup To verify VKGFR on other
tasks, we experiment with MetaQA (Zhang et al.,
2018), which is a multi-hop retrieval over a pre-
defined knowledge base built on the WikiMovies

DB Size # of DBs Avg
Size/DB

Avg Indexing
Time /DB

25 621 1MB 0.3s

50 499 2MB 0.6s

100 250 4MB 1.2s

250 100 10MB 3.3s

500 50 17MB 6.1s

1000 25 26MB 12.0s

Table 4: Represents the size of pre-indexes for test
dataset on each database size, and taking time for the
embedding queries and facts.

dataset. Unlike WikiNLDB, the number of hops
is prefixed before the inference, so there is no end
prediction for this case. The questions of MetaQA
are generated from predefined templates, and corre-
sponding answers exist on the knowledge base. We
fine-tune the relation encoder with MetaQA dataset
as Sun et al. (2021) and use the same training &
inference configuration as 4.1. For inference, we
apply a sparse filter that the retrieved knowledge
base should include the topic entity of the query
for increasing the accuracy (Dhingra et al., 2020;
Sun et al., 2021).
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Results Table 5 reports the Hit@1 results of differ-
ent models on the MetaQA dataset. The VKGFR
outperforms the previous approach by at least 1.7
points in every case, indicating our VKG repre-
sentation contains the essential information for the
question-answering task more than others. The 1-
hop performance of OPQL is not mentioned in the
paper, but the authors said the performance is lower
than the DrKIT.

Model 1Hop 2Hop 3Hop

KVMem - 7.0 19.5
DrQA 55.3 32.5 19.7
GRAFT-Net 82.5 36.2 40.2
PullNet 84.4 81.0 78.2
DrKIT 84.4 86.0 87.6
OPQL - 88.5 87.1
VKGFR 86.1 93.7 92.1

Table 5: Hit@1 results on MetaQA dataset. Each result
is from the original paper.

7 Related Works

Building a semi-structured representation from tex-
tual sources has been an important direction in
handling reasoning queries (Asai et al., 2020; Sun
et al., 2019; Dhingra et al., 2020). This is be-
cause reasoning tasks often require entity match-
ing, and previous dense retrieval methods are in-
sufficient for entity representation learning. For
this reason, many studies have focused on entity-
matching-based retrieval methods (Sun et al., 2018,
2019; Cao et al., 2019). These studies find support-
ing facts by iteratively matching entities that ap-
peared in a given question and documents, similar
to human information-seeking processes. Further-
more, contextualized entity embedding methods
have been proposed. These methods are specifi-
cally designed for entity representation and capture
more fine-grained semantic meanings of entities
(Lee et al., 2021; de Jong et al., 2021).

Inspired by previous entity-matching-based ap-
proaches, some studies propose to use relations
between entities as well as entity vectors (Dhin-
gra et al., 2020; Sun et al., 2021; Seonwoo et al.,
2022). These approaches use a relation encoder
to encode the semantic meaning of the relation of
entities, then construct a graph consisting of entity
vectors and their relation vectors. Dhingra et al.
(2020) proposes a virtual knowledge base, which

consists of trainable entity vectors. Sun et al. (2021)
further develops this approach to use the relation
between entities and propose a virtual knowledge
graph (VKG), which consists of entity and rela-
tion vectors. Seonwoo et al. (2022) adopts the
VKG to the domain-specific document retrieval
with insufficient training data. Unlike the previ-
ous approach, our methods target variable length
of multi-hop database reasoning and show the best
performance.

8 Conclusions

In this paper, we propose VKGFR enable multi-
hop retrieval with faster speed and high perfor-
mance over the WikiNLDB dataset. Our multi-hop
retrieval mechanism does not require re-embedding
of facts, resulting in fewer queries to an encoder
model and allowing it to take advantage of pre-
indexed fact representations. VKGFR retrieves
upon that pre-indexed VKG representation which
is highly contributing to the faster inference speed.
On other tasks, VKGFR shows the best perfor-
mance on the general knowledge-base multi-hop
QA dataset, MetaQA. This research demonstrates
the applicability of VKG text representation in the
task of multi-hop database reasoning.

Limitations

VKGFR retrieves the knowledge base that consists
of explicit entities and relations. If the knowledge
base becomes more complex, with no explicit en-
tities and relations in the sentence, new VKG en-
coding methods will be required for good perfor-
mance.
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A Hyperparameters

We use the AdamW optimizer (Loshchilov and
Hutter) with a warmup ratio of 0.1 in all our ex-
periments, and use four Quadro RTX A6000 48GB
GPUs for model training. Table 6 represents our
training hyper-parameters. The relation encoder
and NeuralSPJ are based on the bert-large and T5
respectively. We trained our model based on the
hugging face transformers(Wolf et al., 2020). For
the hyperparameters for relation encoder and Neu-
ralSPJ, we followed the original paper. For the
VKGFR, we experiement with different learning
rate (5e-4, 1e-4) and choosed the best performing
one. For the layer number, we experimented with
1,2,4,8 and choosed the best-performing one.

B Model Parameter Size

Table 7 represents the number of parameters of
baseline models.

C Dataset

The WikiNLDB Data is available on GitHub2

and we used the pre-splited train, valid and test
data. The MetaQA dataset can also be found on
GitHub3, and we followed a similar methodology
as WikiNLDB when working with it.

2https://github.com/facebookresearch/NeuralDB
3https://github.com/yuyuz/MetaQA
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Model Hyperparmeter Value

Relation Encoder

Learning rate 2e-5
Number of epochs (fine-tuning) 2
Number of epochs (pre-tuning) 3
Batch size per device 24
Relation vector size 1024

VKGFR

Learning rate 5e-4
Hidden dimension of linear layer 4096 * 512
Layer number of rnn 1
Dropout rate 0.2
Number of epochs 20
Batch size for device 16396

NeuralSPJ (Reader)
Learning rate 1e-4
Number of epochs 3
Batch size for device 8

Table 6: Hyperparameters of pre-training and fine-tuning the relation encoder

Model Number of parameters

TOME 53,057,920

MDPR 125,238,274

SSG 66,362,880

VKGFR (Ours) 6,297,088

Table 7: Represents the number of parameters of base-
line models
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