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Abstract

This paper analyzes the features of monotonic
translations, which follow the word order of
the source language, in simultaneous interpret-
ing (SI). Word order differences are one of
the biggest challenges in SI, especially for lan-
guage pairs with significant structural differ-
ences like English and Japanese. We analyzed
the characteristics of chunk-wise monotonic
translation (CMT) sentences using the NAIST
English-to-Japanese Chunk-wise Monotonic
Translation Evaluation Dataset and identified
some grammatical structures that make mono-
tonic translation difficult in English-Japanese
SI. We further investigated the features of CMT
sentences by evaluating the output from the
existing speech translation (ST) and simulta-
neous speech translation (simulST) models on
the NAIST English-to-Japanese Chunk-wise
Monotonic Translation Evaluation Dataset as
well as on existing test sets. The results indicate
the possibility that the existing SI-based test set
underestimates the model performance. The re-
sults also suggest that using CMT sentences as
references gives higher scores to simulST mod-
els than ST models, and that using an offline-
based test set to evaluate the simulST models
underestimates the model performance.

1 Introduction

Simultaneous interpreting (SI) is the task of trans-
lating speech from a source language into a target
language in real time. SI is cognitively demand-
ing, and human simultaneous interpreters employ
such strategies as segmentation, summarization,
and generalization (He et al., 2016). Maintaining
word order in a source language is another impor-
tant strategy, especially for language pairs whose
word order differs (e.g., English and Japanese), to
shorten delays and reduce cognitive load. Because
of these features, SI sentences are different from
offline translation sentences, although most auto-
matic SI studies (Oda et al., 2014; Ma et al., 2019;

Liu et al., 2020; Papi et al., 2023) have used offline
translation corpora (e.g., MuST-C; Di Gangi et al.,
2019) for both training and evaluatng models due to
the limited amount of simultaneous interpretation
corpora (SICs).

For English-Japanese language pairs, several
SICs have been constructed (Toyama et al., 2004;
Shimizu et al., 2014; Matsushita et al., 2020; Doi
et al., 2021). Based on the NAIST Simultane-
ous Interpretation Corpus (NAIST-SIC; Doi et al.,
2021), Zhao et al. (2024)! created an automatically-
aligned parallel SI dataset: NAIST-SIC-Aligned.
Since its sentences are aligned at the sentence level,
they can be used for model training. Actually, Ko
et al. (2023) and Zhao et al. (2024) trained SI mod-
els using SI data from NAIST-SIC-Aligned. Their
model performances were evaluated through auto-
matic evaluation metrics such as BLEU (Papineni
et al., 2002) using a small test set curated based
on SI sentences generated by professional human
simultaneous interpreters.

Although the scores reported in Ko et al. (2023)
and Zhao et al. (2024) were relatively low, the test
set used in both studies might have underestimated
the model performance. Since human simultaneous
interpreters use such strategies as summarization
and generalization, phrases that do not affect the
main idea are not necessarily translated into the tar-
get language. If an SI model generates translations
for phrases that a human interpreter did not, the
output sentence might not be evaluated properly,
even when it is a correct translation.

Fukuda et al. (2024) pointed out the difficulty
for SI models to learn which phrases in source
speech are less important and advocated construct-
ing SI models that only employ a strategy that
maintains the word order in a source language. As
a first step, they created the NAIST English-to-

!The dataset was released in 2023 (see version 3 of the
paper).
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Source

(1) The US Secret Service, / (2) two months ago, / (3) froze the Swiss bank account / (4) of Mr. Sam Jain right

here, / (5) and that bank account / (6) had 14.9 million US dollars in it / (7) when it was frozen.

Offline

(D) KE»DY =7 L v b= AL /Q) 27 HAjlz /1 @) L -

ST ACEKRDT(B) A A AT OEEZE

FMLELZ/IG)ZOEICIT/(6)KRLTI40T R LAY ZL-

[The US Secret Service / two months ago / Mr. Sam Jain’s / froze the Swiss bank account / that bank account / had

14.9 million US dollars]

SI

DT AVADL =7 Ly RHF— 2D [(3) A4 ADHFUTOHEZ #m L X L 7=,

IOEPCEE]

SN TT, /(5 ToRTOEESFIZIE. /6 —TWUEILT T RLASTWEL .

[The US Secret Service / froze the Swiss bank account / it is Sam Jain’s one / in this bank account / had 14.9

million dollars]

CMT
=0 1 (4) S ZICWVWBEH L -
A->TWE L. /(7)) B3 n=FE

O T AV HERHEH — 7L v =23, /)27 Hmjlc.

/() A A 2ZDFUTHEZ fimm L XL

P AVEROOMETT. /(5) L TE0HYTOEEICZIT /(6) 490K KoL p3

[The US Secret Service / two months ago / froze the Swiss bank account / the account of Mr. Sam Jain right here /
and that bank account / had 14.9 million US dollars in it / when it was frozen]

Table 1: Comparison of target sentences in each translation mode. Examples of offline, SI, and CMT are respectively
from subtitles of TED talks, NAIST-SIC, and NAIST English-to-Japanese Chunk-wise Monotonic Translation
Evaluation Dataset. “/”” shows boundaries of chunks. Numbers preceding chunks in source sentence represent
appearance order. Numbers preceding chunks in target sentences correspond to numbers in source sentence.

Japanese Chunk-wise Monotonic Translation Eval-
uation Dataset’. The source sentences in the test
set used in Ko et al. (2023) were automatically seg-
mented into chunks, each of which was translated
in a way that did not include the content of subse-
quent chunks. Unlike in SI sentences by human
interpreters, where not all the information in the
source sentences is translated, chunk-wise mono-
tonic translation (CMT) sentences’ were translated
so that all the information is translated (Table 1)*.
Fukuda et al. (2024) have investigated the quality
of the CMT sentences in their dataset through hu-
man evaluation, although they have not analyzed
its characteristics. Nor have they conducted any
evaluation experiments in which model outputs are
evaluated on their dataset.

In this paper, we qualitatively and quantitatively
analyze CMT sentences in the NAIST English-to-
Japanese Chunk-wise Monotonic Translation Eval-
uation Dataset. In the process of generating CMT
sentences for the dataset, it was allowed to repeat,
defer, and omit phrases in the source sentences
to maintain the translation’s fluency. We assume
the presence of factors (e.g., syntactic structures)
that prevent monotonic translation if phrases were
repeated, deferred, or omitted in the CMT sen-
tences since they were translated without time con-
straints. In addition, we evaluate the output from

2https://dsc-nlp.naist.jp/data/NAIST-SIC/
Aligned-Chunk_Mono-EJ/

3CMT refers to the task of segmenting a source sentence
into chunks and translating it in the order of the chunks. A
CMT sentence is a target sentence generated through CMT.

*Precisely, omissions that maintained the fluency of the
sentence were allowed. See Section 3.1 for the details about
the dataset.

an existing speech translation (ST) model and two
simultaneous speech translation (simulST) models
(See 5.2). Both the ST? and simulST models are
used to investigate the differences in scores when
evaluating translations with different characteris-
tics. The contributions of this paper are as follows:

* We analyze CMT sentences and show that
they tend to be longer than offline translations
primarily because of repetition.

We investigate what causes the phrases in
source sentences to be repeated, deferred,
and omitted and show that most cases occur
because of particular grammatical structures.
When a phrase in a chunk is a dependent of a
phrase in the preceding chunk, the head phrase
is typically repeated or deferred.

We evaluate the output from three different
models on the NAIST English-to-Japanese
Chunk-wise Monotonic Translation Evalua-
tion Dataset: (1) an ST model trained on of-
fline data, (2) a simulST model trained on
offline data, and (3) a simulST model trained
on both offline and SI data. The results sug-
gest that the existing SI-based test set (Ko
et al., 2023; Zhao et al., 2024) underestimates
the model performance. The results also sug-
gest that using CMT sentences as references
gives higher scores to simulST models than
ST models, while using an offline-based test
set for evaluating simulST models underesti-
mates the model performance.

A ST model generates translations after the utterances are
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2 Related Work

2.1 Simultaneous Interpretation Corpora

SICs are valuable resources both for developing
automatic SI models and analyzing SI's character-
istics. For English-Japanese language pairs, several
SICs are publicly available (Toyama et al., 2004;
Shimizu et al., 2014; Matsushita et al., 2020; Doi
et al., 2021), although the amount of such corpora
is very limited compared to offline translation cor-
pora.

Using these corpora, SI sentences have been ana-
lyzed from various perspectives, such as strategies
and interpreting patterns used by interpreters, la-
tency, translation quality, and word order (Tohyama
and Matsubara, 2006; Ono et al., 2008; Cai et al.,
2018, 2020; Doi et al., 2021). SI models have
also been developed using SICs (Ryu et al., 2004;
Shimizu et al., 2013; Ko et al., 2023).

2.2  Word Order in Simultaneous Interpreting

When dealing with language pairs whose sen-
tence structures are different, including English and
Japanese (SVO/head-initial vs. SOV/head-final),
reducing the word order differences between the
source and the target languages is crucial for mini-
mizing delays.

Murata et al. (2010) segmented source sentences
into semantically meaningful units with a maxi-
mum length of 4.3 seconds and translated those
units from an SI viewpoint. He et al. (2015) de-
signed syntactic transformation rules for Japanese-
English simultaneous machine translation. By ap-
plying the rules to target language sentences (i.e.,
English), they generated more monotonic trans-
lations, while preserving the meaning of source
sentences and maintaining the grammaticality of
the target language. In English-Japanese SI, Fu-
tamata et al. (2020) reordered Japanese sentences
to make the word order closer to the original En-
glish sentences. They further applied style trans-
fer to increase the fluency and obtained sentences
close to SI sentences by human interpreters. Han
et al. (2021) proposed an algorithm to reorder and
refine the target sentences so that the target sen-
tences were aligned largely monotonically. They
trained SI models for four language pairs, including
English-Japanese. Nakabayashi and Kato (2021)
segmented sentences into chunks and created bilin-
gual pairs of such chunks with explicit annotations
of context information. The SI model trained on the
data translated the source sentences while referenc-

ing the preceding chunks although naturally con-
necting chunks remained a challenge. Higashiyama
et al. (2023) constructed a large-scale English <>
Japanese SIC with the information of chunk bound-
aries in source and target sentences and phrases
that can be omitted in target sentences. The NAIST
English-to-Japanese Chunk-wise Monotonic Trans-
lation Evaluation Dataset (Fukuda et al., 2024),
which is similar to Higashiyama et al.’s (2023),
is relatively small and intended for the evaluation
purposes.

The word order differences among different
translation modes have also been investigated. Oka-
mura and Yamada (2023) quantitatively compared
the degree to which the word order of the source
sentences was maintained and found that SI sen-
tences retained the order better than consecutive
interpreting and offline translation sentences. Cai
et al. (2020) found syntactic and non-syntactic fac-
tors that affect interpreters’ word order decisions
through the statistical analyses of an SIC. In this
paper, we analyze what makes monotonic transla-
tion difficult. While Cai et al. (2020) analyzed the
actual SI data generated by human simultaneous
interpreters, we use CMT sentences, which were
generated without time constraints, and in which all
the information in the source sentences is translated
into target sentences.

3 Chunk-wise Monotonic Translation

In SI between language pairs with different sen-
tence structures, interpreters segment source sen-
tences into chunks and translate them from chunk
to chunk® (Okamura and Yamada, 2023). This sec-
tion describes the details of the NAIST English-to-
Japanese Chunk-wise Monotonic Translation Eval-
uation Dataset, which is used in our analyses.

3.1 Data

The NAIST English-to-Japanese Chunk-wise
Monotonic Translation Evaluation Dataset consists
of 511 pairs of source sentences and their corre-
sponding chunk-wise monotonic translation (CMT)
sentences with information of chunk boundaries in
the source and target sentences. Source (i.e., En-
glish) sentences, which were used as the test set
in Ko et al. (2023), were segmented following the
five rules that reflected the interpreter’s strategies’

®Reordering may occur within a chunk.
"See the original paper or the code for chunking: https:
//github.com/ahclab/si_chunker
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Data Sum Per Sent.+SD
# sentence pairs 511 -
# chunks 1,677 3.284+2.12
# source words 8,104 15.86+10.16
# target words 13,981 27.36+18.55

Table 2: Statistics for chunk-wise monotonic translation
data. Standard deviations and number of words in target
sentences were calculated by us. Other values are cited
from Fukuda et al. (2024).

based on the syntactic analysis results from spaCy.
The source sentences come from eight TED talks.

Translators were provided with source sentences
with chunk boundaries and asked to (1) translate
them in the order of the chunks while (2) naturally
connecting the chunks and (3) not including the
content of subsequent chunks. They were allowed
to (1) repeat, (2) defer, and (3) omit phrases in
the source sentences to keep translation fluency,
although they were instructed to minimize their
use of the operations with larger number as much
as possible (e.g., defer should not be used when
repeat can handle the situation) . Data statistics
are shown in Table 2.

4 Data Analysis

Fukuda et al. (2024) have examined the quality
of CMT sentences through human evaluation but
have not analyzed the characteristics of them. We
suppose that factors exist that prevent monotonic
translation if a phrase in the source sentences is
repeated, deferred, or omitted since the CMT
sentences were generated without time constraints.
Therefore we qualitatively and quantitatively ana-
lyze the CMT sentences with these operations and
reveal such factors.

To better understand the characteristics of the
CMT sentences, we also compare them with SI sen-
tences from NAIST-SIC and NAIST-SIC-Aligned
as well as offline translation sentences from the
subtitles of TED talks. Since the SI sentences in
NAIST-SIC were not aligned at the sentence level,
we manually align them. Some source sentences
did not match across the datasets, and we excluded
those ten sentences from the analyses. In addition,
25 sentences were not translated in NAIST-SIC?,
which were also excluded from the analyses. As a
result, 476 sentences were used for our analyses.

8For example, due to time constraints, interpreters might

have been unable to translate a whole sentence. See Doi et al.
(2021).

4.1 Annotations

To analyze the characteristics of the CMT sen-
tences, we annotated tags to the source and CMT
sentences. The list of tags is shown in Table 3.
Prior to the annotations, we tokenized the English
sentences using spaCy” and the Japanese sentences
using MeCab (Kudo et al., 2004) with unidic. Then,
we concatenated the source and CMT sentences
with a special token [SEP] and annotated them us-
ing an open-source data labeling tool, doccano.'®

We identified spans (i.e., words or phrases) that
are repeated, deferred, or omitted and anno-
tated the span tags. In addition, we annotated
ahead, add, and error tags for analyses of prob-
lematic translations. The corresponding span tags
in the source and CMT sentences were associ-
ated using relation tags. Annotation examples are
shown in Figure 1.

The first and second authors collaboratively an-
notated the first 50 examples while discussing their
decisions. Since sufficient agreement was assumed,
the remainder of the data were just annotated by
the first author.

4.2 Analysis Results

4.2.1 Comparison among Different
Translation Modes

We compared the sentence lengths of the four
datasets. Fukuda et al. (2024) also conducted simi-
lar comparisons based on the number of characters.
However, since variations in spelling and differ-
ences in transcription systems (e.g., numbers) were
found, we made comparisons based on the number
of words segmented by MeCab.

Table 4 shows that the CMT sentences were
the longest, followed by offline, NAIST-SIC, and
NAIST-SIC-Aligned. These results matched those
reported in Fukuda et al. (2024). Long translated
sentences can pose some problems. As discussed
in Fukuda et al. (2024), the lenght may increase
the cognitive load on the listeners/readers of the
translations. In addition, longer output may cause
a delay even though CMT aims to reduce it.

4.2.2 Factors that Lengthen CMT Sentences

To reveal what factor lengthened the CMT sen-
tences, we first analyzed them qualitatively. Our
analyses suggest that (1) CMT sentences contain

9ht’cps: //spacy.io/
Ohttps://github.com/doccano/doccano
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Type Tag Meaning
Span repeat Phrases that are repeated
zero-repeat  Target phrases that are repeated; No corresponding source phrases (e.g., zero that-clause)
defer Phrases that are not translated within the current chunk but in a subsequent chunk
omit Source phrases that are not translated in the target sentences
ahead Target phrases translated using the subsequent chunks
add Target phrases that have no corresponding source phrases
error Phrases with translation errors
sep Boundaries of source and target sentences
Relation  rel-repeat Connect source and target phrases with repeat tags
repeat_d# Connect target phrases with repeat tags
defer_d# Connect source and target phrases with defer tags
ahead_d# Connect source and target phrases with ahead tags
rel-err Connect source and target phrases with error tags

Table 3: List of tags used for annotations. “d#” (#=1, 2, ...) represents distance between chunks.

repeat

rel-repeat

repeat repeat

repeat_d1

And for example , / this would be somebody / who's completely logical. [SEP] LT HIZIE. /

CHIEEEN., /REICHEBHM G AL EVS CEI2BETLED .

DigiNotar is a certificate authority from the Netherlands / or actually, it was . [SEP] T2/ 4 — [&

FIUFORIAR/TT . /WO TGRS TL 1=

sep

sep

Figure 1: Annotation examples. Repeat tags were assigned even if strings did not exactly match but referred to

same entity or had same meaning.

Dataset Sum Per Sent.=SD
CMT 13,508  28.38+18.66
NAIST-SIC 8,914  18.73+12.08
NAIST-SIC-Aligned 8,072  16.96+11.52
Offline 9,907 20.81+12.62

Table 4: Comparison of number of words in different
translation modes

many formulaic expressions for the end of sen-
tences as they are segmented into small chunks,
and (2) the words that are often omitted in Japanese
(e.g., pronouns) are explicitly translated since trans-
lators were instructed to avoid omitting phrases in
the source language, as in the following examples:

(En) It’s when we warmed it up, / and we
turned on the lights / and looked inside the
box, / we saw that the piece metal / was still
there in one piece.

(CMT) Ai=bmEnNzE» s L& TT. /ER
ZoF T, /Mot ERI-EETT. /B
Zo&BRZERIEATT. /2RI ERE—D
ELTEZICHY £L T

(offline) ¥tk Z=BEDHH D ZolF HohZz /-
ECALRERIIERZ IICEELTVWEL

(En) He only has use of his eyes.
(CMT) tasBRT =2 7.
(offline) H72l3 L v ZHA

In addition to the above characteristics, we ob-
served many repetitions in particularly long sen-
tences. To verify this, we further analyzed partic-
ularly long and short sentences, chosen based on
the length ratio of the CMT sentences to the offline
ones. The long and short sentences were defined
as those with a length ratio greater/smaller than
the average + 0.5 standard deviations (avg.=1.39,
SD=0.43). We subjectively judged whether these
sentences contained many repetitions. We also
identified sentences whose offline translations were
short.

Table 5 shows that long sentences contained
more repetitions than short ones. The offline trans-
lation sentences were short, probably because they
were originally subtitles, for which limited space
was allowed. We also quantitatively checked them
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Type N Repeat Repeat  Short

(subjective) (tag)  offline
Long 131 54 (41.22%) 3.35 53
Short 171 22 (12.87%) 0.81 -

Table 5: Comparison between long and short CMT sen-
tences. Number of repeat tags is denoted per sentence.

using the number of assigned repeat tags and
found that the frequency of repetition tags was
higher in long sentences (Table 5).

4.2.3 Omission in SI Sentences

To find techniques for shortening translations, we
analyzed the SI sentences in NAIST-SIC. Based
on the length ratio of SI sentences to the of-
fline ones, we defined SI sentences that might
have reasonable omissions (omission; 0.6 < ra-
tio < 0.9) and SI sentences that probably failed to
fully convey the meaning of the source sentences
(undertranslation; ratio < 0.6), following the
criteria in Higashiyama et al. (2023).

Although we expected to identify some trends
(e.g., part-of-speech) in the phrases that were omit-
ted, we did not do so. In addition, we found a cer-
tain number of unacceptable translations in both
categories (43.12% and 60.00% for omission and
undertranslation, respectively). The results sug-
gest that human simultaneous interpreters judge the
importance of phrases based on context and decide
whether to translate them; some judgements are
correct, and some are not.

4.2.4 Factors that Make Monotonic
Translation Difficult

With the help of tags annotated to the source and
CMT sentences, we analyzed the factors that make
monotonic translation difficult. Table 6 shows
the number of source phrases that were repeated,
deferred, or omitted. The values are based on
the number of rel-repeat, defer_d#, and omit
tags. We counted the relation tags for repeat and
defer because the span tags for those two opera-
tions were assigned to both the source and CMT
sentences. The results show that the translators
used repeat most frequently, followed by defer
and omit, as they were instructed (see Section 3.1).

For these phrases, we explored what makes
monotonic translations difficult. Our analyses re-
vealed that most cases of repeat and defer were
caused by particular grammatical structures. Ta-
ble 7 lists the major structures along with their fre-

Operation N

repeat 301
defer 173
omit 36

Table 6: Comparison of number of operations used in
CMT sentences

quencies in the data and examples. In these struc-
tures, a phrase in a chunk is typically a dependent
of a phrase in the preceding chunk. In the example
of a post-modifier (Table 7), the relative pronoun
clause is a dependent of the noun phrase a device,
which is in a preceding chunk. When phrases with
a dependency relation exist across multiple chunks,
CMT is difficult because Japanese is a strongly
head-final language. The examples in Table 7 show
how human translators address these structures by
repeating or deferring some phrases in subsequent
chunks.

Prepositions, post-modifiers, and dependent
clauses have also been identified as syntactic fac-
tors that affect interpreters’ word order decisions
in Cai et al. (2020). Human interpreters find these
structures challenging for SI and adopt a strategy
to maintain the word order of the source language.

In addition, we observed that inappropriate
segmentation was addressed by repeating and
deferring the phrases. Most inappropriate seg-
mentation was found in phrasal verbs, verbal
gerunds, and to-infinitives.

In the SI data, we also found that human inter-
preters repeat phrases to maintain the word order
of the source language. For example, in the exam-
ple in Table 1, a noun modified by a preposition
phrase is repeated:

(En) ... / froze the Swiss bank account / of Mr.
Sam Jain right here, / ...

SD .. 1 A4 20 TO LR HAL £ L7z, /
HLTTADEDTT, /..

[... / froze the Swiss bank account / it is Sam
Jain’s one / ...]

In addition, Okamura and Yamada (2023) reported
that the order of the chunks is shuffled about once
on average in an SI sentence. These things suggest
that human interpreters address the word order dif-
ferences that make monotonic translation difficult
by repeating and deferring some phrases.
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Structures

# repeat # defer Examples

Noun with a post-modifier 88 12 And now we’ve created a device / that has absolutely no limitations.
ST MLBIET A AEEVLELE. /2K EIRO TV DT,
[And we’ve created a device / one that has absolutely no limitations]

Head followed by multiple dependents 35 6 .../ allows for deep squats, / crawls and high agility movements.
e BN A Ty N RAHEICL. /7B — L SROWEEE OB E ZafEIC L

9.

[... / allows for deep squats / allows for crawls and high

agility movements]
Dependent conjunction 26 6 .../ when he’s covered / in four feet of snow.

e LB 4= R OFTICEDONTL 5 TV /=EFICIL,

[he / when

was covered in for feet of snow]

Chunk boundary before a clause 15 13 ... / you know that this isn’t / how it normally goes.
SRR LT TT. ST/ BROEITTIE AV EWL T 2 &b
[you know that this / isn’t how it normally goes]

Chunk boundary before a preposition 10 7 ... / providing totalitarian governments with tools / to do this /
against their own citizens.
e I BERERPUFICY =L ZREL TV R w2 TT. /1 INZETH

oo, THEHOHRICHLTINEZT I oY — L%,

[providing

totalitarian governments with tools / to do this / tools to do this
against their own citizens]

Table 7: Syntactic factors that prevent monotonic translations. Cases involving multiple structures were classified

separately as compound factors.

5 Evaluation Using CMT sentences

To investigate the impact of using CMT sentences
for evaluating translation quality, we evaluated the
output from existing ST and simulST models us-
ing the NAIST English-to-Japanese Chunk-wise
Monotonic Translation Evaluation Dataset as well
as existing test sets.

5.1 Data

We used the following four datasets as references
for the automatic evaluation metrics:

e n-cmt: CMT sentences from the NAIST
English-to-Japanese Chunk-wise Monotonic
Translation Evaluation Dataset

e si_hum: SI sentences from NAIST-SIC, man-
ually aligned to the source speech

e si_auto: SI sentences from NAIST-SIC-
Aligned, aligned automatically

« offline: offline translation sentences from the
subtitles of TED talks.

Because si_auto was created by applying auto-
matic alignment and filtering techniques to SI sen-
tences in si_hum, it may contain alignment errors.
In addition, SI sentences in si_auto tend to be
shorter than those in si_hum (see Table 4). There-
fore, we used the two SI-based datasets for our
evaluation.

5.2 Speech Translation Models

We used three existing models (i.e., one ST and
two simulST models):

e ST offline: an ST model trained on offline
data (Fukuda et al., 2023)

e simulST_offline: a simulST model trained on
offline data (Ko et al., 2023)

o simulST_si_offline: a simulST model trained
on both offline and SI data (Ko et al., 2023).

All the models were built by connecting two
pre-trained models, HuBERT-Large (Hsu et al.,
2021) for their speech encoder and the decoder
of mBARTS50 (Tang et al., 2020) for their text de-
coder. The encoder and decoder were connected by
Inter-connection (Nishikawa and Nakamura, 2023)
and a length adapter (Tsiamas et al., 2022). Both
SimulST models used bilingual prefix pairs ex-
tracted using Bilingual Prefix Alignment (Kano
et al., 2022) for the model training and employed a
decoding policy called local agreement (Liu et al.,
2020). For ST_offline, we used a model with check-
point averaging (Inter-connection + Ckpt Ave.
in Fukuda et al. (2023)). For simulST_offline and
simulST_si_offline, we used the models that satisfy
the task requirement of the simultaneous track in
the IWSLT 2023 Evaluation Campaign'’, latency
measured by Average Lagging (Ma et al., 2019)
< 2 seconds (Offline FT and Mixed FT + Style
in Ko et al. (2023), respectively).

5.3 Maetrics

We evaluated the translation quality of the output
from the ST and simulST models (see Section 5.2)

"https://iwslt.org/2023/simultaneous
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Model BLEU BLEURT COMET

n-cmt si_hum si_auto offline| n-cmt si_hum si_auto offline| n-cmt si_hum si_auto offline
ST_offline 14.487 8.856 8.637 17.775 |0.553 0447 0414 0.538 [0.838 0.797 0.781*" 0.833
simulST_offline  [15.406" 8.446" 7.773" 17.907 |0.556 0.442 0406 0.531 |0.826 0.780 0.763 0.821
simulST_si_offline|15.982" 12.0317 11.0207 13.1917]0.567 0.493*' 0.460** 0.519 |0.807* 0.774*> 0.761 0.789*2
Model BERTScore (Pre.) BERTScore (Rec.) BERTScore (F1)

n-cmt si_hum si_auto offline| n-cmt si_hum si_auto offline| n-cmt si_hum si_auto offline
ST offline 0.801 0.735 0.722 0.789 |0.769 0.739 0.735 0.788 |0.784 0.737 0.728 0.788
simulST_offline | 0.799 0.730 0.717 0.783 [0.770 0.738 0.734 0.786 |0.783 0.734 0.725 0.784

simulST_si_offline

0.817*% 0.764*! 0.746** 0.759*2

0.784*% 0.766* 0.760** 0.757*2

0.800"* 0.764*! 0.752*% 0.757*2

Table 8: Results of quality evaluation metrics across ST and simulST models. f: significantly different from
ST_offline. *1: significantly higher than other two. %2 significantly lower than other two. %3 significantly lower

than ST_offline. Significance threshold was set to p < .05 for all tests.

using BLEU'?, BLEURT'? (Sellam et al., 2020),
COMET' (Rei et al., 2020), and BERTScore!?
(Zhang et al., 2020). BERTScore was calculated us-
ing bert-base-multilingual-cased. We used
the four datasets described in Section 5.1 as refer-
ences.

5.4 Evaluation Results

Table 8 shows the results of the quality evalua-
tion metrics across the ST and simulST models.
For the BLEU scores, we conducted paired sig-
nificance tests using paired bootstrap resampling
(Koehn, 2004). We specified ST_offline as the
baseline for the significance tests. For the other
scores, we conducted a one-way ANOVA, followed
by Tukey’s multiple comparisons test.

When the translation quality was evaluated
using BLEU with n-cmt as the reference,
simulST_si_offline achieved the highest score.
On the Sl-based test sets (i.e., si_hum and
si_auto), simulST_si_offline also had the
highest score. On the offline-based test set,
in contrast, the models trained on only of-
fline data achieved much higher scores than
simulST_si_offline. The same tendencies were
observed in BLEURT and BERTScore. These re-
sults suggest that the models trained on both SI and
offline data generated more SI-like translations, and
such models perhaps should be evaluated using a
reference closer to SI sentences. In addition, us-
ing an offline-based test set might underestimate
the performance of models trained on both SI and
offline data.

Comparing n-cmt, si_hum, and si_auto, the

2BLEU was calculated using sacreBLEU. (Post, 2018)
https://github.com/mjpost/sacrebleu

13https://github.com/google—research/bleurt

“https://github.com/Unbabel/COMET
Bhttps://github.com/Tiiiger/bert_score

scores were highest for n-cmt, followed by si_hum
and si_auto on all the metrics and models. Be-
cause si_hum is based on SI sentences generated
by human simultaneous interpreters, some con-
tent in the source speech might be omitted or in-
adequately translated (under-translation). SI sen-
tences in si_auto, which were automatically cre-
ated based on human SI sentences, might contain
less source speech content than those in si_hum
due to the alignment and filtering techniques ap-
plied (see Zhao et al., 2024). In fact, BERTScore
precision was higher than recall on n-cmt, in which
there were almost no omissions, while recall was
higher than precision on si_auto and precision
and recall were almost equal on si_hum. These
results indicate the possibility that the existing SI-
based test sets (Ko et al., 2023; Zhao et al., 2024)
underestimate the model performance.

However, the COMET results were different
from those on the other metrics (Table 8). On
all four test sets, ST_offline achieved the high-
est score, followed by simulST_offline and
simulST_si_offline. One possible reason is that
COMET uses source sentences to calculate its
scores.

To examine the impact of the source sentences,
we also calculated a reference-free COMET-QE
using wmt22-cometkiwi-da and got similar re-
sults (0.813, 0.798, and 0.766 for ST_offline,
simulST_offline, and simulST_si_offline, re-
spectively). We further calculated COMET-QE
for n-cmt and offline, regarding them as ora-
cle data, and found that n-cmt had a higher score
than offline (n-cmt: 0.832, offline: 0.812).
Because some translation sentences in offline
are under-translated, these results suggest that the
COMET scores tend to become high when more
content in the source sentences is covered in the
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target sentences. This feature does not fit the nature
of SI, where human interpreters use sophisticated
strategies (see He et al., 2016; Cai et al., 2020, for
example). We need to carefully interpret COMET
scores when we use them for evaluating simulST
models.

6 Conclusion

This paper focused on monotonic translations
in English-Japanese SI. Our analyses revealed
some grammatical structures that make mono-
tonic translations difficult and that human inter-
preters/translators address these challenges by re-
peating or deferring some phrases in source lan-
guage in the subsequent chunks. The grammatical
structures that might cause delays would be useful
information for developing segmentation or decod-
ing policies for simultaneous machine translation
systems. One possible direction would be predict-
ing whether a phrase in a chunk is the head of a
phrase in subsequent chunks.

We also evaluated the output from the existing
ST and simulST models on the NAIST English-
to-Japanese Chunk-wise Monotonic Translation
Evaluation Dataset as well as on existing SI-based
and offline-based test sets. The BLEU, BLEURT,
and BERTScore results supported using CMT sen-
tences for evaluating simulST models trained using
SI data, although the results with COMET were dif-
ferent. Further analysis across various evaluation
metrics is necessary. Analyzing how the source and
target sentences are aligned monotonically on dif-
ferent types of translations (e.g., Han et al., 2021)
would also be useful.

This paper investigated the impact of using CMT
sentences for evaluation purposes. A future study
would involve using monotonic translation sen-
tences for developing simulST models (Sakai et al.,
2024)'%. 1t could potentially address the problem
that simulST models trained using SI sentences
suffered from under-translation (Ko et al., 2023).
However, CMT sentences tend to be long. Inves-
tigating the trade-offs between longer CMT sen-
tences and the potential cognitive load on listen-
ers/readers might provide further insights.
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