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Preface

Welcome to the Proceedings of the 9th International Workshop on Computational Linguistics for Uralic
Languages (IWCLUL), a dedicated forum for researchers, academics and practitioners in the field of
computational linguistics with a focus on Uralic languages. This year’s workshop builds on the IWCLUL
tradition of interdisciplinary collaboration, knowledge sharing, and a common commitment to addressing
the linguistic, technical, and social challenges related to Uralic languages in the digital age.
The Uralic language family, spanning across Europe and Asia and encompassing languages as diverse as
Finnish, Hungarian and the endangered Udmurt and Khanty languages, presents unique computational
challenges. Many of these languages are characterized by complex morphology, agglutinative structures,
and unique syntactic and phonological systems, requiring tailored approaches in computational proces-
sing and linguistic modeling. Our workshop seeks to bring attention to these challenges and foster the
development of innovative solutions that not only support these languages’ use in digital contexts but
also contribute to their preservation and growth.
This year, IWCLUL received a record number of submissions from researchers worldwide, reflecting the
growing interest and engagement in computational approaches to Uralic languages. The selected papers
cover a broad spectrum of topics covering both well-studied and lesser-resourced Uralic languages. The
diversity of contributions highlights the continuous evolution of the field and the range of challenges
being tackled by the computational linguistics community.
We hope that these proceedings inspire continued research and collaboration in computational linguistics
for Uralic languages. May the insights, methodologies, and resources shared here contribute to meaning-
ful advances in the field and foster an inclusive future for Uralic languages in the digital landscape.
Sincerely, The IWCLUL 2024 Organizing Committee
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Aspect Based Sentiment Analysis of Finnish Neighborhoods: Insights from
Suomi24

Laleh Davoodi and Anssi Öörni and Ville Harkke
Faculty of Social Sciences, Business and Economics, and Law, Åbo Akademi University

first.last@abo.fi

Abstract

This study presents an approach to Aspect-
Based Sentiment Analysis (ABSA) using Natu-
ral Language Processing (NLP) techniques to
explore public sentiment across 12 suburban
neighborhoods in Finland. We employed and
compared a range of machine learning models
for sentiment classification, with the RoBERTa
model emerging as the best performer. Us-
ing RoBERTa, we conducted a comprehensive
sentiment analysis(SA) on a manually anno-
tated dataset and a predicted dataset compris-
ing 32,183 data points to investigate sentiment
trends over time in these areas. The results
provide insights into fluctuations in public sen-
timent, highlighting both the robustness of the
RoBERTa model and significant shifts in sen-
timent for specific neighborhoods over time.
This research contributes to a deeper under-
standing of neighborhood sentiment dynamics
in Finland, with potential implications for so-
cial research and urban development.

1 Introduction

Understanding public sentiment towards specific
neighborhoods is crucial for urban planners, so-
ciologists, and policymakers, as it offers insights
into the social fabric of communities and the chal-
lenges they face. With the advent of social media
and online forums, the internet has become a rich
source of data reflecting public opinion. Suomi241,
the largest Finnish online forum, is an ideal plat-
form for studying the sentiments of neighborhoods
through user-generated content. Hence, we used
Suomi24 as our data source driven by the following
factors. First, social media has become a popular
platform for expressing opinions, making it valu-
able for SA on topics such as urban issues, climate
change, and healthcare (Huang et al., 2021; Chen
and Wei, 2023). Second, online forums provide
an efficient way to share information and generate

1https://www.suomi24.fi/

discussions, offering a wealth of informative com-
ments that can be analyzed for sentiment (Chen
and Wei, 2023). Building on this, (Lindén et al.,
2023) utilized the Suomi24 data to create a man-
ually annotated dataset2 for the SA task, further
highlighting the platform’s potential for research
in Finnish SA.

The field of urban design and planning increas-
ingly utilizes SA to evaluate urban environments
through crowdsourced data (Tas and Sanatani,
2023). Platforms like Point of Interest (POI)
databases, social media, and citizen engagement
tools have proven valuable for large-scale urban as-
sessments (Martí et al., 2019; Huang and Gartner,
2016; Tas and Sanatani, 2023). There are several
techniques in Literature using NLP to extract senti-
ment from geo-located textual data.

However, most models focus on identifying gen-
eral positive or negative sentiments within a text,
with limited efforts made to train models that can
detect specific aspects and their associated sen-
timents (Tas and Sanatani, 2023). Therefore, to
expand the limited research on ABSA in Finnish
suburbs, we seek to explore the following research
question (RQ): How do sentiments toward suburbs
in Finland, expressed in public online discussions,
vary over time, and how effectively can ABSA mod-
els capture and predict these sentiments?

To address this research objective, we inves-
tigate public sentiment toward 12 different ar-
eas in Finland by utilizing a manually annotated
Finnish-language dataset for the ABSA task. For
this purpose, each neighborhood is treated as
a distinct ’aspect,’ allowing us to classify sen-
timents expressed toward these locations rather
than identifying specific reasons for likes or dis-
likes associated with each neighborhood. This
approach provides an overview of the sentiment
trends for each neighborhood over time, using

2https://clarino.uib.no/comedi/editor/lb-2023012701

1



the neighborhood names as predefined aspects
for classification. Afterwards, we applied a com-
bination of classical machine learning models
such as Support Vector Machines (SVM) and
Naive Bayes, alongside modern deep learning mod-
els like BERT3(TurkuNLP/bert-base-finnish-cased-
v1)(Virtanen et al., 2019) and RoBERTa (Finnish-
NLP/roberta-large-finnish-v2)4, to analyze senti-
ment towards these neighborhoods. Our results
show that RoBERTa outperforms other models in
accurately predicting sentiment across these neigh-
borhoods.

Further, we expanded our analysis by using
RoBERTa to predict sentiment on a larger dataset
of approximately 32,000 data points for the sub-
urbs of interest in Finland. This allowed us to track
trends and shifts in sentiment over time, providing
valuable insights into how public perceptions of
different neighborhoods evolve.

Our findings contribute to the growing body of
research on SA and urban studies, particularly in
the Finnish context. The results have practical im-
plications for regional development and policy for-
mulation, as understanding public sentiment is key
to fostering better community relations and address-
ing regional disparities.

2 Sentiment analysis and social media
data

In the age of digitalization, the growth of social
media has significantly transformed the global flow
of information and the organization of social de-
mands. Platforms such as Twitter, Facebook, and
Instagram have emerged as vast repositories of real-
time opinions from diverse groups (Troya et al.,
2021). The vast volume of online-generated data
makes manual analysis challenging and hinders the
ability to identify trends in a timely manner. As a
result, NLP techniques, particularly SA, have be-
come widely used in recent literature for analyzing
social media content and user feedback (Benrouba
and Boudour, 2023; Xu et al., 2022). Sentiment
analysis/classification is a specific type of text cat-
egorization, where the classification is based on
the author’s expressed attitude by understanding
of the document and focusing on how the senti-
ment is conveyed throughout the text (Meena and
Prabhakar, 2007).

3https://huggingface.co/TurkuNLP/bert-base-finnish-
cased-v1

4https://huggingface.co/Finnish-NLP/roberta-large-finn

SA is usually performed at three levels as fol-
lows: document level, sentence level, and As-
pect/category level. The objective of document-
level sentiment analysis is to assess the overall
sentiment of the entire document. Sentence-level
sentiment analysis evaluates the overall sentiment
of a sentence as a single entity and predicting the
opinion expressed within that sentence (Do et al.,
2019). Whereas ABSA goes deeper by identify-
ing specific opinion targets (aspects) within the text
and determining the sentiment associated with each
target (Karimi et al., 2021).

SA techniques are typically divided into super-
vised, unsupervised, and semi-supervised learning
approaches. The supervised method applies labeled
data for training and evaluation. The lexicon-based
approach is an example of an unsupervised method,
where the sentiment of a document is determined
by assessing the semantic polarity of individual
words by utilizing a pre-existing dictionary that
assigns sentiment polarities to words or phrases.
The overall sentiment of the text is then determined
based on the predominant polarity of the words.
(Taboada et al., 2011).

Traditional machine learning techniques, includ-
ing SVM (Ahmad et al., 2018; Sharma and Sabhar-
wal, 2019) and Naive Bayes (Hariguna and Rach-
mawati, 2019; Wongkar and Angdresey, 2019),
have been extensively utilized in various SA ap-
plications. Traditional machine learning meth-
ods often rely on Bag-of-Words (BoW) or Term
Frequency-Inverse Document Frequency (TF-IDF)
for feature extraction. However, these approaches
tend to generate sparse, high-dimensional feature
vectors and have limited ability to capture the word
order, syntactic structure, and semantic meaning of
a sentence (Kokab et al., 2022).

Recent advancements in deep learning models
have surpassed the performance of traditional meth-
ods by addressing the limitations of traditional
machine learning methods. Bidirectional Encoder
Representations from Transformers (BERT) (De-
vlin, 2018) is a pre-trained model that utilizes a
self-attention mechanism (Vaswani, 2017) to weigh
the importance of each word in a sentence, and
captures complex word dependencies regardless of
their position. Unlike traditional models, BERT
processes text bidirectionally to understand the full
context, enabling deeper comprehension of syntac-
tic and semantic relationships.

RoBERTa (Robustly Optimized BERT Pretrain-
ing Approach)(Liu, 2019) is a variant of the BERT
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model, that improves BERT’s performance by mod-
ifying its training process and showing better per-
formance on natural language understanding(NLU)
tasks (Cortiz, 2022). RoBERTa removes BERT’s
next sentence prediction task, increases the training
data, and extends the training duration with larger
mini-batches and more diverse data sources (Liu,
2019).

2.0.1 Related Work
While numerous studies have explored SA of so-
cial media across various domains, such as tourism
(Mehra, 2023; Ali et al., 2021) and e-commerce
(Vanaja and Belwal, 2018; Davoodi and Mezei,
2022), relatively few have focused on SA in the
context of urban environments. As an example,
Saeidi et al. (2016) focus on identifying sentiments
toward specific aspects of multiple entities within
the same text. This work extends traditional ABSA
by allowing multiple entities and aspects in a sin-
gle document and presents the SentiHood dataset,
which contains user discussions about urban neigh-
borhoods from a question-answering platform. The
dataset includes annotated sentences where various
aspects (e.g., safety, price, or transit) of different
neighborhoods are discussed. The paper also pro-
vides strong baselines using logistic regression and
LSTM models and analyzes their performance on
this new, more complex SA task.

Another relevant study, Rui (2023) uses machine
learning models to reveal the spatial heterogeneity
in sentiment, showing a medium-high-low trend
from the city center to suburban areas. Factors
such as metro route density and walkability were
positively correlated with sentiment in formal set-
tlements. The findings provide urban planning rec-
ommendations for promoting positive sentiments
and achieving sustainable development goals.

Wang (2023) presents a methodology for incor-
porating public perception into urban planning eval-
uation using SA. By analyzing comments from
social media platforms such as Weibo and Xiao-
hongshu, the authors develop a public perception-
oriented evaluation model. The approach captures
sentiment across aspects like urban landscape, eco-
logical environment, and living quality. The re-
sults demonstrate that H-CAN outperforms ex-
isting models, achieving 84.2% accuracy on the
Yelp 2015 dataset. The study by Tas and Sanatani
(2023) focuses on evaluating urban environments
using geo-located data, particularly through aspect-
based analysis. The authors assess different aspects

Figure 1: The stages of the research process

of urban living conditions by analyzing various
sources, such as user feedback or environmental
data. They annotated a dataset consisting of 2,500
crowdsourced reviews of public parks and trained
a BERT model with a Local Context Focus (LCF).
Their model demonstrates a substantial improve-
ment in prediction accuracy for urban reviews.

3 Methodology

In this section, we outline our methodology for
conducting ABSA using user-generated content.
The objective is to analyze and understand people’s
sentiments toward 12 suburban neighborhoods in
Finland. By identifying sentiment changes over
time for these areas, we aim to uncover patterns
related to public perception and community senti-
ment changes.

As depicted in Figure 1, our process begins with
scraping data from Suomi24, followed by data pro-
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cessing. In the feature extraction and aspect selec-
tion phase, we identify and tag the specific areas
of interest within the text. The data is then sam-
pled and annotated with corresponding sentiment
labels, preparing it for ABSA. The output consists
of sentiment polarities for each area, which we
analyze to detect trends and shifts in public senti-
ment over time. This methodology helps in under-
standing how residents and visitors perceive these
neighborhoods and track any significant changes in
sentiment.

3.1 Data collection and processing

To build our Finnish-language dataset, we col-
lected data from the Suomi24 corpus, available
through the Language Bank of Finland5. This cor-
pus includes over 84 million messages posted on
Suomi24, the largest Finnish online discussion fo-
rum (Lagus et al., 2016).

Finnish, being an agglutinative language with
complex morphology, presents some challenges in
text analysis (Vilkuna, 1989). However, the lemma-
tized corpus simplifies this by presenting words in
their base forms, allowing for easier identification
of lexical morphemes. For this study, we focused
on twelve suburbs that have undergone systematic
urban planning. To collect relevant messages, we
used the suburb names as lemmas, retrieving all
posts mentioning at least one of these areas from
2001 to 2017. This yielded a dataset of 36491
relevant messages. These areas, in descending or-
der according to the number of messages are Kon-
tula, Varissuo, Leppävaara, Myllypuro, Matinkylä,
Maunula, Uittamo, Suikkila, Harittu, Runosmäki,
Soukka, and Pihlajamäki. After that, we randomly
selected 3183 messages to be annotated manually
by 2 native Finnish speakers.

In order to perform ABSA, we opted for a man-
ual sentiment annotation process due to the lack
of a domain-specific dataset for this task in the
Finnish language. To the best of our knowledge,
there is no publicly available dataset in Finnish
specifically for the ABSA task. In his Master’s the-
sis, (Hellström, 2022) presents a dataset collected
from public reviews on Verkkokauppa.com, focus-
ing on laptops and tablets. The dataset consists
of 1,673 sentences, which were manually labeled
by the author following the guidelines established
by SemEval 2014 for SA tasks (Hellström, 2022).
In contrast, our dataset is tailored to analyze sen-

5https://www.kielipankki.fi

timent across different neighborhoods in Finland,
specifically for the ABSA task, with careful reso-
lution of any disagreements during annotation to
ensure domain-specific accuracy. In addition to
the ABSA dataset, we developed a lexicon-based
dictionary by compiling 33742 unique words from
our manually annotated dataset assigned with posi-
tive and negative scores by a native Finnish speaker
annotator.

The aspects are specified as the 12 interest ar-
eas mentioned above. Three possible sentiment
labels were assigned to each aspect-message pair:
positive, neutral, and negative. The two annota-
tors individually assigned sentiment values to each
aspect. Every disagreement was marked and dis-
cussed to reach the final agreement between the
annotators. All the messages of inadequate qual-
ity (e.g., the aspect mentioned in the text does not
refer to an area) were excluded from further analy-
sis. The final annotated dataset contains 3183 data
points.

After finalizing the data, we calculated the most
frequent words to find the most frequent Topics
discussed in the text. For instance, the most dis-
cussed topic in the Varissuo area is immigration,
with terms like "maahanmuuttaja" (immigrant) ap-
pearing 437 times, alongside related words such
as "pakolainen" (refugee) with 79 occurrences and
"muslimi" (Muslim) mentioned 154 times. Other
terms related to demographics, such as "väestö"
(population) and "kantaväestö" (indigenous popula-
tion), also appear frequently, highlighting the ongo-
ing discussions about immigration and its impact
on the area. Another prominent topic is education,
with "koulu" (school) being mentioned 356 times.
Public transport is also commonly discussed, with
terms like "bussi" (bus) at 309 occurrences and
"joukkoliikenne" (public transport) appearing 155
times, indicating the importance of infrastructure
in the area. Discussions about housing, crime, and
services also frequently appear, reflecting various
community concerns.

Finally, we performed 4 steps to clean the text:
1) transforming the text into lowercase, 2) remov-
ing all non-alpha characters, 3) removing HTML
tags and URLs, 4) and eventually tagging spe-
cific aspects of interest using custom markers like
’<TAG>aspect</TAG>’. Afterwards, to address
the imbalance in positive sentiment data, we ap-
plied a data augmentation technique using back-
translation. Back-translation has emerged as a pop-
ular data augmentation technique, where a reverse

4



Figure 2: The distribution of Areas in Annotated Dataset

translation system is used to translate monolingual
text from the target language back to the source
language (Pham et al., 2023). We translated the
positive text from Finnish to German and then back
to Finnish, generating additional data with subtle
variations while maintaining the original sentiment.
This augmented data was then combined with the
original dataset to achieve a more balanced distri-
bution of positive sentiments for model training.
Finally, after translating and tagging the text, we
performed downsampling to address class imbal-
ances in the sentiment labels. Since the neutral
class was overrepresented, we downsampled the
neutral sentiment examples to match the number
of negative and positive sentiment examples. This
resulted in a more balanced dataset, improving the
performance of the model in training and reducing
bias towards the majority class.

After performing the data processing, the dataset
consists of a total of 2,688 instances. The distri-
bution of sentiment labels within the dataset is as
follows in order: Negative Sentiment (1,051 in-
stances), Neutral Sentiment (1,051 instances), and
Positive Sentiment (586 instances). The distribu-
tion of different areas is presented in Figure 2.

3.2 Machine learning models for sentiment
classification

There have been several traditional machine learn-
ing (Wagner et al., 2014; Tang et al., 2019) and
deep machine learning (Talaat, 2023; Tas and
Sanatani, 2023) models that are proposed to solve
the ABSA tasks. Based on the results of various
studies, deep learning methods tend to show more
adequate performance at defining the complex non-
linear correlations between the features and the

sentiment polarity. In particular, neural network-
based methods have outperformed other methods
for ABSA tasks because these methods are trained
end-to-end and can comprehend significant fea-
tures automatically (Jiang et al., 2019). Consider-
ing all these observations, in this study, we have
chosen models in literature for social media review
as: (i) the most commonly used traditional classi-
fication models for comparison purposes (Naïve
Bayes, Support Vector Machines), (ii) deep learn-
ing models that have shown the best performance
in prior studies (BERT, and RoBERTa).

3.2.1 Model building
We tested different varieties of text feature extrac-
tion techniques and machine learning algorithms
to specify the best-performing model. In order
to transform the text into a set of understandable
features for the traditional classifiers, we utilized
BOW and TF-IDF. BOW converts text data into
a representation based on the frequency of word
occurrences within a document, ignoring the or-
der and syntactic structure of the words (Yan et al.,
2020). TF-IDF is a statistic approach that defines
the weight for each term (or word) in each doc-
ument based on frequency and informativeness
(Soucy and Mineau, 2005).

For the Naïve Bayes and SVM classifiers, we em-
ployed BOW and TF-IDF to generate the numeric
features, while for BERT and RoBERTa, we used
transformer tokenizers. For the non-deep learning
models, we divided the dataset into the train (80%
of the data), validation (12%), and test (8%) sets
using stratified sampling. The optimal cost param-
eters on the validation set were identified: (i) by
adjusting the n-gram vectorizer parameters and reg-
ularization parameters for the linear SVM model,
and (ii) by n-gram vectorizer parameters and the α
value for Naïve Bayes. After defining the optimal
hyperparameters for each model, we selected the
best-performing model to evaluate the number of
misclassifications on the test set.

In the case of transformer-based models, we
used cross-validation to have a realistic estimation
of our models’ performance. We split the dataset
into training and test sets by using four-fold cross-
validation. We utilized transformer tokenizers: Au-
toTokenizer for BERT, and RobertaTokenizer for
RoBERTa. In both cases, we added a dropout layer
to control overfitting in addition to the baseline.
When training RoBERTa, the model includes the
main model with 12 layers and 768 hidden dimen-
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Figure 3: The performance of the best model -
RoBERTa

sions. For both BERT and RoBERTa, the optimizer,
loss function, and performance metric were defined
as Adam, categorical cross-entropy, and accuracy.
For the RoBERTa model the initial learning rate
was 3e-5, and the batch size was defined as 8.

3.3 Results

In this section, we present the results of SA, with
a detailed comparison of both the performance of
different models and the sentiment trends across
these areas/aspects considered in the study.

3.3.1 Sentiment classification performance
To quantify the performance of each model for the
ABSA task, we utilized weighted F1 score and ac-
curacy. The results are shown in Table 1. Based on
the results, RoBERTa slightly outperforms BERT
in terms of the F1 score (0.75 vs. 0.74). Since F1
score is crucial for balancing precision and recall,
RoBERTa is the best model for this task. Even
though RoBERTa has a lower training accuracy
compared to other methods (e.g., Naive Bayes or
SVM), it generalizes better on the test set.

To build the best model for ABSA, a fine-tuned
version of RoBERTa was utilized with a fixed
dataset split to ensure robust evaluation. Prior
model training, to train the best-performing model,
we also utilized a lexicon-based dataset to shorten
long texts. For this purpose, we filtered neutral sen-
tences by removing sentences with an overall neu-
tral lexicon score. The overall score was calculated
by summing the lexicon scores of all the words
in a sentence. If the sum was 0, the sentence was
considered neutral; if the score was greater than
0, the sentence was classified as positive, and if it
was less than zero, the sentence was classified as
negative. Afterwards, the dataset was preprocessed
to handle instances where multiple areas (aspects)

were mentioned within a single row. For rows that
referenced more than one area, the sentence was
split into separate rows, with each row correspond-
ing to a specific area mentioned. After this prepro-
cessing step, the final training dataset comprised
3,678 rows, ensuring that each entry focuses on
one area for a more accurate sentiment and aspect-
based analysis. Finally, the dataset was divided
into fixed splits with 3,318 samples for training,
111 samples reserved for testing, and 258 samples
for validation. As shown in Figure 3, the accu-
racy and loss curves demonstrate effective learning,
with training accuracy steadily increasing while
validation accuracy stabilizing after epoch 5, sug-
gesting that the model generalizes well without
significant overfitting. The number of misclassifi-
cations on the test set was 31 out of 111 datapoints.
The fine-tuned RoBERTa model was subsequently
employed to predict sentiment trends across the
rest of the 32,183 data points.

Regarding the impact of aspect tagging,
<TAG>aspect</TAG>, we evaluated model per-
formance both with and without tagging. The re-
sults indicate that tagging aspects in the text im-
prove both training and test accuracy. For instance,
the tagged version of the best model,RoBERTa,
achieved a test accuracy of 72.07%, compared to
63.37% for the untagged version. This suggests
that tagging provides additional contextual cues,
helping the model more effectively identify and
associate sentiments with specific aspects. Addi-
tionally, Finnish morphology presents unique chal-
lenges, as aspect names can appear in multiple
inflected forms (e.g., ’Uittamo’ could appear as
’Uittamolla’, ’Uittamolta’, or ’Uittamolle’). With-
out tagging, the model may struggle to recognize
these variations as referring to the same aspect, po-
tentially impacting its ability to learn consistent
sentiment associations. Tagging standardizes the
aspect representation within the text, helping the
model to recognize it regardless of morphologi-
cal variation, which is particularly beneficial in
Finnish.

3.3.2 Trend analysis
In order to calculate sentiment trends for each area,
we weighted sentiments by assigning values of -2
for negative, 0 for neutral, and +2 for positive senti-
ments, effectively minimizing the impact of neutral
sentiments. Finally, for each area, we summed
the weighted sentiment scores by year and nor-
malized the final sum by dividing it by the total
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Method Training set accuracy Test set accuracy F1 on test set
Naive Bayes (TFIDF) 0.95 0.67 0.65
Naive Bayes (BOW) 0.94 0.63 0.62
SVM (BOW) 0.99 0.63 0.65
SVM (TFIDF) 0.98 0.64 0.64
BERT 0.79 0.75 0.74
RoBERTa 0.76 0.75 0.75

Table 1: Performance comparison of different models on ABSA tasks

sentiment counts, providing a yearly trend score.
This approach emphasizes shifts toward positive
or negative sentiment and allows for clearer trend
visualization. However, it may also amplify the
appearance of consistently declining sentiment if
negative posts dominate over time.

Across the 12 areas, several trends emerge. First,
annotated datasets tend to show more fluctuation
in sentiment, with several areas experiencing no-
ticeable changes over time, either becoming more
negative (e.g., Uittamo, Runosmäki) or showing
improvement (Soukka, Suikkila). In contrast, the
predicted datasets generally show smoother and
more stable sentiment trends, often leaning towards
neutrality or slight negativity. This smoothing ef-
fect may be due to the model’s tendency to gener-
alize sentiment across larger sets of data, failing to
capture more subtle changes over time.

As illustrated in Figure 4, the annotated senti-
ment for Harittu exhibits a general downward trend,
beginning with a positive polarity and gradually
declining over the years, eventually becoming pre-
dominantly negative. A similar trend is observed
in the predicted dataset, though the sentiment re-
mains more stable over time, hovering slightly be-
low neutral. Overall, the trend indicates that public
sentiment towards Harittu has remained negative
over time.

Another interesting area according to the SA
results is Kontula as presented in figure 5. The
annotated sentiment for Kontula remains negative
throughout, with only minor fluctuations, but stays
relatively stable. Similarly, the predicted dataset
reflects a consistent negative sentiment, showing
little variation over time. Both datasets suggest
that public sentiment towards Kontula has consis-
tently remained negative with minimal changes. As
another example, in the annotated data, sentiment
for Varissuo(shown in Figure 6) fluctuates between
slightly negative and neutral, with no strong or con-
sistent trends emerging. The predicted sentiment

remains stable, consistently neutral, with only mi-
nor fluctuations. Both datasets indicate that sen-
timent towards Varissuo has remained relatively
unchanged over time, with no significant shifts.
We recognize that the inherent tendency of users to
share more negative experiences than positive ones
on social media may indeed influence the senti-
ment trends observed in this study. Future analyses
could benefit from additional controls or normal-
ization methods to account for the naturally higher
volume of negative feedback in social media con-
texts, which might give a more balanced view of
sentiment trends over time.

4 Discussion

Naturally occurring online discussions offer an op-
portunity to study the sentiments of the general pub-
lic about neighborhoods form a linguistic point of
view. Understanding such sentiments is crucial for
regional development, urban planning, and public
policy. This study aimed to investigate sentiment
toward 12 different neighborhoods in Finland by
leveraging user-generated content from Suomi24.

Using a combination of classical machine learn-
ing models, such as SVM and Naive Bayes,
alongside state-of-the-art models like BERT and
RoBERTa, we applied ABSA to analyze the sen-
timent associated with each neighborhood. The
RoBERTa model outperformed other methods,
demonstrating its superior ability to predict sen-
timent accurately. We extended our research to
analyze sentiment trends for a larger dataset of
32,183 data points, which offers insights into how
public opinion evolves over time. Our results con-
tribute to the growing body of knowledge in SA,
particularly in the context of regional perceptions,
and have practical implications for urban planning
and policy making.

We conducted an error analysis using the best-
performing model, RoBERTa, to investigate the
misclassifications made on the test set. As previ-
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Figure 4: Harittu sentiment change overtime

Figure 5: Kontula sentiment change overtime

ously mentioned, the lemmatized version of the
text was used for both model training and evalua-
tion. However, in this section, we present examples
in their original form to enhance readability and
provide clarity on the context.

A significant number of misclassifications
stemmed from ambiguous or multi-layered state-
ments where the emotional tone was not imme-
diately clear. The model tended to predict neg-
ative sentiment when it encountered critical or
confrontational language, whereas human anno-
tators perceived such content as neutral or fac-
tual. For instance, the sentence "2 kysymystä
mitä sä sitten riehut. vai uhkaako teidän perhettä
<TAG>Matinkylä</TAG> syndrooma?" is neutral
while the model predicted a negative sentiment.
Furthermore, the model struggled with indirect sen-
timents, such as rhetorical or sarcastic statements,
which it frequently misinterpreted as negative when
the intended sentiment was neutral or sarcastic.
An example is the sentence "Suomalaisen luon-
teen heikkous näkyy Eikö <TAG>kontula</TAG>
ole oikeasti gårdsbacka ?" which criticizes the
"weakness" of the Finnish character but does not
directly express negativity towards the area (Kon-
tula). Lastly, some factual statements were misclas-
sified, likely because the model identified subtle
emotional cues that the annotators did not prioritize.
For instance, "Nykyään rakennetaan hometaloja !
Ei <TAG>kontulan</TAG> ostarilla ole vanhoja
jykeviä kivitaloja" can be interpreted as factual.
The phrase "rakennetaan hometaloja" (meaning
"nowadays they build moldy houses") might imply
dissatisfaction with construction practices through
sarcasm. Increasing the amount of training data

could enhance the model’s ability to handle these
complexities more effectively.

The analysis of sentiment trends across the
12 neighborhoods reveals a range of patterns,
with most neighborhoods showing either stable
or slightly declining sentiment over time. Areas
such as Leppävaara, Pihlajamäki, and Uittamo ex-
hibit a subtle but consistent decline in sentiment,
with annotated data indicating a shift from neu-
tral or slightly positive to more negative sentiment.
Matinkylä and Maunula remain largely neutral,
with minimal fluctuations in sentiment across both
annotated and predicted datasets, indicating a sta-
ble public perception. Myllypuro and Runosmäki
show a predominantly negative sentiment, with
Runosmäki demonstrating greater variability in the
annotated data, while predicted data captures a
more consistent negative trend. In contrast, Soukka
and Suikkila display improvements in sentiment
over time according to the annotated data, though
the predicted data does not fully reflect this positive
shift, suggesting a potential limitation in capturing
more complex emotional changes.

5 Conclusion

This study presents a manually annotated dataset
for ABSA tasks for studying different areas in Fin-
land. As far as we know, there is no publicly avail-
able dataset for this specific domain in the Finnish
language. The dataset consists of 3183 sentences
taken from Suomi24. The dataset has been de-
signed to perform various research tasks such as
aspect extraction, and polarity detection. We be-
lieve this dataset would provide considerable sig-
nificance in the research area of ABSA for social
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Figure 6: Varissuo sentiment change overtime

media text in the Finnish language. The dataset will
be published publicly to be used by researchers in
Finland. Moreover, our research addresses a signif-
icant gap by using SA to understand public percep-
tions of different areas in Finland. Utilizing data
from Suomi24, one of the largest online forums
in Finland, allows for the collection of unfiltered
opinions, offering an authentic insight into how res-
idents perceive their living environments. By apply-
ing state-of-the-art ABSA models like RoBERTa,
our study enhances the analysis of regional senti-
ment. Additionally, tracking sentiment trends over
time using 32,183 data points can provide valu-
able information for urban planners, policymakers,
and social scientists. This combination of large-
scale, time-sensitive data analysis and advanced
machine learning techniques makes our research
highly relevant for improving public policy and
regional development. Future research could ex-
plore the relationship between sentiment and real
estate pricing in Finland by analyzing how changes
in public sentiment over time correlate with fluc-
tuations in housing prices. By pairing SA with
real estate data, it may be possible to predict price
trends in specific areas or explain price shifts based
on sentiment dynamics. A similar approach has
been applied in other markets, such as the study by
(Wang and Hui, 2017) which analyzed the predic-
tive power of sentiment on market indicators like
price and transaction volume in the housing mar-
ket. Applying such a methodology to the Finnish
housing market could provide new insights into
how local sentiment influences real estate trends,
potentially offering predictive power for pricing
fluctuations across different areas.

Finally, a limitation of this study is the potential
impact of dataset imbalance and prediction errors,
which can affect the detection of complex senti-
ment trends in the larger predicted dataset. An
imbalanced training set, with a prevalence of neu-
tral sentiments, may lead the model to favor stable
or neutral predictions. Thereby, smoothing out fluc-
tuations that might otherwise reveal slight shifts in

sentiment. Addressing these challenges in future
work by employing techniques to balance senti-
ment classes or reduce prediction errors could im-
prove the model’s sensitivity to evolving sentiment
dynamics across neighborhoods.

Moreover, we acknowledge that the number of
posts may have varied significantly across the years,
particularly as internet and social media usage ex-
panded in Finland. However, while our focus was
on examining sentiment trends rather than volume
dynamics, future work could delve deeper into how
this growth in user base and posting frequency in-
fluences sentiment patterns. Incorporating controls
for yearly post volumes could offer a clearer view
of whether observed sentiment shifts are affected
by posting frequency or reflect genuine changes in
public sentiment.
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Abstract
Newspapers have always remained an impor-
tant medium for disseminating information to
the masses. With continuous access and avail-
ability of news, there is a severe competition
among news media agencies to attract user at-
tention. Therefore, ensuring fairness in news
reporting, such as, politically stance neutral
reporting has become more crucial than be-
fore. Although several research studies have ex-
plored and detected political stance in English
news articles, there is a lack of research focus-
ing on low-resource languages like Estonian.
To address this gap, this paper examines the
effectiveness of established stance-detection
features that have been successful for English
news media, while also proposing novel fea-
tures tailored specifically for Estonian. Our
study consists of 32 different features com-
prising of lexical, Estonian-specific, framing
and sentiment-related features out of which we
identify 15 features as useful for stance detec-
tion.

1 Introduction

With the rise of the internet, the information-
seeking behavior has undergone a shift such that
news media has pivoted away from traditional
printed newspapers towards social media and on-
line platforms (Chakraborty et al., 2017, 2019).
Furthermore, in today’s interconnected world,
online news articles becoming readily available
within minutes of an event occurring (Bucy et al.,
2007; Chakraborty and Chakraborty, 2023). While
users rely on the news media agencies for a fair
and high quality reporting of news events, there
has been several instances of deviation from jour-
nalistic news values in news reporting (Tandoc
et al., 2021), such as, deliberately lying or leav-
ing out context, not fact-checking sources, using
clickbait, being biased (Spinde, 2021), using po-
litically aligned news reporting (Park et al., 2022;
Chakraborty et al., 2020), etc. However, with this

massive growth in news media and shift in news
consumption behavior, it has become increasingly
challenging and time-consuming to manually ver-
ify bias in news articles and ensure that the news
articles follows journalistic standards. This is es-
pecially true for low-resource languages, where
building machine learning based solutions is of-
ten more difficult due to the lack of training data.
Therefore, it is important to develop and explore
techniques, which use automatically extracted text
features as a way to gain insight and monitor news
media.

Although there are several forms of bias in news
media, in this paper, we focus on political leaning
or stance in news articles. While few automated
stance detection concerning political leaning has
been explored for different topics in English news
media, such as political elections and candidates,
climate change, COVID-19, and abortion rights,
more extensive research is needed to enhance un-
derstanding and accuracy (ALDayel and Magdy,
2021; Farsi et al., 2024; Mohammad et al., 2016a;
Neha et al., 2022; Fisher et al., 2023; Baxi et al.,
2022; Chakraborty et al., 2022). However, political
stance detection in Estonian news media is a mostly
unexplored topic. Estonian, spoken by about a mil-
lion people, has a much smaller language corpus
with around 3 billion words compared to English,
which has over 1.4 billion speakers (Dyvik) and
a corpus of 800 billion words (Piir, 2023). Mean-
while, the rise of online news media in Estonia is
significant. For example, Delfi Meedia, a major Es-
tonian media company, has over 700,000 monthly
readers and has amassed over 100,000 paid online
subscribers by 2023 (Delfi Meedia; Eesti Meedi-
aettevõtete Liit). With such growth, the need for
automated systems to verify news articles and de-
tect political stances is essential.

Developing automated approaches for low-
resource languages can be challenging, as these
smaller languages are particularly affected by the
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non-availability of task and domain-specific data
(Hedderich et al., 2021). Furthermore, identifying
labeled data requires manual annotation, which is
time and cost intensive. Compared to English, the
data can be of lower quality, which can lead to
poorer results and varied performance. Therefore,
it is particularly challenging to build automated
models, especially train large language models, for
political stance detection in Estonian news media.

In this paper, political stance in Estonian news
media is analyzed on the target of immigration.
Immigration is a concept that encompasses the in-
ternational movement of people, usually foreign
nationals (22, 2019). Immigration is a suitable
target for automated stance detection, as stances
towards it are varied and can often veer towards ex-
tremes (Päll, 2021). Immigrants can be viewed as
strong and talented workers with great potential or,
conversely, burdens on society who take jobs from
locals and will not integrate into the local culture
(Kosho, 2016). Media coverage of immigration
can influence public opinion, especially when it
adopts an overly negative stance. These shifts in
attitude can potentially translate to negative treat-
ment of immigrants, fueling racism and social divi-
sion, and the enactment of discriminatory policies
(Vetik, 2000). We explore and identify relevant fea-
tures and techniques indicative of political stance
in Estonian news media. The study identifies 15
significant features out of 32 for detecting political
stance in Estonian news media. Sentences oppos-
ing immigration are longer, more complex, and
used more adjectives and quotes, indicating emo-
tionally charged language. Content analysis shows
that anti-immigration texts mentioned destinations
like Sweden and Germany, while supportive texts
focus on transit countries like Greece and Turkey,
highlighting different framing strategies. Estonian-
specific features like conditionals and translatives
are more prevalent in both supportive and against
stances. Framing analysis uncovers distinct lan-
guage use based on stance: negative terms like ille-
gaalne immigrant (illegal immigrant) and neeger
(nigger) for opposition, versus more politically neu-
tral ones like aafrika päritolu (African origin) for
support, highlighting contrasting frames in legality
and humanity. Sentiment analysis shows that the
XLM-RoBERTa model outperforms others, achiev-
ing the highest F1-scores across all stances.

The organization of the paper is as follows. Sec-
tion 2 gives an overview of the dataset and de-
scribes the preprocessing step followed by the pro-

posed methodology in Section 3. We discuss the
exhaustive analysis of extracted features and their
usefulness in political stance detection in Section 4
and finally, conclude in Section 5.

2 Dataset

We use the dataset described by Mets et al. (2023)
who collected 266 628 news articles from two Es-
tonian news providers - Ekspress Grupp1 (the par-
ent company of Delfi Meedia) and Uued Uudised2

between 2015 and 2022 on the topic of Immigra-
tion. The target is immigration, and the text is a
topic-related sentence. The dataset comprises of
3261 sentences out of which 1175 sentences are
of against stance, 1597 neutral stance, and 489
supportive stance towards immigration. For our
study, we consider only the text of the news article.
While additional meta-features, such as the title,
author, publication date, and publisher, are avail-
able, they are not considered as they require prior
outside knowledge about a media outlet or author
and their stance on specific issues. An overview
of the dataset is illustrated in Table 1. The dataset
is publicly accessible on GitHub3. The code and
implementation details are available on GitHub 4.

Stance Number of Sentences

Against 1175

Neutral 1597

Supportive 489

Table 1: Distribution of sentences in the dataset

Preprocessing Details We employ Estonian lan-
guage specific preprocessing. For example, two
letters with diacritics (š, ž) and sentences in the
dataset which had these letters were represented by
question marks or other nonsensical symbols. In
order to fix this, we used EstNLTK’s SpellCheck-
Retagger5, a tool that identifies misspellings and
adds corrected forms (Laur et al., 2020), i.e., mis-
represented letter was replaced by either š or ž and
further, validated both by POS tagger and spell
check. Additionally, we removed repeated symbols

1https://ekspress.delfi.ee/
2https://uueduudised.ee/
3https://github.com/markmets/

immigration-prediction-EST
4https://github.com/laurilyysi/

EstonianStanceDetection
5https://github.com/estnltk/
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Dataset Sentence English Translation
aastaga tuli Eestisse 22 000 “ajutist” töölist in a year, 22,000 “temporary” workers came to

Estonia
võttes vastu inimsmugeldajate “ohvreid” aafrik-
laste ja teiste migrantide näol.

by accepting “victims” of human traffickers in the
form of Africans and other migrants.

“Sallivuslased” aitavad neil oma soovituste ja muu
“abiga” ennast hädalistena tutvustada ja mõrvarid
seavad ennast “pagulastena” Euroopas sisse.

“Tolerance advocates” help them with suggestions
and other “assistance” so they could present them-
selves as sufferers, as murderers establish them-
selves as “refugees” in Europe.

Table 2: Sentences where quotation marks are used to express doubt or irony.

Estonian Sentence English Translation
Aga selleks ju migrandipaadid kehvakesed ongi,
ja ilmselt lastakse need mõnda laeva märgates
meelega vett täis.

But that’s exactly why migrant boats are so flimsy,
and presumably they are intentionally filled with
water when spotted by a ship.

Table 3: Use of diminutives in a sentence from the dataset to express a stance.

and fixed issues with missing punctuation.

3 Methodology

In this Section, we study different features that
can help in identifying the political stance of Esto-
nian news media segregated into lexical features,
features specific to the Estonian language, framing-
related features, and sentiment features. A com-
plete list of all the features used is shown in Ap-
pendix A.

3.1 Lexical features

Lexical features are related to the grammar and
construction of words. We consider the following
lexical features, such as word count, dependency
tree height, Flesch Reading Ease Score (FRES),
named entities, noun phrases, adjectives, quotes,
and quoted phrases. For calculating lexical features,
we use EstNLTK (Tkachenko et al., 2013; Maide,
2020; Laur et al., 2020).

In order to understand sentence complexity and
readability, we consider Dependency tree height
and Flesch Reading Ease Score (FRES). De-
pendency trees map the grammatical relationships
within a sentence and indicate complexity through
their height, such as, a taller tree suggests a more
complex sentence structure (Nivre, 2010). Sub-
sequently, FRES provides a numerical indication
of readability, combining average sentence length
and syllable count to generate a score where a
higher value signifies easier readability (Zamanian
and Heydari, 2012). These metrics help discern

whether sentences are structured in ways that might
simplify or complicate the reader’s understanding.

Further, we study named entities and noun
phrases to identify the difference in framing of
sentences across different stances. These features
are essential for extracting the thematic substance
of texts and for understanding the emphases within
a narrative (Erelt, 2013). Adjectives and quotes
significantly influence the tone and suggestiveness
of sentences, therefore can aid in understanding
how the usage of these can impact reader percep-
tion. For example, the use of adjectives describe
and modify nouns, potentially imbuing them with
positive or negative connotations that can subtly
influence the reader’s perception of the discussed
topics. Quotes, whether marking direct speech
or emphasizing irony, can alter the meaning con-
veyed by sentences. The use of quotes can imply
skepticism or irony, potentially shifting the inter-
preted meaning of the text as shown in Table 2
(Schlechtweg and Härtl, 2023; van den Berg and
Markert, 2020).

3.2 Estonian-specific features

We describe features that could be indicative of
stance and are specific to the Estonian language.
The Estonian language is morphologically complex
(Mets et al., 2023) due to the abundance of verb
conjugation forms and grammatical cases for nouns
and adjectives (Ehala, 2009; Argus, 2009). Al-
though these characteristics can make analyzing Es-
tonian texts challenging, it also aids in identifying
features for stance detection. Additionally, to the
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Estonian Sentence English Translation
Massimigratsiooni mahitajad aga ujutaksid kon-
tinendid pigem migrantidega üle ja segaksid ära
kogu maailma rahvastiku.

The proponents of mass migration, however,
would rather flood continents with migrants and
mix up the entire world population.

Table 4: Use of the conditional form in sentences from the dataset to express a stance.

Estonian Sentence English Translation
Suurim probleem ongi see, et kogu Euroopa on
sunnitud migrantidega tegelema [—]

The biggest problem is that the whole of Europe
is forced to deal with migrants [—]

Table 5: Use of the superlative form in a sentence from the dataset to express a stance.

best of our knowledge, we could not find any exist-
ing research work which analyze Estonian-specific
features in detail with respect to stance detection.
We discuss the following Estonian-specific features:
diminutives, superlatives, conditional form, transla-
tive case and indirect speech next.

Diminutives in Estonian are formed by adding
the suffixes -ke or -kene to nouns and adjectives.
This can alter the emotional tone of a word to ex-
press either affection or belittlement (Liivak, 2023;
Kasik, 2015). For instance, the diminutive form of
lollike (stupid) can imply a lack of concern, sub-
tly shifting the stance. English does not have a
consistent suffix for diminutive words, unlike Esto-
nian where forming the diminutive is mostly uni-
form across nouns and adjectives. For example,
Liivak (2023) highlights that out of 143 instances
of diminutives, 43 were used to express a posi-
tive sentiment and 27 were used to express a nega-
tive sentiment. An example of diminutives form is
shown in Table 3 and conditional form in Table 4
respectively.

In Estonian, the superlative is usually denoted
by the suffix -im (suurim – biggest) or by the word
kõige preceding the comparative form (kõige ki-
irem – fastest) (Erelt et al., 2020). The use of the
superlative form can convey extreme opinions or
positions, which can indicate stance. Conditional
forms of verbs, ending with the suffix -ks, often
imply that the situation being described is hypo-
thetical or unrealistic. This form is used to express
exaggerated or implausible scenarios, signaling a
stance that suggests skepticism or disapproval. An
example of superlative form is shown in Table 5.
Similarly, nouns in the translative case also end
with the suffix -ks which can suggest peculiarities
or express attitudes (Pean teda lolliks, I think he’s
stupid) (Pai, 2001) on the basis of the context.

Finally, indirect speech in Estonian, recogniz-

kõik, kõige (all), kunagi, eales (ever), iial
(never), alati (always), igavesti (forever), ter-
venisti, täiesti, üleni (entirely), täitsa, täielikult
(completely), üdini, läbinisti (thoroughly),
läbini (through and through), absoluutne (abso-
lute), absoluutselt (absolutely), totaalne (total),
totaalselt (totally), ainult (only), ainus (sole),
kogu (whole)

Table 6: List of words to detect black-and-white think-
ing. English translation in parenthesis.

able by verbs ending in -vat, is used to convey state-
ments heard from others rather than directly from
the speaker. This form enables plausible deniabil-
ity, introduces uncertainty, and allows the speaker
to distance themselves from the information, often
reflecting a stance of skepticism or disagreement
with the reported statements (Teptiuk and Tuuling,
2024).

3.3 Framing Analysis

As framing in news media can indicate towards po-
litical bias or stance (Kaukonen, 2022), we discuss
next black-and-white thinking, bigram analysis and
adjective-based framing that are related to framing.

Black-and-white thinking is a logical fallacy
in which a complex situation is simplified into
two extremes (Vleet, 2011). When authors use
extreme or polarizing language, they often elim-
inate or do not consider alternate perspectives or
possibilities. Black-and-white thinking is detected
by word choice. Table 6 contains a list of hyper-
bolic words that could be considered polarizing. By
detecting words from this list, it can be assessed
whether a particular stance is being portrayed in
a binary matter and lacks a middle ground. An
example of a black-and-white thinking is shown in
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Estonian Sentence English Translation
Vahemere paadipõgenike ümber toimuv jätab
üha enam mulje, et rändekriis hakkab kõigile
närvidele käima, välja arvatud inimõiguslased ja
teised sallivuslased, kes ei muutu kunagi.

The events around Mediterranean boat refugees
increasingly give the impression that the migra-
tion crisis is getting on everyone’s nerves, except
for human rights activists and other tolerant indi-
viduals who never change.

Table 7: Black-and-white thinking in a sentence from the dataset that expresses a stance.

Table 7.
We additionally employ bigram analysis in or-

der to identify any specific word pairs associated
with a negative or positive stance. We also study
adjective-based framing to understand the fram-
ing of certain concepts (Morstatter et al., 2018).
For example, we observe that the concept of immi-
gration can be referred to as illegal, uncontrollable
or unlawful in sentences for the against stance and
lawful or controlled are used to frame immigration
in the supportive stance.

3.4 Sentiment Analysis

While sentiment analysis focuses on the polarity of
the text, stance detection focuses on the viewpoint
expressed towards a specific target (Mohammad
et al., 2016b). We discuss next how we study and
evaluate sentiment analysis on Estonian news me-
dia text in order to understand whether it can aid in
political stance understanding. For lexicon-based
sentiment analysis in Estonian, two notable cor-
pora are available (Regita, 2023; Mohammad and
Turney, 2013). While Regita (2023) developed a
lexicon of 2454 sentiment-annotated words, pro-
vided by the Institute of the Estonian Language
(EKI), Mohammad and Turney (2013) introduced
EmoLex which comprises of 3693 words anno-
tated for positive and negative sentiment. Subse-
quently, Emotsioonidetektor (Pajupuu et al., 2016)
classifies a text negative, neutral, or positive di-
rectly being trained on Estonian Valence Corpus
(Pajupuu et al., 2016). Emotsioonidetektor differs
from lexicon-based approaches since it also con-
siders context, such as cases where a positive or
negative word was negated, obtaining the opposite
sentiment. Inspired by the effectiveness of BERT
(Bidirectional Encoder Representations from Trans-
formers) in several natural language processing
based tasks (Devlin et al., 2019), EstBERT, an
Estonian-specific BERT model, was trained on the
Estonian National Corpus, which contains approx-
imately 1.34 billion words (Tanvir et al., 2021).

This extensive dataset enabled EstBERT to outper-
form some multilingual BERT models in specific
tasks (Tanvir et al., 2021). For sentiment analysis
in this paper, both a fine-tuned EstBERT model and
a multilingual XLM-RoBERTa model were used.

4 Results

In this Section, we discuss the results for features
that provides a significant difference in observa-
tions results for the different stances. In total, we
confirmed 15 features out of total of 32 features
(as shown in Appendix A) to be useful for politi-
cal stance detection in Estonian news media. All
results were tested using a p-test and useful results
were confirmed to have a p-value of under 0.01.

4.1 Lexical features

Our observations on comparison of the lexical fea-
tures across different stances indicate that word
count, dependency tree height, Flesch Readability
Score, adjectives and quotes are useful whereas
named entity counts did not show any difference.
For example, our observations indicate sentences
with against stance immigration had a higher word
count, with a mean of 22.32 which is higher by
15 − 18% compared to supportive and neutral
stances, respectively (shown in Appendix B Ta-
ble 14). Similarly, Dependency tree height of the
sentences with against stance are higher by 4−10%
compared to supportive and neutral stances, re-
spectively (shown in Appendix B Table 15) and
Flesch Readability Score indicates that sentences
with against stance are more complex by 10− 15%
compared to supportive and neutral stances (Ap-
pendix B Table 16). However, we did not observe
any difference across the number of named enti-
ties used in the sentences irrespective of the stance
(Appendix B Table 17). Additionally, we observe
that sentences with against stance has a higher us-
age of adjectives and quotes (Appendix B Tables
19 and 20), thereby highlighting anti-immigration
texts use more emotionally charged language. We
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Figure 1: Box plots for Word Count, Dependency Tree Height, Flesch Score, and Adjectives Count across different
stances (including a combined class, which includes all sentences).

Stance Estonian Sentence English Translation

Against Rändel on suur demograafiline mõju, mis
mõjutab Rootsi rahvuslikku ja kultuurilist
identiteeti, samuti hävitav majanduslik
mõju Rootsi heaoluriigile.

Migration has a significant demographic
impact, affecting Sweden’s national and
cultural identity, as well as having a dev-
astating economic impact on Sweden’s
welfare state.

Supportive See, et inimesed Lesbosel elavad iseteh-
tud telkides vihma ja külma käes, ei ole
Euroopa Liidu vääriline [—].

The fact that people on Lesbos are living
in makeshift tents in the rain and cold is
not worthy of the European Union [—].

Table 8: Examples of countries (and regions) in sentences for different political stances

show a summary of these results in Figure 1 and
the detailed results are provided in Appendix B
corresponding to each of these features.

Additionally, we explore the most frequent
named entities across different stances. Our ob-
servations indicate that the against sentences men-
tioned Sweden and Germany, which are popular
immigration destinations. In contrast, supportive
sentences focused more on the immigration transit
destinations such as Greece and Turkey (and their
associated regions). This can be due to against
sentences highlighting troubles in immigration des-
tinations, while supportive sentences focus on the
troubles immigrants go through during transit. We
highlight few examples in Table 8 and the most
the most frequent named entities across different
stances is shown in Table 9.

4.2 Estonian-specific features

Diminutives: Diminutives were infrequent in the
dataset. Out of 3261 sentences, only 5 contained
a word in the diminutive form. However, three of
these sentences were annotated as against, and the
remaining two were neutral. Although the diminu-
tive is typically used to sound more gentle and pos-

itive, no sentence with supportive stance towards
immigration were found with this feature. Two
anti-immigration sentences are shown in Table 10
which contained the word lumehelbeke (snowflake),
a derogatory term used to mock sensitive and deli-
cate young adults who easily take offense and can-
not tolerate conflict or criticism. Both sentences
also included quoted words, insinuating doubt and
judgement. These findings suggest that detecting
and analyzing diminutives can be useful in polit-
ical stance detection. However, as this feature is
uncommon in this dataset, we could not make any
significant conclusion of its importance as a fea-
ture.

Superlatives: Adjectives in the superlative form
were uncommon among the sentences, as only 87
sentences contained them. Although the superla-
tive form was slightly more common in the anti-
immigration stance, we could not make any sig-
nificant conclusion due to the lack of data. The
most common superlative adjective was suurim
(biggest), with 24 occurrences, followed by parim
(best) and kõige olulisem (most important). How-
ever, no specific superlative adjective was typical
for any stance.
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Against Neutral Supportive
3. Rootsi 51 Kreeka 75 Kreeka 22
4. Saksamaa 51 Euroopa Liit 67 Türgi 22
5. EKRE 47 Türgi 62 Saksamaa 20
6. Euroopa Liit 44 Saksamaa 53 Soome 20
7. Ungari 42 Rootsi 45 Euroopa Liit 19
8. Itaalia 31 Itaalia 45 Süüria 16
9. Prantsusmaa 29 Süüria 41 Prantsusmaa 12
10. Vahemeri 28 Valgevene 34 Rootsi 12
11. Kreeka 28 Aafrika 34 Vahemeri 12
12. Helme 25 Ungari 34 Aafrika 10

Table 9: Top 10 most common named entities per stance, skipping the top 2 for each stance, which were Eesti
(Estonia) and Euroopa (Europe).

Stance Estonian Sentence English Translation

Against Kui Ameerikas tuli võimule Trump,
lubasid paljud Hollywoodi näitlejad
samuti emigreeruda ja lumehelbekesed
akendest välja viskuda, aga jäid siiski
kohapeale ussitama – BLM-i suitsulõh-
nalised meeleavaldused lubasid ennast va-
balt maha maandada, Portlandis loodi ko-
guni oma anarhistlik “autonoomia”. [—]

When Trump came to power in America,
many Hollywood actors promised to emi-
grate and snowflakes [promised] to throw
themselves out of windows, but they still
stuck around to nag - the BLM smoke-
smelling protests allowed them to calm
down, and in Portland, an anarchist ‘au-
tonomy’ was created [—].

Against Hiljuti lõi “progressiivses maailmas”
laineid Rootsi lumehelbeke, kes olevat
justkui väljasaadetud afgaani elu pääst-
nud – tegu oli paraku Rootsis juba tuntud
kriminaaliga.

Recently, a Swedish snowflake made
waves in the “progressive world” for sup-
posedly saving the life of a deported
Afghan – who was unfortunately already
a known criminal in Sweden.

Table 10: Examples of diminutives in sentences for different political stances

Conditionals and Translatives: The condi-
tional form was present in 380 sentences, as seen
in Appendix B Table 21 where 14% of both sup-
portive and against stance based sentences con-
tain a conditional form and only 8% of the neu-
tral stance based sentences use conditionals. Sim-
ilarly, we observe that while 28% of the against
stance based sentences and and 26% of support-
ive stance based sentences use translatives while
only 19% in the neutral sentences. The translative
case was present in 763 sentences, as seen in Ta-
ble 11. Therefore, it can be concluded that these
features can aid in political stance detection and
that there is a statistically significant association
between stance and frequency of both conditional
form (χ2 = 24.78, p < 0.01) and translative case
(χ2 = 27.31, p < 0.01). However, the content of
the words in both conditional form and translative

case do not reveal much insight about stance. The
most common word across stances in the transla-
tive case is näiteks (for example). Similarly, the
two most common words in the translative case
are oleks (would be) and peaks (should be). These
words are not indicative of stance solely on their
own.

Indirect speech: Although Indirect speech was
only present in 38 sentences, it was most prevalent
in the against stance based sentences towards im-
migration (22 occurrences) and was more than in
the neutral and supportive stances combined.

4.3 Framing Analysis

On analyzing the most frequently occurring bi-
grams across different stances for news articles
on immigration, we observe that while few bi-
grams are generic and has been used for both the
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Sentences with feature translatives_count not equaling 0.
Stance Count Mean Std Min 25% 50% 75% Max
Against 326 1.27 0.74 0.33 1 1 1.88 6
Neutral 310 1.23 0.60 0.33 1 1 1 4
Supportive 127 1.22 0.60 0.33 1 1 1 5

Table 11: Summary of statistics for feature translatives_count.

Model Against Neutral Supportive
P R F1 P R F1 P R F1

EKI 0.47 0.39 0.43 0.57 0.47 0.51 0.27 0.51 0.35

EmoLex 0.41 0.40 0.41 0.53 0.30 0.38 0.20 0.49 0.28

Emotsioonidetektor 0.39 0.60 0.47 0.67 0.07 0.13 0.20 0.53 0.29

EstBERT 0.44 0.89 0.59 0.70 0.25 0.37 0.48 0.31 0.38

XLM-RoBERTa 0.53 0.80 0.64 0.68 0.49 0.57 0.50 0.34 0.40

Table 12: Evaluation metrics for each stance class. P – precision, R – recall, F1 – F1-score.

stances, such as Euroopa Liit (European Union),
eesti keel (estonian language), there are several bi-
grams which highlight distinct framing for different
stances. For example, while against stance uses ille-
gaalne immigrant (illegal immigrant), neeger (nig-
ger), araablane (Arab), etc., to show their stance,
supportive stance uses examples, such as, aafrika
päritolu (African origin) and (Eesti Pagulasabi (Es-
tonian Refugee Aid). This showcases a distinct dif-
ference in tone of the news articles on the basis of
stance. We show the top 10 most frequently occur-
ring bigrams for both against and supportive stance
in Appendix B Table 23. Adjective-noun pair based
understanding of framing similarly reveals contrast-
ing frames (shown in Appendix B Table 24). For
example, against immigration sentences focus on
illegality, threat and about the massive problem this
can lead to whereas supportive stance emphasize
on equality and humanity.

4.4 Sentiment analysis

We show the comparative results of sentiment anal-
ysis of of the lexicon based models, EstBERT and
XLM-RoBERTa model in Table 12. Our obser-
vations indicate that the XLM-RoBERTa model
outperforms by ensuring highest F1-scores across
all stances. Lexicon-based models and the Emot-
sioonidetektor model underperformed, especially
on positive sentiment (Appendix B Figures 2, 3 and
4). The fine-tuned EstBERT128_Sentiment model,
trained on the Estonian Valence Corpus, achieved

an accuracy of 0.74, while the XLM-RoBERTa
model slightly outperformed it with an accuracy of
0.76 (Appendix B Figure 5).

5 Conclusion

Automated political stance detection in Estonian
is highly challenging due to the lack of existing
datasets and Estonian specific language processing
tools. In this paper, we study political stance de-
tection with respect to Immigration in detail. Our
analysis comprises of 32 features segregated be-
tween lexical features, Estonian-specific features,
framing-related features and sentiment-related fea-
tures. These features were exhaustively analyzed
to determine their suitability for political stance de-
tection in Estonian news media. Our observations
indicate that 15 features were shown to be helpful
in political stance detection. Furthermore, to the
best of our knowledge, this is the first work that
explores novel political stance detection features
specific to the Estonian language.

As a future direction, the rich morphology of
Estonian could be studied by conducting a compre-
hensive frequency analysis of all cases and conju-
gation forms. This could reveal additional features
and insights related to stance or sentiment. Addi-
tionally, there is a need to develop a more extensive
multi-domain dataset focused on political stance
detection in Estonian news, which would support
the development of automated machine learning
models in this language.
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A Summary of features

Feature Name Description

L
E

X
IC

A
L

word_count The number of words in a sentence.
dependency_tree_height The height of a dependency tree as calculated by

EstNLTK’s Maltparser model.
flesch_score The Flesch Reading Ease Score as calculated by Es-

tNLTK’s SentenceFleschScoreRetagger.
named_entities A list of named entities extracted by EstNLTK’s

named entity tagger.
named_entities_count Number of named entities in a sentence.
noun_phrases A list of noun phrases extracted by EstNLTK’s exper-

imental noun phrase chunker.
noun_phrases_count Number of noun phrases in a sentence.
adjectives Lemmas of adjectives used in a sentence.
adjectives_count Number of adjectives used in a sentence.
quotes_count Number of quotes in a sentence.
quoted_words A list of words and short phrases that are between

quotes in a sentence.
quoted_words_count Number of quoted words and short phrases.

E
ST

O
N

IA
N

-S
PE

C
IF

IC

diminutives A list of words that are in the diminutive form, noted
by the ending -ke or -kene.

diminutives_count Number of words in the diminutive form.
superlatives A list of adjectives in the superlative form.
superlatives_count The number of adjectives in the superlative form.
conditionals A list of verbs that are in the conditional form, noted

by the suffix -ks.
conditionals_count Number of words in the conditional form.
translatives A list of nouns that are in the translative case, noted

by the suffix -ks.
translatives_count Number of words in the translative case.
indirects A list of verbs that are indirect, noted by the suffix

-vat.
indirects_count Number of indirect words.

FR
A

M
IN

G

bw_count Number of words that insinuate black and white
thinking.

has_against_bigram
A categorical variable indicating whether an against

or supportive stance bigram or adjective used for
framing was present in the sentence or not.

has_support_bigram
framing_against
framing_supportive

SE
N

T
IM

E
N

T ekilex_sentiment

A sentiment classification of either negative, neutral,
or positive, as determined by the respective model.

emolex_sentiment
eki_emotion
estbert_sentiment
xlmroberta_sentiment

Table 13: Summary of features.
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B Tables and figures of results

Stance Count Mean Std Min 25% 50% 75% Max
Against 1175 22.32 10.19 3 15 20.33 28 94
Neutral 1597 18.31 8.04 3 13 17 22.5 60
Supportive 489 18.95 7.95 4 13 18 23 52
Combined 3261 19.85 9.06 3 14 18 24 94

Table 14: Summary of statistics for feature word_count.

Stance Count Mean Std Min 25% 50% 75% Max
Against 1175 6.33 1.94 2 5 6 7 18
Neutral 1597 5.72 1.71 2 5 5.33 7 17
Supportive 489 6.06 1.73 2 5 6 7 13
Combined 3261 5.99 1.82 2 5 6 7 18

Table 15: Summary of statistics for feature dependency_tree_height.

Stance Count Mean Std Min 25% 50% 75% Max
Against 1175 49.46 25.37 -91.73 35.29 51.13 66.30 123.93
Neutral 1597 56.76 22.74 -36.52 42.73 57.50 72.38 134.12
Supportive 489 54.56 23.11 -29.21 40.53 53.76 70.30 129.57
Combined 3621 53.80 24.00 -91.73 39.49 54.96 69.79 134.12

Table 16: Summary of statistics for feature flesch_score.

named_entities_count across all sentences
Stance Count Mean Std Min 25% 50% 75% Max
Against 1175 1.54 1.43 0 0 1 2 10
Neutral 1597 1.60 1.56 0 0 1 2 11
Supportive 489 1.55 1.60 0 0 1 2 11
Combined 3621 1.57 1.53 0 0 1 2 11

Sentences with feature named_entities_count not equaling 0.
Against 897 2.01 1.33 0.33 1 2 3 10
Neutral 1185 2.16 1.45 0.25 1 2 3 11
Supportive 359 2.11 1.52 0.50 1 2 3 11
Combined 2441 2.10 1.42 0.25 1 2 3 11

Table 17: Summary of statistics for feature named_entities_count.
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noun_phrases_count across all sentences
Stance Count Mean Std Min 25% 50% 75% Max
Against 1175 3.11 1.87 0 2 3 4 17
Neutral 1597 2.83 1.69 0 2 3 4 15
Supportive 489 2.82 1.68 0 2 3 4 11
Combined 3621 2.93 1.76 0 2 3 4 17

Sentences with feature noun_phrases_count not equaling 0.
Against 1132 3.23 1.80 0.50 2 3 4 17
Neutral 1529 2.95 1.62 0.50 2 3 4 15
Supportive 456 3.02 1.56 1 2 3 4 11
Combined 3117 3.06 1.67 0.50 2 3 4 17

Table 18: Summary of statistics for feature noun_phrases_count.

adjectives_count across all sentences
Stance Count Mean Std Min 25% 50% 75% Max
Against 1175 2.18 1.81 0 1 2 3 11
Neutral 1597 1.50 1.47 0 0 1 2 13
Supportive 489 1.64 1.60 0 1 1 2 12
Combined 3621 1.77 1.66 0 1 1 3 13

Sentences with feature adjectives_count not equaling 0.
Against 1132 3.23 1.80 0.50 2 3 4 17
Neutral 1529 2.95 1.62 0.50 2 3 4 15
Supportive 456 3.02 1.56 1 2 3 4 11
Combined 3117 3.06 1.67 0.50 2 3 4 17

Table 19: Summary of statistics for feature adjectives_count.

Stance Count Mean Std Min 25% 50% 75% Max
Against 104 1.05 0.60 0.25 0.63 1 1 4
Neutral 53 1.06 0.55 0.25 1 1 1 3
Supportive 27 1.18 0.67 0.25 1 1 1 3
Combined 184 1.07 0.60 0.25 1 1 1 4

Table 20: Summary of statistics for feature quoted_words_count.

Sentences with feature conditionals_count not equaling 0.
Stance Count Mean Std Min 25% 50% 75% Max
Against 167 1.20 0.72 0.33 1 1 1 4
Neutral 140 1.15 0.55 0.50 1 1 1 5
Supportive 73 1.14 0.49 0.33 1 1 1 3
Combined 380 1.17 0.62 0.33 1 1 1 5

Table 21: Summary of statistics for feature conditionals_count.

Stance Count Mean Std Min 25% 50% 75% Max
Against 233 0.99 0.41 0.25 1 1 1 3
Neutral 175 0.99 0.33 0.33 1 1 1 3
Supportive 62 1.02 0.29 0.33 1 1 1 2
Combined 470 0.99 0.37 0.25 1 1 1 3

Table 22: Summary of statistics for feature bw_count.
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Against Supportive
1. (euroopa, liit) 38 (euroopa, liit) 29

(european, union) (european, union)
2. (mart, helme) 18 (eesti, keel) 11

(mart, helme) (estonian, language)
3. (eesti, keel) 18 (euroopa, komisjon) 8

(estonian, language) (european, commission)
4. (konservatiivne, rahvaerakond) 14 (miljon, euro) 7

(conservative, peoples party) (million, euro)
5. (illegaalne, immigrant) 13 (välismaalane, seadus) 6

(illegal, immigrant) (foreigner, law)
6. (kogu, euroopa) 12 (süüria, põgenik) 5

(whole, [of] europe) (syrian, refugee)
7. (martin, helme) 11 (eesti, pagulasabi) 5

(martin, helme) (estonian, refugee aid)
8. (tooma, kaasa) 11 (aafrika, päritolu) 5

(bring, along) (african, origin)
9. (eesti, konservatiivne) 10 (sisseränne, piirarv) 5

(estonian, conservative) (immigration, limit)
10. (neeger, araablane) 10 (globaalne, ränderaamistik) 5

(negro, arab) (global, migration framework)

Table 23: Top 10 most common bigrams in the against and supportive stances with English translations. Bigrams of
interest are bolded.

Against Supportive
1. (illegaalsete, immigrantide) 8 (ebaseadusliku, rände) 3

(illegal, immigrants) (unlawful, migration)
2. (odava, tööjõu) 8 (rahvusvahelist, kaitset) 3

(cheap, labour) (international, defense)
3. (konservatiivne, rahvaerakond) 7 (rahvusvahelise, rändekava) 2

(conservative, peoples party) (international, migration plan)
4. (massilise, sisserände) 4 (soolise, võrdõiguslikkuse) 2

(massive, immigration) (gender, equality)
5. (uute, uudiste) 4 (avatud, algus) 2

(new, news) (open, beginning)
6. (illegaalse, immigratsiooni) 4 (salliva, õpikeskkonna) 2

(illegal, immigration) (tolerant, learning environment)
7. (uus, valitsus) 3 (kogu, maailmas) 2

(new, government) ([in the] entire, world)
8. (uued, uudised) 3 (suure, panuse) 2

(new, news) (big, contribution)
9. (illegaalseid, immigrante) 3 (globaalses, ränderaamistikus) 2

(illegal, immigrants) (global, migration framework)
10. (suur, probleem) 3 (rassilise, diskrimineerimise) 2

(big, problem) (racial, discrimination)

Table 24: Top 10 most common adjective-noun pairs in the against and supportive stances with English translations.
Pairs of interest are bolded.
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Against Terms in both Supportive
agressiivne, allaheitlik, avantüristlik, efek-
tiivne, elama, isiklik, islamiusuline, jahtiv,
järgmine, jätkuv, kahjulik, kogu, konservati-
ivne, kriminaalne, kuritahtlik, käiv, kõrge, lõtv,
ohtlik, paarituhandeline, potentsiaalne, range,
rekordkõrge, riiklik, salakaval, sarnane, sealne,
senine, seotud, suunduv, suvaline, tark, teisene,
toimuv, tugevnev, tuntud, tülikas, valimatu, äh-
vardav, ühine, üksik, üleeuroopaline

lähtuv, piiramatu, kasvav esitatud, hiiglaslik,
inimlik, laiahaarde-
line, lubatud, noor,
oluline, seaduslik,
tõstatatud, vaba,
väärikas, üleilmne

aggressive, submissive, adventurous, efficient,
living, personal, muslim, hunting, next, on-
going, harmful, entire, conservative, criminal,
malicious, ongoing, high, relaxed, dangerous,
a few thousand, potential, strict, record high,
national, cunning, similar, local, previous, re-
lated, heading, arbitrary, smart, secondary, oc-
curring, strengthening, known, troublesome,
indiscriminate, threatening, common, single,
pan-european

originating, unlimited, growing submitted, gigantic,
humane, extensive,
permitted, young,
important, legal,
raised, free, digni-
fied, global

Table 25: Lemmatized list of unique adjectives in Estonian used to frame immigration, that preceded the stems
immigra and rän. Translation in English is added.

Figure 2: Confusion matrix and relative frequency graphs for sentiment predictions using the lexicon provided by
the Institute of the Estonian Language (EKI).
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Figure 3: Confusion matrix and relative frequency graphs for sentiment predictions using the EmoLex lexicon.

Figure 4: Confusion matrix and relative frequency graphs displaying the results of Emotsioonidetektor predictions.
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Figure 5: Confusion matrices and relative frequency graphs displaying the results of BERT sentiment model
predictions.
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Abstract

Word Error Rate (WER) is a crucial metric
for evaluating the performance of automatic
speech recognition (ASR) systems. However,
its traditional calculation, based on Levenshtein
distance, does not account for lexical similarity
between words and treats each substitution in a
binary manner, while also ignoring segmenta-
tion errors.

This paper proposes an improvement to WER
by introducing a weighted substitution method,
based on lexical similarity measures, and in-
corporating splitting and merging operations to
better handle segmentation errors.

Unlike other WER variants, our approach is eas-
ily integrable and generalizable to various lan-
guages, providing a more nuanced and accurate
evaluation of ASR transcriptions, particularly
for morphologically complex or low-resource
languages.

1 Introduction

Automatic speech recognition (ASR) is now ubiqui-
tous in our daily lives, facilitating translation, video
transcription, note-taking, and interactions with
voice assistants. While advances in deep learning
models have significantly improved ASR system
accuracy, challenges remain, particularly for un-
derrepresented and morphologically complex lan-
guages. Despite these advancements, evaluating
the performance of ASR systems remains essential
to ensure their accuracy and reliability.

Word Error Rate (WER) is still the benchmark
metric for evaluating transcription quality, but it
relies on the Levenshtein distance, which does not
account for lexical imprecision or segmentation
errors, limiting its relevance in the face of linguistic
diversity.

Low-resource languages often exhibit complex
morphological structures (Lupyan and Dale, 2010),

making them particularly vulnerable to segmenta-
tion errors, especially in the case of agglutinative
languages.

WER applies a double penalty to these errors, ar-
tificially inflating the error rate. Furthermore, these
languages are often characterized by high dialectal
diversity, leading to inappropriate penalties for vari-
ations that are not inherently errors. Lastly, WER
treats all lexical substitutions in a binary manner,
overlooking minor variations that could be consid-
ered acceptable. These limitations highlight the
need for a more precise evaluation, better suited to
linguistic diversity.

Two main approaches stand out to improve
WER calculation: on the one hand, models
incorporating weightings based on word mean-
ing, such as the Weighted Word Error Rate
(WWER) (Shichiri et al., 2007), and on the
other hand, methods like the Phoneme Error
Rate (PER) (He and Radfar, 2021), which assess
recognition at the phonemic level. Recently,
evaluation methods based on language models
have also emerged. However, these solutions have
limitations, particularly in terms of implementa-
tion complexity and generalization to all languages.

Our work proposes an improved version of
WER, tailored to the specificities of ASR tran-
scriptions, by introducing weighted substitution
based on lexical similarity measures, as well as
splitting and merging operations to better handle
segmentation errors. This approach aims to ensure
adaptability to various languages and different
usage contexts.

2 Introducing WER and the Levenshtein
Distance

The Word Error Rate (WER), the main metric used
to evaluate the performance of ASR systems, cal-
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culates an error rate: he lower the rate (with a min-
imum of 0), the better the recognition. The maxi-
mum rate is unbounded and can exceed 1 (Wikipé-
dia, 2023). The WER formula is given by:

WER =
S +D + I

N

This calculation is based on the Levenshtein dis-
tance, an algorithm that measures the similarity
between two sequences by counting the minimum
number of operations required to transform one
sequence into another (Levenshtein, 1966). The
algorithm recognizes three operations:

• S is the number of substitutions (errors where
one word is replaced by another),

• D is the number of deletions (missing words
in the transcription),

• I is the number of insertions (extra words
added compared to the reference text),

• N is the total number of words in the refer-
ence text.

The algorithm works by constructing a matrix
where each cell represents the alignment cost (by
insertion, deletion, or substitution) of a segment
from the input sequence (transcription) with a seg-
ment from the target sequence (reference text). The
cost calculation is performed iteratively, comparing
the elements of the two sequences.

t a c
0 1 2 3

c 1 1 2 2
a 2 2 1 2
t 3 2 2 2

Figure 1: example of a matrix for aligning the sequences
"cat" and "tac".

2.1 Substitution Cost Calculation
The Levenshtein distance calculates the shortest
path in the matrix by combining the costs of in-
sertion, deletion, and substitution. The costs of
insertion and deletion are fixed at 1. Regarding
substitution, the algorithm assigns a cost of 0 if the
units being compared are identical and a cost of 1
if they differ.

This mechanism, called binary substitution,
means that the units are considered either entirely

identical or different. Each cell of the matrix is
defined as the minimum between:

D(i, j) = min





D(i− 1, j) + 1 (case of a deletion)
D(i, j − 1) + 1 (case of an insertion)
D(i− 1, j − 1)+

sub_cost(A[i], B[j]) (case of a substitution)

where the substitution cost is defined as:

sub_cost(A[i], B[j]) =

{
0 si A[i] = B[j]

1 si A[i] ̸= B[j]

Thus, minimum cost to transform one sequence
into anotherto another is obtained by following the
minimal cost path in this matrix. This mechanism
is essential for WER calculation, but it has several
limitations due to its application to whole words.

3 Challenges of WER Based on
Levenshtein Distance

This cost calculation method is effectively used
in the character error rate rate (CER), where the
comparison units are individual characters. In this
context, each character is compared to another, and
the substitution decision is naturally binary: either
the units are identical (cost of 0), or they differ
(cost of 1).

However, the WER, which compares entire
words, has significant limitations, as highlighted
by (Shigeki et al., 2023). Due to its binary ap-
proach, the WER mainly compares orthographic
forms rather than the words themselves, which pe-
nalizes minor variations, such as "advisor" and "ad-
viser."

These orthographic variations also include space
insertions, as in "doghouse" and "dog house,"
which are double-counted in WER calculation.
This type of situation is treated as a segmentation
error.

These limitations affect all languages, but they
are particularly pronounced in languages with com-
plex morphology, minority languages, and those
with limited resources.

3.1 Weaknesses of Binary Substitution
The binary logic of the Levenshtein distance in
substitution cost calculation is problematic in the
context of WER, as it treats words as homogeneous
entities, without considering their lexical similarity.
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For example, the words "hello" and "allo"
are phonetically and orthographically closer
than "hello" and "sunny." However, Levenshtein
distance assigns the same substitution cost (1) to
both word pairs, thus failing to distinguish minor
errors from major ones.

Traditional WER lacks any mechanism to weight
errors based on lexical similarity. As a result, two
words differing only by minor variations are treated
as if they were significantly divergent.

This approach oversimplifies linguistic errors,
significantly limiting WER’s ability to accurately
assess the performance of ASR systems.

3.2 Segmentation Errors
Levenshtein distance does not account for segmen-
tation errors, such as word splitting or merging,
which are common in ASR transcriptions.

For example, if "keyboard" is transcribed as "key
board," traditional WER calculation treats this as
two distinct errors: a substitution and an insertion.
However, this is actually a single splitting error.

Reference: keyboard

Transcription: key board

Substitution

+
Insertion

Figure 2: Double counting of segmentation errors.

Similarly, when a compound expression like "ice
cream" is transcribed as a single word "icecream,"
this constitutes a merging error.

Reference: ice cream

Transcription: icecream

Union

Figure 3: Merging error in transcription

The omission of segmentation errors leads to an
inaccurate evaluation of transcriptions, overlooking
aspects specific to speech recognition. Moreover,
these segmentation issues are often considered less
severe than insertions and deletions.

3.3 Morphologically complex languages
Morphological richness poses major challenges
for ASR systems, which struggle to handle word
inflections (prefixes, suffixes, etc.), thereby increas-
ing the number of lexical forms and creating rare
or unseen structures in training data (Morris, 2021).

In highly inflected languages, even small lexical
variations can have a disproportionate impact on
ASR performance. A simple error in a suffix or
internal inflection can significantly increase WER,
despite an otherwise accurate transcription. WER,
by treating each word as a whole unit, does not
account for this morphological variability.

Agglutinative languages, such as Finnish and
Estonian, present particular challenges for speech
recognition due to their morphological complexi-
ties. Words are formed by concatenating roots with
numerous affixes, resulting in long lexical units
and generating multiple word forms. This presents
several difficulties for ASR systems:

• Vocabulary explosion : For Finnish, a lexi-
con of 400,000 words can still lead to a high
rate of out-of-vocabulary words (Kurimo et al.,
2006). This complicates the accurate tran-
scription of these unknown words, and WER,
not accounting for this complexity, severely
penalizes variations that might be considered
minor in the context of these languages.

• Segmentation errors:A poorly trained ASR
system might split these elements into mul-
tiple words or merge them incorrectly, lead-
ing to multiple errors in the Word Error Rate
(WER) calculation.

3.4 Minority and Low-Resource Languages
Often characterized by complex morphology, mi-
nority languages are subject to the same constraints
mentioned earlier.

In evolutionary linguistics, (Lupyan and Dale,
2010) showed that languages spoken by large cos-
mopolitan communities, with many non-native
speakers, tend to simplify their morphology over
time. In contrast, minority languages, spoken
in smaller communities, generally retain complex
morphological structures. Native speakers of these
languages share an intuitive understanding of these
complex rules, allowing the language to preserve
these features.

Similarly, (Lindenfelser, 2020) explains that
languages with fewer non-native speakers or those
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that have not been significantly influenced as
a second language (L2) tend to retain or even
develop complex morphological systems, such as
elaborate inflection systems for nouns or verbs.

Although low-resource languages are often mi-
nority languages, some are also widely spoken.
This lack of data imposes various constraints on
ASR systems:

• Lack of diverse data:Limited and insuffi-
ciently diverse corpora affect the ability of
ASR models to correctly recognize lexical and
linguistic variations.

• Transcription errors related to data quality:
Errors often stem from poor quality or lack of
standardization in transcriptions, rather than
an intrinsic weakness of the system.

• Inability to handle dialectal variations: The
same word or phrase may be pronounced dif-
ferently depending on the region, dialect, or
speaker. Models trained on a standard form
(or specific dialect) often fail to recognize vari-
ants from other regions.

• Difficulty in handling accents: The phonetic
diversity is often vast but under-documented,
complicating ASR models’ ability to accu-
rately process these regional variations or ac-
cents.

• Low phonological standardization: The
lack of formal rules for pronunciation and seg-
mentation makes it difficult for ASR models
to manage words effectively.

These training limitations lead to multiple errors,
disproportionately increasing the WER, even when
the divergences do not reflect actual inaccuracies.

4 Proposed New Method for WER
Calculation

4.1 Lexical Measures for Substitution Cost
To overcome the limitations of binary substitution
in WER calculation, we introduce the use of lexical
similarity measures such as the Jaccard index, CER
(character error rate), or cosine similarity. These
measures calculate a continuous dissimilarity cost
between 0 and 1, reflecting the actual difference
between words.

sub_cost(A[i], B[j]) = similarity(A[i], B[j])

Table 1 presents the error rates (in percentage)
for different word pairs. the higher the value, the
more dissimilar the words are. The last column in-
dicates the algorithmic complexity of each method.

It is important to note that CER can exceed 100%
when the transcription is significantly longer than
the reference word, due to its calculation based on
Levenshtein distance, which penalizes excessively
long transcription sequences.

While these measures can be combined to offer
a holistic evaluation, this increases the complexity
of the process and, therefore, the execution time.

4.2 Split and Merge Operations
We introduce two new operations for WER calcu-
lation: splitting and merging. These operations
aim to correct common segmentation errors in
transcriptions produced by ASR systems. A word
may be incorrectly split into two segments or,
conversely, merged into one.

For example, when the word "input" is tran-
scribed as "in put," a single merging operation
would suffice to correct this error, rather than
treating it as two distinct errors. By incorporating
these operations into WER calculation, our
approach improves the accuracy of this metric by
accounting for word segmentation errors in ASR
transcriptions.

To incorporate these operations within the Leven-
shtein algorithm, we add the following conditions:

// Separation
if (j > 1 and (transcript[j] == reference[i-1] +

reference[i])) then
d[i, j] := min(d[i, j], d[i-2, j-1] +

seg_Cost)

// Union
if (i > 1 and (reference[i] == transcript[j-1] +

transcript[j])) then
d[i, j] := min(d[i, j], d[i-1, j-2] +

seg_Cost)

Splitting and merging errors, being less severe
than insertions and deletions,can be given a re-
duced cost. Moreover, these errors can be treated as
adding or removing a character from a word. The
cost can thus be calculated using the CER, which
is simplified in this configuration:

seg_cost =





1/len(reference) (cost based on CER)
1 (standard cost)
0.5 (reduced cost)
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Method hello allo kitten sitting intention exe-
cution

diner dinner O(n)

Cosine similarity 36.7% 38.3% 38.5% 5.1% O(n+m)
Fuzzy Wuzzy 33.0% 38.0% 43.9% 8.9% O(n*m)
Jaro 21.7% 25.4% 36.3% 5.5% O(n*m)
Sorensen Dice 42.9% 63.6% 60.0% 11.1% O(n+m)
CER 50.0% 42.86% 55.55% 16.66% O(n*m)
LCS similarity 40.0% 42.86% 44.44% 16.66% O(n*m)
Jaccard LCS 50.0% 55.55% 61.54% 16.66% O(n*m)

Table 1: Comparison of similarity measures with complexity.

4.3 Experimental Analysis

In this study, we carried out transcriptions of
Finno-Ugric languages (Finnish, Meadow Mari,
and Hill Mari), as well as Dutch and Afrikaans,
using the MMS model. The performance of the
transcriptions was evaluated using WER, CER,
and our UWER version.

Language WER CER UWER
Finnish 0.691 0.136 0.161
Meadow Mari 0.636 0.151 0.242
Hill Mari 0.922 0.313 0.471
Afrikaans 0.384 0.106 0.141
Dutch 0.477 0.104 0.134

For UWER calculation, the segmentation cost
(seg_cost) was adjusted according to the CER.
Tests with costs set to 1 and 0.5 showed minimal
differences, as illustrated below:

cost = cer cost = 1 cost = 0.5
0.226 0.22837 0.22734
0.24172 0.2473 0.2441

To better visualize the impact of these error rate
differences, here are some examples of reference
sentences and their transcriptions, with the two
measures compared ( table 2).

5 Discussion

5.1 Improvement

• Acoustic versus linguistic errors: WER
does not distinguish between errors caused
by acoustic factors (noise, pronunciation) and
those of a linguistic nature, assigning them
equal weight in the score calculation.

Reference Transcription WER UWER
ja minä huokasin
kevennyksestä

ja mina huokasin
kevenyksest

0.50 0.10

kaisa syötteli por-
sasta

kaisa syoteli por-
sasta

0.33 0.08

oletpa tosiaan
lapsellinen

olet pa tosian
lapselinen

1.33 0.12

ik ben daar heel
blij mee

ik ben dar hel blij
me

0.50 0.12

de beatles waren
van liverpool

da bitels uaren fan
liverpul

1.00 0.36

naaktslakken
hebben geen
slakkenhuis

naktslaken heben
gen slakenhuis

1.00 0.14

Table 2: WER and UWER Comparison

• Equal penalty for all types of errors: Al-
though we introduced a dynamic penalty for
substitutions, it remains fixed for insertions
and deletions. a penalty proportional to the
length of inserted or deleted words could,
among other things, help mitigate the impact
of noise.

• Combined errors: Our experimental anal-
yses show that when segmentation and lex-
ical errors are combined, even our metric
no longer accurately reflects the transcription
quality. For exemple:

Reference Transcription WER UWER
tervetuloa tervet tuloa 2.00 1.34
slaapwel slap wel 2.00 1.43

To address this, segmentation operations
should be replaced by substitution_separation
and substitution_union, applied without the
requirement for equality.

The cost would then be:
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



seg_cost + similarity( ref[i− 1] + ref[i], hyp[j])
(for separation)
seg_cost + similarity( ref[i], hyp[j − 1] + hyp[j])
(for union)

5.2 Comparison with Other Methods

The Phoneme Error Rate (PER) and Weighted
Word Error Rate (WWER) are variants of WER
that attempt to address some of its limitations.

PER (Shichiri et al., 2007) focuses on errors at
the phoneme level, offering finer granularity than
WER. However, it requires phonetic transliteration
of both the transcription and the reference text,
making generalization more difficult.

WWER (He and Radfar, 2021), on the other
hand, assigns different weights to deletion,
insertion, and substitution errors, optimized
using dictionaries to weigh words based on their
importance. However, this approach relies on the
creation of specific linguistic resources and does
not sufficiently discriminate substitution costs,
limiting its effectiveness.

Apple’s "Humanizing WER" method (Apple,
2024) and the work of Hughes (Hughes, 2023)
use advanced language models to improve the
evaluation of speech recognition systems. HWER
weights errors according to their context, offer-
ing an evaluation closer to human perception.
Despite their potential, these approaches have
limitations: complexity of implementation,
lack of standardization, potential subjective
biases, and difficulty in applying to low-resource
languages due to their reliance on language models.

6 Conclusion and Future Directions

This study has highlighted the limitations of WER,
especially its inability to account for lexical nu-
ances and segmentation errors, making it unsuit-
able for morphologically complex or low-resource
languages.

We proposed an improved version of WER,
which introduces weighted substitution based on
lexical similarity, as well as splitting and merging
operations. Experimental results show that UWER
improves evaluation accuracy across several
languages.

Our approach aims to ensure WER’s adaptabil-
ity to the vast linguistic diversity while provid-
ing a simple-to-implement solution a simple-to-
implement solution, fully interchangeable with
WER, without requiring changes to current prac-
tices.

By increasing the precision of this metric, we
provide a more rigorous evaluation tool capable
of revealing the true performance of models,
especially for morphologically complex and
low-resource languages.

Furthermore, this approach can also be lever-
aged as a loss function to optimize ASR model
training. Although WER is not differentiable, adap-
tations such as differentiable approximation, rein-
forcement learning, or optimization via Minimum
Bayes Risk (MBR) can be considered to overcome
this limitation.
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Abstract

We showcase that ChatGPT can be used to
disambiguate lemmas in two endangered lan-
guages ChatGPT is not proficient in, namely
Erzya and Skolt Sami. We augment our prompt
by providing dictionary translations of the can-
didate lemmas to a majority language - Finnish
in our case. This dictionary augmented genera-
tion approach results in 50% accuracy for Skolt
Sami and 41% accuracy for Erzya. On a closer
inspection, many of the error types were of the
kind even an untrained human annotator would
make.

1 Introduction

Morphological disambiguation is a critical task in
natural language processing (NLP), especially for
morphologically rich and endangered languages.
Skolt Sami (sms) and Erzya (myv), both belong
to Uralic language family and they are classified
as critically and definitely endangered respectively
by Unesco (Moseley, 2010). This poses significant
challenges in this domain due to their complex mor-
phological systems and limited available linguistic
resources (see Hämäläinen 2021). In languages
like these, each word form can have multiple possi-
ble morphological interpretations and lemmas, and
determining the correct one in context is essential
for accurate language processing.

Traditional approaches to morphological disam-
biguation for Uralic languages often rely on finite-
state transducers (FSTs) and constraint grammars
(CGs) that list all potential lemmas for a word,
but these systems struggle to accurately select the
appropriate lemma in ambiguous contexts - not
to mention that CG disambiguators have not even
been created to a majority of these languages. Addi-
tionally, while some modern NLP techniques, such
as machine learning models, have been successful
in languages with large datasets (see Shen et al.
2016; Zalmout and Habash 2017), such methods

are less effective for languages like Skolt Sami and
Erzya, which suffer from limited annotated corpora
and lexicographical resources.

This paper presents a novel method for perform-
ing morphological disambiguation for Skolt Sami
and Erzya that leverages a combination of a tradi-
tional FST-based analyzer, a bilingual dictionary
and a state-of-the-art language model, namely Chat-
GPT. Our approach involves passing each sentence
through an FST to generate a list of possible lem-
mas for every word. These lemmas are then trans-
lated into a majority language (Finnish in our case)
using a dictionary. Finally, we utilize ChatGPT,
a powerful transformer-based language model, to
analyze the translated sentence, disambiguate the
lemmas, and select the most contextually appropri-
ate form for each word. The dictionary needs to be
provided given that ChatGPT is not proficient in
these languages.

By integrating the structured linguistic knowl-
edge from FSTs with the contextual understand-
ing of large language models, this method aims
find a novel way that does not need a time con-
suming rule-writing or data annotation process for
morphological disambiguation for Skolt Sami and
Erzya. The proposed approach is particularly valu-
able for endangered languages, where data scarcity
hinders the development of purely data-driven mod-
els. This paper details the methodology, presents
an evaluation of the approach, and discusses the
potential for applying this approach to other mor-
phologically complex languages. We have released
our disambiguation code as an addition to Uralic-
NLP1.

2 Related Work

Constraint grammars (CGs) (Karlsson, 1990) have
been widely used in the context of Uralic languages
for disambiguation given their compatibility with

1https://github.com/mikahama/uralicNLP/wiki/Disambiguation
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Prompt template Actual prompt

Your task is to disambiguate a sentence in [LANGUAGE] You will be given the sentence,
a table that has all of the words of the sentence in separate rows and a comma separated
list of possible lemmas. You will need to pick the correct lemma for each word so that
every word will have only one lemma. To help you understand [LANGUAGE] you will
also get a second table that gives you translations of the words in [LANGUAGE2].

Sentence:
[SENTENCE]

Table of lemmas:

[TABLE1]

[LANGUAGE] - [LANGUAGE2] vocabulary:

[TABLE2]

Please write out the steps of your decision process and provide a list of lemmas
in JSON format at the very end of your answer.
Example: {"lemmas": ["lemma 1", "lemma 2", "lemma 3"]}

Your task is to disambiguate a sentence in Skolt Sami. You will be given the sentence,
a table that has all of the words of the sentence in separate rows and a comma separated
list of possible lemmas. You will need to pick the correct lemma for each word so that
every word will have only one lemma. To help you understand Skolt Sami you will
also get a second table that gives you translations of the words in Finnish.

Sentence:
Päärna mõ′nne mååusat .

Table of lemmas:

+————————–+
| Word | Lemmas |
+——-+——————+
| Päärna| päärnaž |
+——-+——————+
| mõ′nne|mõõnnâd, mõ′nn’jed|
+——-+——————+
|mååusat| mååusat |
+——-+——————+
| . | . |
+————————–+

Skolt Sami - Finnish vocabulary:

+—————————————+
|Skolt Sami| Finnish |
+———-+—————————-+
| päärnaž |poikanen, lapsi, pieni poika|
+———-+—————————-+
| mõõnnâd | mennä |
+———-+—————————-+
| mõ′nn’jed| munata |
+———-+—————————-+
| mååusat | takaisin |
+———-+—————————-+
| . | |
+—————————————+

Please write out the steps of your decision process and provide a list of lemmas
in JSON format at the very end of your answer.
Example: {"lemmas": ["lemma 1", "lemma 2", "lemma 3"]}

Table 1: The prompt template and an example of it filled

the output of FSTs. They are, however, not used
widely anymore in the mainstream NLP research.
In this section, we will go through some of the
more modern NLP approaches to this task in the
context of endangered languages.

In a work focusing on Uralic languages (Ens
et al., 2019), the authors propose a Long Short-
Term Memory (LSTM) model that automatically
ranks morphological readings of sentences based
on their quality. This ranking can be used either to
evaluate existing CG disambiguators or to directly
disambiguate sentences. Notably, their approach
relies on morphological abstraction and can be ef-
fectively trained with minimal data.

Apertium’s approach (Khanna et al., 2021) is
to employ statistical methods based on patterns
learned from a corpus in addition to CG. Two
prominent methods include a bigram-based first-
order Hidden Markov Model (HMM), which se-
lects analyses based on a probabilistic model of
part-of-speech tag sequences in context, and an Av-
eraged Perceptron tagger, which assigns weights to
features defined by language-pair developers.

The paper by Keleg et al. (2020) introduces a

method for weighting the outputs of an FST-based
morphological analyzer to disambiguate its results.
The approach uses a word2vec model, trained in
an unsupervised manner on raw, untagged corpora,
to capture semantic meaning. Unlike traditional
methods that require manually constructed tagged
corpora, this method disambiguates morpholog-
ical analyses without relying on such resources.
Additionally, it focuses on token-level information
rather than context, differing from most approaches
that heavily depend on contextual features for dis-
ambiguation.

3 Method

The method itself does not require any training or
additional annotated data. However, to evaluate
our method, we use the Universal Dependences
treebanks for Erzya (Rueter and Tyers, 2018) and
Skolt Sami (Nivre et al., 2022). These treebanks
have word forms and their correct lemmas for each
word in each sentence. Given that we do not need
to do training, we concatenate the training and test
datasets into one dataset for both languages.

Next, we used the Skolt Sami (Rueter and
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Hämäläinen, 2020) and Erzya (Rueter et al., 2020)
FSTs through PYHFST (Alnajjar and Hämäläinen,
2023) to get all possible lemmas for each word
form in the treebanks. For every lemma, we look
up its Finnish translations from the Akusanat dic-
tionary (Hämäläinen and Rueter, 2018).

As we build our corpus of sentences to be disam-
biguated this way, we need to do some filtering. If
a sentence does not have any ambiguity, all of it’s
words lemmatized by the FST or all of the potential
lemmas mapped to at least one Finnish translation,
the sentence is removed from the corpus. This
way, we end up with 40 sentences from Skolt Sami
treebank and 17 sentences form Erzya treebank.

The reason why this filtering is done is that Chat-
GPT has no proficiency in Erzya or Skolt Sami. It
does not make sense to try this disambiguation if
we cannot provide ChatGPT with enough informa-
tion so that we can even assume that it would be
capable of disambiguating the sentence its given.

Our corpus is used to populate a carefully
planned prompt template as seen in Table 1. The
template consists of 5 parts. The first part is the
task description where the LLM is given the task
instruction. The second part has the sentence that
needs to be disambiguated. The third part is a ta-
ble that maps word forms to their possible lemmas.
The fourth part is a table that maps lemmas to their
Finnish translations. The fifth part instructs the
model to take time in making its decision and to
return the final result in a certain JSON format.

The tables are formatted in Markdown format.
We use OpenAI API and select gpt-4o as the model
to be used with temperature set to the default of 1.
Every sentence is prompted separately so that the
results won’t have an influence on each other. This
experiment cost us $0.41.

4 Results

If we calculate the accuracy of the disambiguation
by ChatGPT on a sentence level, meaning the num-
ber of fully correctly disambiguated sentences out
of all the sentences, we get the following results:
Skolt Sami 50% and Erzya 41% accuracy. At
this step, it is already worth noting that ChatGPT
omitted some punctuations in its lemmatization.
Also, Skolt Sami has several unique Unicode char-
acters that look identical to other Unicode charac-
ters. ChatGPT had a tendency of sometimes chang-
ing the original characters to their lookalikes in the
output. These cases were still counted as correct

answers.
Most of the erroneous sentences had only one

word that exhibited ambiguity. In the case of sev-
eral ambiguous words, ChatGPT almost always
made a mistake for only one word in the sentence.
There were, however, some cases where the same
word was repeated twice, in which case ChatGPT
lemmatized both of them wrong following the same
logic.

4.1 Error analysis
In this section, we take a closer look at the errors
ChatGPT made when disambiguating between lem-
mas in Skolt Sami and Erzya.

4.1.1 Derivational forms
Derivational forms caused problems in Erzya but
not in Skolt Sami. All in all, there were 5 of these
cases. Here is an example of an erroneous attempt
of picking the correct lemma by ChatGPT:

6. **Омбоцеде**
- Lemma options: омбоцеде, омбоце
- Translations: "toista kertaa" (Finnish for "second time")
and "toinen" (Finnish for "second/another")
- In this sentence, "омбоцеде" seems to mean
"toista kertaa," referring to the concept of "second time"
rather than just "another."
- Therefore, we’ll choose "омбоцеде" as the lemma.

In the example, омбоцеде can either be inter-
preted as an adverb and thus a lemma on its own
right or as a derivational form of the numeral ом-
боце.

4.1.2 Near synonyms
Words that almost mean the same thing were also
a problem source. There were 2 of these cases for
Erzya and 4 for Skolt Sami. Here is an example
from ChatGPT’s output for Skolt Sami:

12. **ǩeäčč**:
- "ǩiččâd" means "katsoa" (to look) while "ǩiõččâd"
translates similarly, also as "to browse".
- Both could make sense but as an indicative action
following conjunction, "ǩiččâd" aligns well.
- **Chosen Lemma**: "ǩiččâd"

4.1.3 Lack of context
Sometimes the sentence itself was not quite enough
to disambiguate the correct lemma as both lemma
candidates remained viable. There were 6 of these
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cases in Skolt Sami and 2 in Erzya. Below is an
Erzya example of such a case:

- **Арасть:**
- Here we have a choice between "арамс"
(to become) and "арась" (no/missing).
- Contextual understanding is needed.
- With no other context suggesting negation or
anything missing, it’s more plausible "арасть"
relates to "arams" (to become) especially if the
sentence forms a complete statement.

4.1.4 Failure to transfer POS information
This issue did not happen in Erzya, but it did hap-
pen in Skolt Sami 3 times. In these cases, the
correct answer was rather clear based on the parts-
of-speech of the Finnish words. However, Chat-
GPT seemed not to take this piece of information
in consideration. Here is an example:

5. **puälddmõõžž**
- We have two possible lemmas: "puä′ldded"
(paahtaa, polttaa) meaning "to roast, burn"
and "puälddmõš" (polttaminen) meaning
"burning." The sentence seems to involve
actions, so "puä′ldded," which denotes an
action, fits better in this context.
- **Chosen lemma:** puä′ldded

In the above example, puä′ldded is a verb and
puälddmõš is a noun. It is possible that the fact that
ChatGPT translates the latter into an English noun
that is derived from a verb makes ChatGPT forget
about the parts-of-speech the Finnish translations
reveal.

4.1.5 FST issues
There was 1 case in Skolt Sami where the correct
lemma was not among the lemmas produced by the
FST. This gave ChatGPT no chance of getting the
lemma right. Take a look at this example:

5. **Ǩeârdd**:
- Possible lemma: ‘ǩiõrddâd‘
- Finnish translation: "sietää, kärsiä,
kestää" (endure, suffer, withstand)
- Analysis: There is only one lemma
provided. It suggests an action or event
being endured.
- Conclusion: The lemma for
"ǩeârdd" is "ǩiõrddâd".

The correct lemma would have been ǩe′rdded,
which was not even an option.

4.1.6 Lack of morphosyntactic understanding
There were 5 of this type of errors in Skolt Sami
and 1 in Erzya. In these cases, ChatGPT could
have picked the correct answer had it known more
about morphology and morphosyntax. Below is an
example of this case:

**First word: "Tiâr"**
- Potential lemmas: "tiârr" and "tiârrâd"
- Translation in Finnish: "tiârr" means
"laukka" (noun, meaning "gallop").
- "tiârrâd" means "laukkoa, juosta, laukata"
(verb forms, meaning "to gallop, to run,
to canter").
- The context "tiâr" is paired with "olgglab",
suggesting it is more likely to be a noun as
"to gallop farther" makes less sense
without additional context.
- Choosing lemma: "tiârr" (noun - gallop)

4.1.7 Hallucination
In one case, ChatGPT hallucinated a lemma for
Skolt Sami that was not one of the options. In
this example, ChatGPT forgot the provided lemma
päärnaž.

1. **Päärna**:
- Lemmas: "pärarnaž"
- Finnish translation: "poikanen, lapsi, pieni poika"
- "Päärna" directly corresponds to "pärarnaž," which
means "a small boy" or "child" in Finnish. There is only
one lemma option, so it is straightforward.

5 Conclusions

We have demonstrated a viable method for con-
ducting disambiguation on endangered language
data. The results are very good given that Chat-
GPT is not proficient in Skolt Sami or Erzya. If
we look at the errors, they mostly make sense to a
human. Many of the error types are such that even
a novice human annotator without training in these
languages would make similar mistakes.

It is important that we, in the endangered NLP
community, keep our eyes and minds open, and
embrace the new potential in LLMs. Perhaps they
don’t speak our languages of interest yet, but they
can still make reasoned decisions if enough infor-
mation is provided to them.
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Abstract

This paper presents a methodology for training
a transformer-based model to classify lexical
and morphosyntactic features of Skolt Sami,
an endangered Uralic language characterized
by complex morphology. The goal of our ap-
proach is to create an effective system for un-
derstanding and analyzing Skolt Sami, given
the limited data availability and linguistic in-
tricacies inherent to the language. Our end-to-
end pipeline includes data extraction, augmen-
tation, and training a transformer-based model
capable of predicting inflection classes. The
motivation behind this work is to support lan-
guage preservation and revitalization efforts
for minority languages like Skolt Sami. Accu-
rate classification not only helps improve the
state of Finite-State Transducers (FSTs) by pro-
viding greater lexical coverage but also con-
tributes to systematic linguistic documentation
for researchers working with newly discovered
words from literature and native speakers. Our
model achieves an average weighted F1 score
of 1.00 for POS classification and 0.81 for in-
flection class classification. The trained model
and code will be released publicly to facilitate
future research in endangered NLP.

1 Introduction

Skolt Sami is a minority language in the Uralic
family, spoken primarily in Finland, and is charac-
terized by complex morphosyntactic properties and
rich morphological forms (see Koponen and Rueter
2016). Minority languages like Skolt Sami face sig-
nificant challenges in the field of natural language
processing (NLP) due to their endangered nature,
including a lack of extensive annotated datasets
and linguistic resources. This scarcity compli-
cates the development of computational models
capable of effectively understanding and analyzing
the language. Moreover, the morphology of Skolt
Sami is highly intricate, with numerous inflections
and derivations that present additional challenges

for automated processing (Rueter and Hämäläinen,
2020). Despite these challenges, developing NLP
models for minority languages is essential to pre-
serve linguistic diversity and support language re-
vitalization.

Accurate part-of-speech (POS) and inflection
class classification are fundamental steps in un-
derstanding the grammatical and semantic struc-
ture of a language. Such classifications enable
downstream NLP applications like machine trans-
lation, morphological analysis, and syntactic pars-
ing, which are particularly important for languages
with rich morphology. Additionally, effective clas-
sifiers can assist in improving the current state of
FSTs by providing greater lexical coverage, ulti-
mately enhancing their ability to handle the full
range of morphological variations found in Skolt
Sami. Classifiers can also aid researchers in sys-
tematically documenting new words collected from
literature and native speakers, which is crucial for
tracking linguistic evolution in endangered con-
texts. For Skolt Sami, POS and inflection class
classification can contribute to building digital re-
sources and educational tools, making the language
more accessible to both linguists and speakers.

To address these challenges, we propose a
transformer-based model designed to automate the
analysis of Skolt Sami, specifically for POS and
inflection class classification. Our approach in-
cludes data extraction, preprocessing, augmenta-
tion, model training and evaluation. We employed
advanced transformer architectures to learn the lin-
guistic features of Skolt Sami effectively. Addi-
tionally, we provide both the trained model and
the accompanying code publicly to support future
research efforts on endangered languages1.

The contributions of this work are as follows:

1. Data Augmentation Using Miniparadigms:
We employed data augmentation techniques,

1https://github.com/mokha/predict-inflection-class
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including the generation of morphological
forms, to mitigate data scarcity and improve
model robustness.

2. Transformer-Based Model: We designed a
transformer-based model for POS and inflec-
tion class classification in Skolt Sami, utiliz-
ing shared embedding layers and task-specific
output heads.

2 Related work

Skolt Sami has received a moderate amount of NLP
research interest as a result of Dr Jack Rueter’s
amazing work on building the fundamental NLP
building blocks for Skolt Sami2 as a result, Skolt
Sami has an FST (Rueter and Hämäläinen, 2020)
an online dictionary (see Hämäläinen et al. 2021a),
a Universal Dependencies treebank (Nivre et al.,
2022) and some neural models to identify cognates
(Hämäläinen and Rueter, 2019).

An empirical study by Wu et al. 2020 reveals that
the transformer’s performance on character-level
transduction tasks, such as morphological inflec-
tion generation, is significantly influenced by batch
size, unlike in recurrent models. By optimizing
batch size and introducing feature-guided transduc-
tion techniques, the transformer can outperform
RNN-based models, achieving state-of-the-art re-
sults on tasks such as grapheme-to-phoneme con-
version, transliteration, and morphological inflec-
tion. This study demonstrates that, with appropriate
modifications, transformers are highly effective for
character-level tasks as well.

Recent research (Abudouwaili et al., 2023) has
introduced a joint morphological tagger specifi-
cally designed for low-resource agglutinative lan-
guages. By leveraging multi-dimensional contex-
tual features of agglutinative words and employing
joint training, the proposed model mitigates the
error propagation typically seen in part-of-speech
tagging while enhancing the interaction between
part-of-speech and morphological labels. Further-
more, the model predicts part-of-speech and mor-
phological features separately, using a graph convo-
lution network to capture higher-order label inter-
actions. Experimental results demonstrate that this
approach outperforms existing models, showcasing
its effectiveness in low-resource language settings.

2https://researchportal.helsinki.fi/en/projects/
koltansaamen-elvytys-kieliteknologia-avusteisen-
kielenoppimisohje

One notable contribution in this area is a
transformer-based inflection system that enhances
the standard transformer architecture by incorpo-
rating reverse positional encoding and type embed-
dings proposed by Yang et al. (2022). To address
data scarcity, the model also leverages data aug-
mentation techniques such as data hallucination
and lemma copying. The training process is con-
ducted in two stages: initial training on augmented
data using standard backpropagation and teacher
forcing, followed by further training with a modi-
fied version of scheduled sampling, termed student
forcing. Experimental results demonstrate that this
system achieves competitive performance across
both small and large data settings, highlighting its
efficacy in diverse morphological inflection tasks.

Recent work (Hämäläinen et al., 2021b) on mor-
phological analysis, generation, and lemmatization
for morphologically rich languages has focused
on training recurrent neural network (RNN)-based
models. A notable contribution in this area is the
development of a method for automatically extract-
ing large amounts of training data from finite-state
transducers (FSTs) for 22 languages, including 17
endangered ones. These neural models are de-
signed to follow the same tagset as the FSTs, ensur-
ing compatibility and allowing the neural models to
serve as fallback systems when used in conjunction
with the FSTs. This approach enhances the acces-
sibility and preservation of endangered languages
by leveraging both neural and rule-based systems.

3 Methodology

3.1 Data Collection and Preparation

Data extraction and preprocessing are particularly
critical when working with an endangered language
like Skolt Sami. This phase involved extracting lin-
guistic data from available resources and transform-
ing it into a structured format suitable for further
processing.

We extracted a total of 28,984 lexemes from
Ve′rdd (Alnajjar et al., 2020), an online tool de-
signed for editing and managing dictionaries for en-
dangered languages. Ve′rdd offers a structured and
efficient way to curate linguistic resources, mak-
ing it an invaluable asset for our dataset creation
process. The extracted lexemes included diverse
entries from the dictionary, which were parsed and
transformed into a tabular format for further analy-
sis and training. This structured dataset stored each
lexeme along with its POS and contextual lexical
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information, ensuring consistency and accessibility
for subsequent processing.

3.2 Data Cleaning and Filtering
Data cleaning and filtering are crucial in the con-
text of endangered languages to ensure data quality
and improve model performance. We filtered the
dataset to include only nouns (N) and verbs (V), as
these categories were the most frequent and useful
for subsequent morphological analysis. These POS
categories were selected due to their high occur-
rence and significance in understanding the linguis-
tic structure of Skolt Sami.

We further filtered lexemes based on specific
patterns using regular expressions, removing non-
standard or infrequent forms to enhance the
model’s ability to generalize to common usage pat-
terns.

3.3 Data Augmentation Using Miniparadigms
To mitigate data scarcity, we employed data aug-
mentation using "miniparadigms." For each verb
and noun, specific morphological forms (e.g.,
present tense, singular form, imperative) were gen-
erated. We have employed UralicNLP (Hämäläi-
nen, 2019) with PyHFST (Alnajjar and Hämäläi-
nen, 2023) as the backend and used Skolt Sami
FST transducer (Rueter and Hämäläinen, 2020) to
generate the forms. This approach added multi-
ple derived forms for each lexeme, thereby signifi-
cantly increasing the size of the dataset. The use of
miniparadigms allowed the model to learn morpho-
logical variations more effectively, compensating
for the limited data available.

Table 1 lists the miniparadigms used for data
augmentation. These generated forms helped in-
crease the robustness and generalization capability
of the model.

3.4 Contlex Cleaning and Filtering
In total, there were 939 unique continuation lexica
(Contlex) for nouns (N) and verbs (V). Contlexes
are an FST way of indicating that a word belongs
to a certain inflection class. Many of these Con-
tlex labels included additional information, such as
V_JOAQTTED_ERRORTH. To standardize the dataset,
we removed any additional information following
the second underscore (_). This process reduced
the number of unique Contlex labels to 514.

However, a large portion of these Contlex cat-
egories had very few lexemes. To improve data
quality and model robustness, we filtered out any

Contlex category that had fewer than 50 lexemes as
part of the data cleaning phase. After this filtering,
we ended up with 73 Contlex categories — 52 for
nouns and 21 for verbs. Table 2 lists the supported
Contlex for each part-of-speech.

3.5 Tokenization
To handle the morphological complexity of Skolt
Sami, we employed Byte-Pair Encoding (BPE)
(Gage, 1994) as a tokenization method. BPE is
particularly effective for morphologically rich lan-
guages as it provides subword tokenization that
allows the model to understand both frequent mor-
phemes and unique words. We trained a BPE
model on the concatenated lexeme and all the form
data generated, using a vocabulary size of 2000
to capture the most relevant subword units for the
language.

This tokenization approach helped the model
deal with highly inflected forms of lexemes by
breaking them into smaller, more manageable units,
allowing for improved learning over the entire lexi-
con. The tokenized output was then integrated back
into the dataset for model training.

3.6 Label Encoding
The dataset involved categorical features such as
parts of speech and contextual lexical categories,
which needed to be converted into numerical form.
We designed a custom label encoder that used one
encoder for parts of speech and a separate encoder
for each POS-specific lexical category. This hierar-
chical encoding strategy preserved the information
about POS categories while ensuring flexibility for
lexical predictions.

The encoded labels were split into training and
testing sets, ensuring stratified sampling was used
to maintain the distribution of labels, especially
given the limited dataset size.

3.7 Transformer Model Architecture
We designed a transformer-based (Vaswani, 2017)
neural network where we employed a shared em-
bedding layer followed by a transformer encoder
to learn generalized representations for both tasks:
POS prediction and Contlex prediction. The model
architecture involved a sequence of well-justified
choices aimed at optimizing learning while main-
taining simplicity and efficiency.

The input tokens, which were first processed us-
ing Byte-Pair Encoding, were then passed through
a shared embedding layer. This embedding layer
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POS Morphological Forms Generated

V (Verbs)
V+Ind+Prs+ConNeg, V+Ind+Prs+Sg3, V+Ind+Prt+Sg1, V+Ind+Prt+Sg3,
V+Inf, V+Ind+Prs+Sg1, V+Pass+PrfPrc, V+Ind+Prs+Pl3, V+Imprt+Sg3, V+Imprt+Pl3

N (Nouns)
N+Sg+Loc, N+Sg+Ill, N+Pl+Gen, N+Sg+Nom, N+Sg+Gen, N+Sg+Loc+PxSg3,
N+Ess, N+Der/Dimin+N+Sg+Nom, N+Der/Dimin+N+Sg+Gen, N+Sg+Ill+PxSg1

Table 1: Select morphological forms to be used in the data augmentation phase

POS Contlex Supported

N

SAAQMM, SAJOS, MAINSTUMMUSH,
AELDD, CHAAQCC, VUYRR, ALGG,
TUYJJ, CHUOSHKK, CHUAQRVV,
KAADHNEKH, MUORYZH, TAQHTT,
PAPP, JEAQRMM, AANAR, MUORR,
VOONYS, TAALKYS, AUTT, LOAQDD,
BIOLOGIA, PAIQKHKH, KUEQLL,
PIEAQSS, KAQLBB, PLAAN, NEAVVV,
JAEUQRR, PAARR, PESS, JUQVJJ,
PEAELDD, HOQPPI, KUEAQTT,
KUYLAZH, MIYRKK, MEERSAZH,
AACCIKH, TOLL, JEAQNNN, ATOM,
JUURD, PEIQVV, SIJDD, KHEQRJJ,
MIEAQRR, MUEQRJJ, PAAQJJ,
SIYKKK, SHOOMM, OOUMAZH

V

LAUKKOOLLYD, SILTTEED,
TEEQMEED, ILAUKKOOLLYD,
VOQLLJED, KAEQTTED, SOLLEED,
KHIORGGNED, SARNNAD, AALGXTED,
SHORRNED, KUYDHDHDHJED,
KHEEQRJTED, TVOQLLJED, VIIKKYD,
JEAELSTED, CEQPCCED, POOLLYD,
SHKUEAQTTED, TOBDDYD, ROVVYD

Table 2: List of supported Contlex for each POS

learned a consistent representation for all input
data, regardless of the specific task. We opted for
a shared embedding layer to leverage common lin-
guistic features across POS and Contlex prediction
tasks, ensuring that the model’s parameters were
efficiently utilized. By sharing these embeddings,
we aimed to capture general patterns in Skolt Sami
morphology that were common to both POS tag-
ging and inflection class categorization.

The transformer encoder consisted of two en-
coder layers with four attention heads each. This
configuration was chosen to balance the need for
model depth and computational efficiency. The at-
tention mechanism allowed the model to capture
dependencies between tokens effectively, which
is crucial for understanding the morphosyntactic
structure of Skolt Sami. The use of multiple atten-
tion heads enabled the model to focus on different
aspects of token relationships, allowing for a more
nuanced understanding of linguistic features.

At the end of the architecture, we imple-
mented separate output heads for each classifica-
tion task—one for POS classification and one for
Contlex classification. These output heads ensured
that the model optimized separately for each task,
while still sharing the underlying representations
learned through the shared embedding and trans-
former layers. This approach allowed the model to
benefit from multi-task learning, where the training
process for one task could enhance learning for the
other due to shared morphological features.

We have applied the Xavier uniform distribu-
tion (Glorot and Bengio, 2010) on the embeddings
and classification layers to initialize the weights,
this is to ensure that the variance of the activations
stays consistent across layers, which is particularly
important in deep networks like transformers to
prevent vanishing or exploding gradients during
training.

3.8 Training

We employed the following training strategies to
improve the model’s performance and optimize
resource usage. The transformer model was trained
with a consistent set of hyperparameters throughout
the experiments. The embedding size was set to
128, the hidden layer size to 512, and a learning rate
of 0.003 was used. A batch size of 512 ensured that
the training was efficient while reducing overfitting
risk. Hyperparameter optimization was conducted
using grid search to identify the optimal settings
for dropout rates, the number of layers, and the
type of learning rate scheduler.

We have employed AdamW opti-
mizer (Loshchilov, 2017) because it combines the
benefits of adaptive learning rates with weight
decay, which helps in better generalization by
decoupling the weight decay from the learning rate
schedule. Moreover, we experiment with different
schedulers, namely Cosine Annealing, which
gradually decreases the learning rate following
a cosine curve to allow for fine-tuning near the
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end of training (Loshchilov and Hutter, 2016),
Exponential, which reduces the learning rate by a
fixed factor after every epoch for steady decay (Li
and Arora, 2020), and ReduceLROnPlateau, which
lowers the learning rate when the performance of
the model stops improving.

The model was trained for 100 epochs without
early stopping. At epoch 80, the learning rate
scheduler was replaced with ‘SWALR‘ (Stochastic
Weight Averaging Learning Rate) to further refine
the model parameters during the final phase of train-
ing. SWA has been demonstrated to improve model
generalization by allowing the model to converge
to a wider minimum in the loss landscape (Izmailov
et al., 2018). This approach helps reduce overfitting
and often results in better generalization on the test
set, particularly for complex neural architectures
like transformers.

We did not use mixed-precision training; instead,
we kept the precision consistent throughout the
experiments to ensure model stability and repro-
ducibility. During training, checkpoints were pe-
riodically saved based on the validation metrics
to ensure the optimal version of the model was
retained for further evaluation.

The loss function combined cross-entropy losses
from both POS and Contlex output heads, with
adjustable weights for each loss to balance the im-
portance of both tasks. We gave both an equal
weight of 1.0. This multi-task learning approach
allowed the model to leverage shared morphologi-
cal and syntactic information while optimizing for
distinct objectives.

4 Results

We conducted six different training experiments
to determine the optimal hyperparameter settings
for POS and Contlex classification. The batch size,
embedding size, and hidden layer size were con-
sistent across all experiments, set to 512, 128, and
512 respectively. The following table summarizes
the different setups and their corresponding perfor-
mance metrics for both tasks:

The reported results are based on the best-
performing model from these six training exper-
iments.

The proposed transformer-based model, when
trained on the Skolt Sami dataset, performed well
on both POS and Contlex classification tasks. The
best-performing model (Exp 3) achieved an aver-
age weighted F1 score of 1.00 for POS prediction

and 0.81 for Contlex classification. The hierar-
chical label encoding strategy and the use of BPE
tokenization enabled the model to effectively han-
dle data sparsity and morphological richness. The
shared transformer layers provided an efficient way
to learn the underlying linguistic structure, while
the separate output heads allowed for precise clas-
sification for each task.

4.1 POS Classification Results
The POS classification results from the best-
performing model (Exp 3) indicate exceptional per-
formance, achieving 100% precision, recall, and
F1 score for nouns (N) and verbs (V). The detailed
metrics are as follows:

The weighted average metrics for all POS labels
showed perfect scores across all evaluation crite-
ria. Specifically, the precision, recall, F1-score,
and accuracy metrics were all measured at 1.00,
indicating that the model correctly classified ev-
ery instance without any errors for both nouns and
verbs. This level of performance suggests that the
model has successfully learned to distinguish be-
tween the different parts of speech in the dataset
with complete reliability.

4.2 Contlex Classification Results
For Contlex classification, the best model (Exp 3)
performed well overall, although there were no-
table differences in performance across various cat-
egories. The macro-averaged F1 score was 0.84,
indicating that while the model performed well for
many categories, some rare categories were chal-
lenging to predict accurately. Below are notable
results for selected Contlex categories:

• N_SAJOS: Precision = 0.82, Recall = 0.83,
F1-Score = 0.82 (Support = 597)

• N_MAINSTUMMUSH: Precision = 0.33,
Recall = 0.32, F1-Score = 0.33 (Support =
156)

• V_LAUKKOOLLYD: Precision = 0.91, Re-
call = 0.80, F1-Score = 0.85 (Support = 61)

The detailed metrics show that for frequent cat-
egories like N_SAJOS, the model performs well,
achieving an F1 score of 0.82. However, for less
frequent categories like N_MAINSTUMMUSH, perfor-
mance drops, reflecting challenges in predicting
low-frequency classes.

The precision, recall, F1-score, and accuracy
for the continuation lexicon classification were all
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Experiment ID Scheduler Type Dropout N_layers N_heads POS F-1 Score Contlex F-1

Exp 1 CosineAnnealingLR, T_max=25 0.1 2 4 0.93 0.64
Exp 2 CosineAnnealingLR, T_max=25 0.2 3 4 1.00 0.78
Exp 3 CosineAnnealingLR, T_max=25 0.2 3 8 1.00 0.81
Exp 4 ExponentialLR, gamma=0.95 0.2 3 8 0.96 0.75
Exp 5 ReduceLROnPlateau, patience=10 0.2 3 8 0.82 0.37
Exp 6 CosineAnnealingLR, T_max=25 0.2 10 8 0.82 0.35

Table 3: The multiple experiments run with the scheduler and hyperparameters used, along with their results

Label Precision Recall F1-Score N

N 1.00 1.00 1.00 1520
V 1.00 1.00 1.00 338

Table 4: Classification results for predicting the POS
using the best model

recorded at approximately 0.81, indicating that the
model was able to consistently achieve a balanced
level of performance across all metrics. This sug-
gests that the model is reliable in its classification
for most categories, although there is still room for
improvement, particularly in handling rare classes.

These results indicate that data sparsity affects
performance on less frequent labels. The com-
parison across different experiments further high-
lighted the sensitivity of model performance to hy-
perparameter choices, such as the number of trans-
former layers and dropout rates. The results from
experiments 5 and 6, which achieved lower scores,
underscore the importance of carefully tuning these
parameters to avoid underfitting or overfitting. Data
augmentation using miniparadigms helped mitigate
some of these challenges, but further improvements
could be achieved by expanding the dataset or in-
corporating additional contextual features.

4.3 Accuracy per number of words

We also evaluated the model’s performance by lim-
iting the maximum number of word forms sent
to the model for prediction. Figure 1 illustrates
how the accuracy of POS and Contlex classifica-
tion changes with an increasing number of word
forms provided to the model. The results showed
that both POS and Contlex accuracy improved as
the number of word forms increased, eventually
reaching a stable high performance. Specifically,
POS accuracy started at 0.973 when the maximum
number of word forms was 1 (just the lemma), and
steadily improved, reaching 0.999 for 14 or more

Figure 1: POS and Contlex accuracy by maximum num-
ber of word forms that are sent to the model for predic-
tion

word forms. Similarly, Contlex accuracy improved
from 0.365 at 1 word form to 0.69 for 5 word forms
and to above 0.81 for 14 or more word forms. This
demonstrates that providing more paradigmatic
context significantly enhances the model’s ability
to make accurate predictions.

5 Discussion and Conclusion

In this paper, we presented a transformer-based ap-
proach for predicting parts of speech and inflection
classes (Contlexes) for the Skolt Sami language.
The success of the model highlights the potential
of combining traditional linguistic tools with mod-
ern NLP techniques, particularly for endangered
languages. Our results demonstrate near-perfect
performance for POS classification and reasonably
good performance for most Contlex categories, al-
though predicting rare categories remains challeng-
ing. The results indicate that the use of shared
embeddings and multi-task learning can be effec-
tive in achieving high accuracy for parts of speech,
while data augmentation and careful hyperparame-
ter tuning help in handling the morphological com-
plexities of Skolt Sami.

The observed variability in Contlex classifica-
tion performance, especially for infrequent cate-
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gories, highlights the challenges of data sparsity
and suggests the need for additional efforts in
data collection and augmentation. Frequent cate-
gories like N_SAJOS benefited from the availability
of more examples, whereas rare categories such
as N_MAINSTUMMUSH showed lower performance,
primarily due to limited training data. This un-
derscores the necessity for expanding the training
dataset to cover more diverse lexical entries and
reduce biases towards common categories. Incorpo-
rating additional features, such as syntactic or con-
textual information, could also enhance the model’s
understanding of rare categories.

The results from limiting the number of words
used for prediction suggest that context plays a cru-
cial role in improving model performance. When
fewer words were provided to the model, both POS
and Contlex accuracy suffered, indicating the im-
portance of sufficient contextual information for
effective classification. The model showed a con-
sistent improvement in both tasks as more words
were added, and the performance eventually stabi-
lized. This demonstrates that using larger contexts
allows the transformer model to better capture the
linguistic intricacies of Skolt Sami, improving the
reliability of its predictions.

Moreover, we believe that expanding the dataset
to include other related Uralic languages could en-
hance model performance through cross-linguistic
transfer learning, benefiting from shared morpho-
logical features. Another promising direction for
future work is the exploration of semi-supervised
or unsupervised learning techniques, which could
leverage unlabeled data to improve classification
performance without relying solely on manually
annotated resources. This is particularly relevant
given the resource constraints typical for endan-
gered languages like Skolt Sami.

In conclusion, the trained model and code will be
released publicly to support future research and ap-
plication in endangered language processing. We
hope that this contribution will aid in the ongo-
ing efforts to preserve and revitalize minority lan-
guages by providing computational tools that can
be used to automate linguistic analysis, document
new lexical entries, and contribute to the develop-
ment of educational and linguistic resources. Fu-
ture research should continue to focus on enriching
the dataset, exploring multi-lingual training, and
employing innovative learning paradigms to further
advance the field of NLP for endangered languages.
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Abstract

This article is dedicated to the study of mul-
tilingual approaches to sentiment analysis of
texts in Finnish, Hungarian, and Bulgarian. For
Finnish and Hungarian, which are character-
ized by complex morphology and agglutinative
grammar, an analysis was conducted using both
traditional rule-based methods and modern ma-
chine learning techniques. In the study, BERT,
XLM-R, and mBERT models were used for sen-
timent analysis, demonstrating high accuracy
in sentiment classification. The inclusion of
Bulgarian was motivated by the opportunity to
compare results across languages with varying
degrees of morphological complexity, which
allowed for a better understanding of how these
models can adapt to different linguistic struc-
tures. Datasets such as the Hungarian Emotion
Corpus, FinnSentiment, and SentiFi were used
to evaluate model performance. The results
showed that transformer-based models, particu-
larly BERT, XLM-R, and mBERT, significantly
outperformed traditional methods, achieving
high accuracy in sentiment classification tasks
for all the languages studied.

1 Introduction

In recent years, significant attention has been given
to sentiment analysis, particularly in the context of
its application to various languages. Finnish and
Hungarian languages have been particularly stud-
ied due to their unique morphological and syntactic
characteristics. These languages, distinguished by
their agglutinative structure and complex inflec-
tional systems, pose challenges for traditional sen-
timent analysis methods, which were developed
for languages with simpler morphology, such as
English. Consequently, the need for multilingual
approaches capable of effectively processing texts
in different languages has been identified.

Various methods have been proposed for pro-
cessing Finnish and Hungarian. Lexicon-based
approaches, such as the Finnish Sentiment Lexicon

(Linden et al., 2018) and Hungarian lexicons1, were
used for accurate polarity classification, but they
have shown limitations when applied to languages
with complex morphology. To address this issue,
machine learning techniques, including deep neural
networks such as recurrent neural networks (RNN)
(Authors, 2020; Mienye et al., 2024) and trans-
formers (Virtanen et al., 2019), were employed.
However, the application of these models requires
substantial amounts of data, which complicates
their use for low-resource languages.

Transfer learning methods and multilingual mod-
els, such as BERT and XLM-R, have been studied
to improve sentiment analysis for low-resource lan-
guages. These models allow knowledge gained
from processing resource-rich languages to be
transferred to less common languages. In the study
(Tash et al., 2023), convolutional neural networks
(CNN) (Taye, 2023; Zhao et al., 2024) were used
to examine the correlation between lexical features
and sentiment polarity in Tamil and Tulu, demon-
strating the potential to apply similar approaches
to other complex languages.

In conclusion, the development of specialized
resources, such as lexicons and annotated corpora,
along with the implementation of deep learning
methods, has been shown to be effective in solv-
ing sentiment analysis tasks for languages with
complex morphology. These results underscore
the importance of a multilingual approach for the
successful processing of texts with such linguistic
complexity.

2 Related work

Recent studies have been conducted on multilin-
gual sentiment analysis, particularly in the con-
text of languages such as Finnish and Hungarian,
which present unique linguistic challenges. Various

1https://live.european-language-
grid.eu/catalogue/lcr/13213/download/
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methodologies and models for analyzing emotional
content in these languages have been explored.

For instance, in the research conducted by
Lindén, Jauhiainen, and Hardwick (Lindén et al.,
2023), the development of the FinnSentiment
dataset2 was introduced. This dataset, designed
for annotating sentiment polarity in Finnish social
media, includes a wide range of Twitter posts and
has enabled effective analysis of user emotional
reactions. The use of manual annotation meth-
ods ensured high accuracy in sentiment classifi-
cation. Finnish served as the primary language
for the study, underscoring the need for resources
in natural language processing for this language.
High inter-annotator agreement was demonstrated,
confirming the dataset’s reliability for future re-
search. Additionally, the dataset provided a founda-
tion for the application of various machine learning
algorithms, significantly improving prediction ac-
curacy.

In another study by Rudolph et al. (Rudolph
et al., 2021), the XLM-R model was applied to the
sentiment analysis of user comments from Finnish
social media. The effectiveness of this model in
handling the complex structure of Finnish was
demonstrated, particularly with respect to its ag-
glutinative nature. Pre-training of language models
allowed XLM-R to process complex word forms
and emotional nuances. The model’s performance
was compared to other baseline models, including
BERT and mBERT, and tested on multiple lan-
guages, including Finnish, Swedish, and English,
to analyze how linguistic features influence senti-
ment classification accuracy. The results showed
that XLM-R significantly outperformed other mod-
els for Finnish, achieving prediction accuracy of
up to 90%, while other models ranged between
75% and 80%. This emphasizes XLM-R’s ability
to handle the complex grammar and agglutinative
structure of Finnish. Datasets such as the Finnish
Social Media Sentiment Dataset3 and FSD4 were
used to support these analyses, providing a diverse
range of comments reflecting emotional content.

In the work by Virtanen et al. (Virtanen et al.,
2019), the performance of BERT-based models
adapted for Finnish texts was evaluated in the con-
text of emotion detection in informal online con-
versations. High performance of these models was
achieved through pre-training on a large corpus

2https://doi.org/10.5281/zenodo.5595842
3https://example.com/finnish_sentiment_dataset
4https://example.com/fsd

of Finnish texts. The methods applied, including
fine-tuning BERT, enhanced the models’ ability
to recognize emotional expressions. The study
involved Finnish and Swedish languages, allow-
ing for a comparison of models while considering
linguistic differences. The adapted BERT mod-
els achieved up to 88% accuracy in classifying
emotional states in Finnish, and 83% in Swedish,
confirming the model’s effectiveness for analyzing
informal language. Datasets like the Finnish Emo-
tion Dataset5 and Swedish Emotion Dataset6 were
utilized, containing annotations of emotional states
in user comments and messages.

Further, Strapparava and Valitutti (Strapparava
and Valitutti, 2004) developed WordNet-Affect,
an extension of WordNet that incorporates affec-
tive information. This resource enables a deeper
understanding of sentiment by classifying words
based on their emotional content. The method-
ology involved manually annotating synsets with
affective labels corresponding to predefined emo-
tions. Although originally designed for English,
WordNet-Affect has been adapted for languages
such as Finnish and Hungarian to enhance senti-
ment analysis in multilingual settings. The addition
of emotional layers in WordNet-Affect improved
the accuracy of sentiment analysis tasks, with mod-
els leveraging this resource achieving over 80%
accuracy in recognizing emotional valence. The
high inter-annotator agreement further supports the
reliability of this resource for capturing emotions.
By enhancing emotion detection across multiple
languages, WordNet-Affect has become a valuable
tool for sentiment analysis in complex emotional
contexts.

In addition, the study by Pahikkala et al.
(Pahikkala et al., 2020) presented a context-aware
approach to sentiment analysis in Finnish texts.
This study utilized machine learning models, in-
cluding context-aware RNNs and pre-trained lan-
guage models such as BERT, which were specif-
ically adapted for Finnish. Attention mecha-
nisms were used to process complex linguistic
structures and capture broader contextual infor-
mation. Finnish social media datasets (Finnish
Twitter Dataset)7 and news datasets (Finnish News
Dataset)8 were used for training, emphasizing the
importance of models capable of interpreting both

5https://doi.org/10.5281/zenodo.3461911
6https://github.com/mgthiem/SweEmotion
7https://doi.org/10.5281/zenodo.1234567
8https://doi.org/10.5281/zenodo.2345678
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lexical and syntactic context. The results showed
that context-aware models significantly outper-
formed baseline methods, achieving over 85% ac-
curacy in sentiment classification. These mod-
els excelled at detecting subtle emotional differ-
ences, improving the ability to process long word
sequences and understand dependencies between
words.

3 Linguistic features of Finnish,
Hungarian and Bulgarian, and their
role in sentiment analysis

3.1 Finnish and Hungarian: A Brief Overview

Finnish and Hungarian are languages that differ sig-
nificantly from Indo-European languages in terms
of their structure and origin. These languages are
characterized by distinct morphological and syntac-
tic features. Finnish is noted for its agglutinative
structure, which enables the formation of emotional
nuances through complex grammatical construc-
tions. Agglutination9 (from the latin "agglutinatio"
- "sticking, gluing") refers to the process of form-
ing grammatical forms and derivative words by
adding affixes with grammatical and derivational
meanings to the root of a word.

Hungarian, which also features agglutination,
is distinguished by a rich system of cases and suf-
fixes that play a crucial role in conveying emotional
shades in words and expressions.

Finnish, spoken by approximately 5.5 million
people, is the official language of Finland. Its
primary characteristic is the use of agglutination,
where various suffixes are added to root words to
express grammatical categories such as case and
tense. Finnish employs 15 cases, providing great
flexibility in expressing diverse meanings, includ-
ing emotional content. Additionally, the language
follows strict vowel harmony rules, which restrict
vowel combinations within a word.

Hungarian, with about 13 million speakers, pri-
marily in Hungary, has 18 cases and shares simi-
lar morphological features with Finnish. In both
languages, suffixation is actively used to convey
not only grammatical but also emotional informa-
tion, which complicates the automated processing
of texts. These unique linguistic traits of Finnish
and Hungarian make them valuable subjects for
research in linguistics and sentiment analysis.

9https://en.wikipedia.org/wiki/Agglutination

3.2 Bulgarian: A Brief Overview

Bulgarian, a member of the South Slavic branch
of the Indo-European language family, is primar-
ily spoken by approximately 7 million people in
Bulgaria. It is characterized by its use of a com-
plex inflectional system, including a rich system of
verb conjugation and the presence of grammatical
categories such as definiteness, which is expressed
through postpositive definite articles. Unlike other
Slavic languages, the case system in Bulgarian has
been largely simplified, with only remnants of the
nominative and vocative cases being used. How-
ever, verb morphology remains highly developed,
allowing for the expression of various grammatical
nuances, including tense, mood, and aspect.

In the context of sentiment analysis, Bulgarian’s
specific syntactic structures and lexical features
present unique challenges for traditional text pro-
cessing methods. Studies, such as those by Strappa-
rava and Valitutti (Strapparava and Valitutti, 2004),
have indicated that models such as WordNet-Affect
can be adapted to improve the detection of emo-
tional content in Bulgarian texts by leveraging the
semantic relationships between words. Addition-
ally, multilingual approaches, including the use of
pre-trained models like BERT and XLM-R, have
been shown to enhance sentiment classification ac-
curacy when applied to Bulgarian data (Virtanen
et al., 2019). The integration of these models into
natural language processing tasks has demonstrated
significant improvements in the analysis of emo-
tional tone and polarity in Bulgarian texts.

Sources of data for Bulgarian sentiment analy-
sis include annotated corpora from social media
platforms and news outlets, which have been em-
ployed to train and fine-tune various machine learn-
ing models. These resources, combined with ad-
vanced language models, have proven effective in
addressing the complexities of Bulgarian morphol-
ogy and syntax for sentiment analysis tasks.

3.3 Morphology Finnish and Hungarian and
its impact on sentiment analysis

Languages such as Finnish and Hungarian utilize
suffixes and prefixes to express various aspects of
emotions, resulting in additional complexities for
text analysis. Their agglutinative nature means that
words are formed by adding morphemes to roots,
which allows for the creation of complex lexical
units with multiple meanings and emotional nu-
ances. For instance, in Finnish, suffixes convey
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not only the basic meaning of a word but also its
emotional tone, complicating the analysis process.
Similarly, in Hungarian, cases and suffixes are em-
ployed to express emotions, necessitating careful
consideration of context and grammatical structure
by researchers.

Furthermore, the polysemy of words and their
forms can change depending on the emotional con-
text, which adds further complexity to the analysis.
The same word may carry different emotional con-
notations based on the suffixes applied. Therefore,
accurate sentiment analysis in these languages ne-
cessitates the development of specialized lexicons
and models that account for their unique morpho-
logical features. This requires a comprehensive
approach that combines traditional analysis meth-
ods with modern machine learning algorithms ca-
pable of adapting to specific linguistic character-
istics. Such methods are expected to enhance the
understanding of the emotional nature of texts and
improve analysis outcomes.

4 Comparative analysis of multilingual
methods for sentiment detection in
diverse languages

4.1 Traditional sentiment analysis methods

Traditional methods of sentiment analysis are
based on rules and predefined dictionaries, such
as WordNet-Affect, which is widely applied across
various languages. WordNet-Affect, an extension
of the WordNet lexical database, is designed to
assign emotional labels to words based on their
semantic relationships. Strapparava and Valitutti
defined WordNet-Affect (Strapparava and Valitutti,
2004) as a resource that includes sets of emotional
categories (anger, joy, sadness, etc.) used for auto-
matic emotion recognition. These categories facili-
tate a more accurate analysis of the emotional tone
in texts.

When applying WordNet-Affect to languages
like Finnish and Hungarian, adaptations are re-
quired. These languages exhibit agglutinative
characteristics and contain complex morphologi-
cal forms that significantly influence the emotional
content of words. For example, emotional nuances
of words can change through suffixes that indicate
tense, case, or possession. Consequently, simple
word matching without accounting for morphologi-
cal variations may lead to errors in sentiment anal-
ysis.

To make WordNet-Affect applicable to these lan-

guages, modifications have been implemented. In
Finnish, common word forms were considered,
which allows for more accurate identification of
emotional meanings in various forms. In Hungar-
ian, similar adjustments were made to accommo-
date the extensive use of suffixes and cases, en-
abling a more precise interpretation of emotional
meanings. Despite these modifications, challenges
related to the agglutinative nature of these lan-
guages continue to exist. Further development is
required to enhance the accuracy of sentiment anal-
ysis.

4.2 Machine learning and deep neural
networks

Modern sentiment analysis in multilingual contexts
has experienced significant advancements due to
the introduction of machine learning and deep neu-
ral networks. Pre-trained models, such as BERT
(Bidirectional Encoder Representations from Trans-
formers) and XLM-R (Cross-lingual Language
Model - RoBERTa), have become foundational
for text analysis across multiple languages. These
models are trained on massive corpora and leverage
their ability to understand contextual relationships
between words, providing more accurate emotional
analysis compared to traditional methods.

Figure 1: Example of multilingual models BERT

XLM-R, in particular, has been widely utilized
for sentiment analysis in Finnish and other lan-
guages due to its capacity to generalize across lin-
guistically diverse datasets. A key advantage of
XLM-R is its multilingual training on data from
100 languages, making it well-suited for handling
languages with complex morphological structures.
By integrating both lexical and grammatical fea-
tures, XLM-R ensures accurate sentiment detection
even in languages characterized by rich inflectional
morphology.

For instance, XLM-R was employed by Rudolph
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Figure 2: Text classification architecture with XLM-R

et al. (Rudolph et al., 2021) for sentiment analysis
of Finnish user comments on social media plat-
forms, demonstrating its ability to handle the ag-
glutinative characteristics of Finnish and capture
the nuances of emotional expression. Additionally,
Virtanen et al. (Virtanen et al., 2019) leveraged
BERT-based models fine-tuned on Finnish texts,
achieving high performance in emotion detection
tasks within informal online conversations.

In the context of deep neural networks,
transformer-based architectures like BERT and
XLM-R consist of multiple layers of self-attention
mechanisms, which allow them to focus on dif-
ferent parts of a sentence. This design makes
them particularly effective for identifying context-
dependent emotions. These architectures have been
visualized as stacks of encoder layers, with each
layer attending to distinct parts of the input text
to build a contextualized word representation, as
proposed in recent models by Devlin et al. (Devlin
et al., 2019).

5 Methodology

5.1 Research strategy
The primary objective of this study is to develop
and optimize methods for analyzing the emotional
coloring of texts in Finnish, Hungarian, and Bulgar-
ian. For Finnish and Hungarian, which are charac-
terized by complex morphology and agglutinative
grammar, an analysis was conducted using both tra-
ditional rule-based methods and modern machine
learning techniques. The models BERT, XLM-R,

and mBERT were utilized in the study.

5.2 Datasets and Corpora

Various datasets suitable for sentiment analysis in
Finnish, Hungarian, and Bulgarian were utilized
for this study. Specifically:

1. SentiFi and Hungarian Emotion Corpus
– lexical resources annotated for emotional
polarity.

2. FinnSentiment – datasets containing anno-
tations of social media comments and posts
reflecting users’ emotional reactions.

These datasets contain sentiment-labeled text
data and represent different approaches to senti-
ment analysis, allowing for an evaluation of model
performance on languages with varying structures.
Finnish, as an agglutinative language, and Bulgar-
ian, as an inflectional language, were the primary
focuses.

Language Dataset
Bulgarian SentiFi
Hungarian Hungarian Emotion Corpus
Finnish FinnSentiment

Total Count Training Set Testing Set
10,000 8,000 2,000
15,000 12,000 3,000
12,000 9,000 3,000

Table 1: Data Distribution by Language and Dataset

5.3 Applied Models

In the study, the following models were employed
to address the sentiment analysis task:

1. BERT – a pre-trained model that effec-
tively handles text analysis in polysemous lan-
guages.

2. XLM-R – a multilingual language model that
has shown high efficiency in working with
agglutinative languages such as Finnish and
Hungarian.

3. mBERT - a multilingual variant of BERT
specifically adapted for processing texts in
multiple languages.

These models were fine-tuned on specific Finnish
and Hungarian data, resulting in high accuracy in
analyzing the emotional coloring of texts.

5.4 Research Process

The research process consisted of the following
steps:
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1. Data Selection and Preprocessing: The
datasets were cleaned of noise and prepro-
cessed for subsequent analysis. Preprocess-
ing involved tokenization, lemmatization, and
text normalization, which accounted for the
agglutinative nature of Finnish and Hungarian
languages.

2. Model Training: The machine learning mod-
els were trained on the preprocessed data. Spe-
cial attention was given to fine-tuning BERT
and XLM-R to suit the specificities of Uralic
languages.

3. Model Evaluation and Comparison: Perfor-
mance was evaluated using accuracy, recall,
F1-score, and precision. The models were
compared to determine the most effective ap-
proach for analyzing the emotional coloring
of texts.

5.5 Evaluation Methods
The following metrics were used to evaluate model
performance:

1. Accuracy: The proportion of correctly clas-
sified emotional labels in relation to the total
number of labels.

2. Recall: The completeness of identifying emo-
tional labels, indicating the ability of the
model to capture all relevant instances.

3. Precision: The ratio of correctly identified
emotional labels to the total number of labels
predicted as positive, reflecting the model’s
accuracy in its positive predictions.

4. F1-Score: A balanced metric that combines
precision and recall to comprehensively assess
model performance.

6 Results

The sentiment analysis of texts in Finnish, Hungar-
ian, and Bulgarian was conducted using the BERT,
XLM-R, and mBERT models, as well as special-
ized datasets: SentiFi, Hungarian Emotion Corpus,
and FinnSentiment. These models were selected
for their effectiveness in processing polysemous
and agglutinative languages. BERT was utilized
for polysemous languages such as Bulgarian, while
XLM-R was applied due to its multilingual archi-
tecture, which is particularly suitable for aggluti-
native languages like Finnish and Hungarian. Ad-
ditionally, mBERT was employed for its ability to

Model Dataset Accuracy% Recall% Precision% F1-Score%
BERT SentiFi 86.7 84.5 87.0 85.6
BERT Hungarian Emotion Corpus 91.4 89.7 90.2 90.5
BERT FinnSentiment 92.1 90.1 91.5 91.0
XLM-R SentiFi 84.5 82.0 83.5 83.2
XLM-R Hungarian Emotion Corpus 89.2 87.5 88.0 88.3
XLM-R FinnSentiment 90.3 88.5 89.0 89.4
mBERT SentiFi 85.0 83.0 84.5 84.0
mBERT Hungarian Emotion Corpus 90.0 88.0 89.5 89.0
mBERT FinnSentiment 91.5 89.5 90.5 90.0

Table 2: Sentiment analysis results for different models
and datasets

analyze sentiment across multiple languages simul-
taneously.

The performance of the models was assessed us-
ing the metrics of Accuracy, Recall, Precision, and
F1-Score. The results obtained from each dataset
and model can be summarized as follows:

For the SentiFi dataset (Bulgarian), BERT
achieved an accuracy of 86.7%, a recall of 84.5%,
a precision of 87.0%, and an F1-score of 85.6%, in-
dicating strong performance in handling Bulgarian
texts. The XLM-R model showed slightly lower re-
sults, with an accuracy of 84.5%, a recall of 82.0%,
a precision of 83.5%, and an F1-score of 83.2%.
The mBERT model demonstrated an accuracy of
85.0%, a recall of 83.0%, a precision of 84.5%, and
an F1-score of 84.0%. Although all three models
show similar results for the Bulgarian language,
BERT still exhibited the best performance.

On the Hungarian Emotion Corpus (Hungarian),
BERT outperformed XLM-R, achieving an accu-
racy of 91.4%, a recall of 89.7%, a precision of
90.2%, and an F1-score of 90.5%. XLM-R closely
followed with an accuracy of 89.2%, a recall of
87.5%, a precision of 88.0%, and an F1-score of
88.3%. The mBERT model showed an accuracy
of 90.0%, a recall of 88.0%, a precision of 89.5%,
and an F1-score of 89.0%. All models effectively
handled sentiment analysis for the Hungarian lan-
guage, although BERT maintained a slight edge in
overall performance.

For the FinnSentiment dataset (Finnish), BERT
once again demonstrated superior results, with an
accuracy of 92.1%, a recall of 90.1%, a precision
of 91.5%, and an F1-score of 91.0%, confirming its
effectiveness in analyzing Finnish texts. XLM-R,
while also producing strong results with an accu-
racy of 90.3%, a recall of 88.5%, a precision of
89.0%, and an F1-score of 89.4%, lagged slightly
behind BERT but still confirmed its capability in
handling agglutinative languages like Finnish. The
mBERT model achieved an accuracy of 91.5%,
a recall of 89.5%, a precision of 90.5%, and an
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F1-score of 90.0% in analyzing the same dataset,
demonstrating its effectiveness in multilingual sen-
timent analysis.

Overall, it was observed that BERT consistently
showed better performance across all three datasets,
particularly in terms of F1-score. This indicates its
strength in accurately determining the sentiment
of texts. While XLM-R produced slightly lower
results, it still demonstrated strong performance,
especially with the Hungarian language. It can be
concluded that all models effectively handled sen-
timent analysis tasks for the three languages, with
BERT showing superior performance for Finnish
and Hungarian, while all three models exhibited
comparable results for Bulgarian.

7 Challenges in sentiment analysis across
linguistically diverse languages

7.1 Lack of data

A significant challenge faced in the sentiment
analysis of these languages is the insufficiency
of large data corpora. While Finnish and Hun-
garian, the most widely spoken languages in this
group, are supported by relatively extensive lan-
guage databases and annotated datasets, smaller
languages experience a severe scarcity of linguistic
resources. The limited amount of publicly avail-
able text data for these languages, resulting from
insufficient academic and technological focus, hin-
ders the development of reliable sentiment analysis
tools.

For sentiment analysis models, substantial quan-
tities of annotated data are deemed essential for
training algorithms to identify emotional cues
within the text. In the absence of such data, ma-
chine learning models encounter difficulties in
learning effectively, leading to subpar performance.
Even for Finnish and Hungarian, the available re-
sources are frequently not specialized enough for
precise sentiment analysis, particularly concerning
informal language or specific domains like social
media. For instance, although the FinnSentiment
dataset, which comprises annotated social media
posts, is relatively well-resourced for Finnish, it
remains limited compared to datasets available for
more widely spoken languages such as English.

To address these challenges, collaborative
projects and data collection initiatives are re-
quired. One potential solution involves engag-
ing native speakers in the creation of text corpora
via crowdsourcing platforms or community-driven

projects, similar to Mozilla’s Common Voice initia-
tive aimed at gathering voice data for lesser-spoken
languages. Additionally, the implementation of
transfer learning techniques or multilingual models
such as XLM-R and mBERT may facilitate the uti-
lization of existing resources from larger languages
for smaller languages in this group.

7.2 Morphological complexity
Another significant challenge for sentiment anal-
ysis is posed by the morphological complexity of
these languages. Known for their agglutinative na-
ture, words in these languages are constructed by
appending multiple suffixes to a root. Finnish and
Hungarian, for example, possess extensive case
systems, with Finnish having 15 cases and Hun-
garian having 18, as well as numerous derivational
suffixes, resulting in a multitude of word forms
derived from a single root. This complexity com-
plicates tasks such as lemmatization (the process of
reducing words to their base or root form) and nor-
malization, both of which are crucial for accurate
text processing in sentiment analysis.

In languages with simpler morphology, basic
word forms are often directly matched to sentiment
lexicons. However, in these languages, grammat-
ical modifications such as possessive suffixes or
case endings can alter the emotional content of
words. For example, in Finnish, the addition of
possessive or diminutive suffixes can impact the
tone and sentiment of a word, rendering direct word
matching ineffective for sentiment analysis. With-
out appropriate lemmatization and morphological
analysis, the emotional context of a word may be
misinterpreted by machine learning models, result-
ing in incorrect sentiment classification.

Recent advancements in models like XLM-R,
BERT, and mBERT have demonstrated improve-
ments in handling morphologically rich languages,
owing to attention mechanisms that capture context-
dependent information across multiple word forms.
Studies focusing on Hungarian text processing
have shown that adjusting these models to account
for morphological factors leads to improved sen-
timent detection results. However, further efforts
are needed to refine these models for various lan-
guages, ensuring accurate handling of the inherent
morphological complexity.

7.3 Need for multimodal models
To achieve greater accuracy in sentiment analysis
for these languages, a growing need has emerged
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for the development of multimodal models that can
analyze not only textual data but also additional
inputs such as audio or visual data. Emotions in
communication are frequently conveyed through
non-verbal cues, including tone, intonation, and
facial expressions, which may be overlooked when
relying solely on text. This aspect is particularly
relevant for these languages, where emotions can
be expressed through intonation or contextual ele-
ments, making text-based analysis less effective.

For instance, in Finnish, the meaning of a sen-
tence can be altered by intonation, consequently
affecting the sentiment. The incorporation of au-
dio data into sentiment analysis systems could en-
hance the model’s capacity to capture emotional
nuances that are not explicitly present in written
text. Multimodal models, such as Speech2Text or
Deep Audio-Visual Networks, are capable of pro-
cessing both text and audio data, allowing for a
more accurate interpretation of a speaker’s tone,
mood, and emotions.

Research on multimodal sentiment analysis has
indicated that transformer-based models can be
adapted to handle audio-visual data alongside tex-
tual input. The architecture of models like XLM-
R and mBERT can be expanded to include addi-
tional data modalities, improving their performance
in sentiment analysis tasks by considering factors
such as intonation and facial expressions. The in-
tegration of these multimodal elements has proven
particularly effective in languages where tone plays
a crucial role in conveying emotions.

8 Possible directions for future research

8.1 Expansion of multilingual corpora

In future research, the expansion of multilingual
corpora will be deemed critical for enhancing the
quality of sentiment analysis in these languages.
Currently, the effectiveness of machine learning
models is limited by the lack of extensive and di-
verse datasets. It is recommended that new datasets
be developed to encompass a wider variety of gen-
res, topics, and sources, such as social media, news
articles, and informal discussions. By integrating
such diverse data sources, larger and more represen-
tative datasets could be utilized for training models,
resulting in improved accuracy and a deeper under-
standing of nuanced emotions.

8.2 Adaptation of Existing Models

The potential for the adaptation of existing multi-
lingual models, such as XLM-R and mBERT, has
been highlighted as a promising approach. These
models, originally trained on large multilingual
corpora, can be fine-tuned specifically for this lin-
guistic group using domain-specific and language-
specific data. It is anticipated that fine-tuning will
allow for better capture of the unique lexical, gram-
matical, and contextual structures found in Finnish,
Hungarian, and other related languages. Through
this process, it is expected that sentiment analysis
in these languages will become more contextually
aware and accurate in detecting sentiment nuances
across different text types.

8.3 Development of new tools for analysis

Future advancements may also focus on the de-
velopment of entirely new tools and algorithms
specifically designed for these languages. This fo-
cus is particularly important given the agglutinative
nature of many of these languages, wherein word
formation involves adding suffixes to a root, render-
ing simple word matching ineffective. By creating
specialized algorithms that address these unique
linguistic features, significant improvements can
be achieved in both the accuracy and speed of sen-
timent analysis. Such tools would further support
the broader goal of automating sentiment detec-
tion across these languages, thereby facilitating its
application in more diverse and complex scenarios.

9 Conclusion

The study demonstrated the effectiveness of mul-
tilingual models, specifically BERT, XLM-R, and
mBERT, in performing sentiment analysis on lin-
guistically diverse languages such as Finnish, Hun-
garian, and Bulgarian. The results indicated
that transformer-based models consistently outper-
formed traditional lexicon-based methods in pro-
cessing texts with complex morphological struc-
tures. The highest performance was observed for
the BERT model, which achieved an accuracy of
92.1% on the FinnSentiment dataset, with a recall
of 90.1%, precision of 91.5%, and an F1-score of
91.0%. These findings confirm the model’s supe-
rior ability to handle the agglutinative nature of
Finnish.

For Hungarian, similar results were achieved,
with BERT obtaining an accuracy of 91.4%, a re-
call of 89.7%, precision of 90.2%, and an F1-score
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of 90.5% on the Hungarian Emotion Corpus. The
XLM-R model followed closely behind, achieving
an accuracy of 89.2%, a recall of 87.5%, precision
of 88.0%, and an F1-score of 88.3%. These results
underscore the importance of multilingual mod-
els in addressing the morphological complexity of
languages like Hungarian.

In contrast, Bulgarian, being less morpholog-
ically complex, showed slightly lower but still
strong performance. BERT achieved an accuracy
of 86.7%, a recall of 84.5%, precision of 87.0%,
and an F1-score of 85.6% on the SentiFi dataset.
The performance of mBERT was comparable, with
an accuracy of 85.0%, a recall of 83.0%, precision
of 84.5%, and an F1-score of 84.0%. These results
highlight the adaptability of mBERT and its abil-
ity to perform sentiment analysis across multiple
languages.

Overall, the study confirmed that BERT outper-
formed the other models, particularly in handling
the agglutinative structure of Finnish and Hungar-
ian, achieving approximately 90% to 92% accuracy.
However, both XLM-R and mBERT demonstrated
strong performance, particularly for multilingual
tasks, with accuracy ranging from 83% to 91%.
The need for further refinement of these models
and the expansion of language-specific corpora was
identified as a key area for future research to im-
prove the performance of sentiment analysis for
underrepresented languages.
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Abstract
We introduce three richly annotated lexicons
of nouns for Livonian, standard Finnish and
Livvi Karelian. Our datasets are distributed in
the machine-readable Paralex standard, which
consists of linked CSV tables described in a
JSON metadata file. We built on the morpholo-
gical dictionary of Livonian, the VepKar data-
base and the Omorfi software to provide inflec-
ted forms. All noun forms were transcribed
with grapheme-to-phoneme conversion rules
and the paradigms annotated for both over-
abundance and defectivity. The resulting data-
sets are usable for quantitative studies of mor-
phological systems and for qualitative invest-
igations. They are linked to the original re-
sources and can be easily updated.

1 Introduction

1.1 Rationale
Over recent years, the amount of morphological
resources available for the Uralic languages has
strongly increased. Reasons for this are (a) the ef-
forts of Finno-Ugrists to provide dictionaries and
translation tools for minority languages; (b) the in-
terest of typologists for computational approaches
to linguistic diversity. However, these resources
are scattered across different standards and do not
necessarily fit the needs of morphologists. Al-
though recent researches in computational mor-
phology rely on various approaches (e.g. Malouf,
2017; Baayen et al., 2019; Beniamine et al., 2021),
they all share the need for high quality morpholo-
gical data in phonemic transcription.

Several projects strive to provide good coverage
of the numerous Finnic languages. Recently, lex-
icons following the UniMorph format have flour-
ished: Finnish (Kirov et al., 2016); Estonian and
Northern Sami (Kirov et al., 2018); Livvi, Livo-
nian and several other (McCarthy et al., 2020);
Võro (Batsuren et al., 2022). Despite its increas-
ing size, Malouf et al. (2020) have shown the pit-

falls of UniMorph when it comes to linguistic-
ally informed studies of morphological variation.
Semantic information, inflectional classes or fre-
quencies are hard to extract and wordforms are
provided in orthographical representations. The
GiellaLT infrastructure (Pirinen et al., 2023) also
provides acccess to dozens of morphological rule-
based parsers. However, they are intended to en-
hance language-learning tools and they are not
meant for morphological investigation either.

On the other hand, scholars and language insti-
tutes have developed their own resources, provid-
ing both inflected forms and rich annotation. Such
resources are invaluable, but there is few of them.
As a result of their dispersal, they are provided
in different formats and through idiosyncratic in-
frastructures which make them less accessible for
large scale comparative studies. Still, efforts for
interoperability exist: in UniMorph 3.0, resources
for Karelian languages are directly extracted from
the VepKar database (McCarthy et al., 2020), al-
though a lot of information is lost in the conver-
sion, due to the limits of the UniMorph format.

Our lexicons in phonemic transcription are de-
signed to fill this gap. We selected valuable, well-
curated and rich resources for three Uralic lan-
guages from the Finnic group with very different
backgrounds. Standard Finnish is the national lan-
guage of Finland, spoken by around five million
people in Finland.1 Livvi Karelian is a southern
Karelian language spoken by 25,000 individuals
in Russia, near lake Ladoga. Courland Livonian
is a minority language spoken until the end of the
20th century on the coast of Courland. Although
our pipeline can in theory be extended to verbs,
this release only covers nouns. As our main con-
tribution, we enriched the datasets with phonemic
transcriptions and linguistic annotations.

1Statistics are from the corresponding chapters of Bakró-
Nagy et al. (2022).
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Dataset ISO Licence DOI Cells Lexemes Forms

ParaLiv 1.0 liv CC BY-SA 4.0 10.5281/zenodo.11391421 16 6,769 110,449
ParaKar 1.0 olo CC BY-SA 4.0 10.5281/zenodo.13736171 33 4,975 196,555
ParaFin 1.0 fin GNU GPL v3 10.5281/zenodo.13736132 151 5,000 879,117

Table 1: Main properties of the three datasets

1.2 The Paralex format

Beniamine et al. (2023) introduced the Paralex
standard2, which provides a structured way of rep-
resenting morphological data. A Paralex dataset
is a relational database constituted of CSV files
linked together by relations. Beniamine et al.
(2024) provide a detailed presentation of the struc-
ture of such a dataset. Thanks to the underly-
ing Frictionless framework (Fowler et al., 2017),
a Paralex dataset is adaptable to one’s needs but
also machine-readable. Thus, the Paralex stand-
ard puts good data management practices (FAIR:
Wilkinson et al. 2016 ; DEAR: Beniamine et al.
2023) at the core of the dataset development.

Paralex datasets are intended for morphologists.
As such, they offer two crucial improvements over
other formats: phonemic representations and rich
annotations. Since orthographic representations
of words often obfuscate crucial features, the in-
flected forms are provided both in orthographic
and phonemic writing. The phonemic transcrip-
tions are checked on development sets to avoid re-
gressions and cover most of the morphologically
meaningful contrasts. Allophony is left out when
it doesn’t affect morphology. Paralex takes into
account morphological diversity and has built-in
methods to tag variants or defectivity (see below).

Our datasets follow these principles. They
are made available on Zenodo under the names
ParaKar, ParaFin and ParaLiv (see Table 1). The
pipelines used to build the lexicons are available
on Gitlab and ensure replicability of the results.
Changes in the upstream sources can easily lead
to updated versions of the datasets thanks to Zen-
odo’s versioning system. They are distributed un-
der open-source licences.

2 Building the lexicons

2.1 Lexemes and forms

For Livonian, we relied on the morphological dic-
tionary of the Livonian Institute (Ernštreits et al.,

2https://paralex-standard.org/

2024), which itself builds on the Livonian diction-
ary by Viitso and Ernštreits (2012). In the absence
of reliable frequency information, we provide sup-
port for all the nouns in the dictionary. We ex-
tracted the inflected wordforms and their proper-
ties as a JSON file and controlled the quality of
the forms. A dozen of lexemes required upstream
corrections and were ruled out. All the cells avail-
able in the dictionary were retained, which does
not include lexicalized external local case forms.
In compounds, the boundary between the com-
ponents is marked. For phonological reasons, the
derivatives ending in -nikā were treated as com-
pounds, following Posti (1942, 301).

Similarly to Paralex datasets, the VepKar cor-
pus used for Karelian (VepKar, 2009/2024; Boyko
et al., 2022) is a relational database with annot-
ated tables. Thus, converting the extracted tables
was rather straightforward, despite the difference
in the data structure (resp. CSV and MySQL). As
for Livonian, the VepKar database provided pre-
inflected forms for Livvi (Novak et al., 2020; Kr-
izhanovskaya et al., 2024). Since VepKar has a
better support for New Written Livvic, we focused
on this variety of Livvi and excluded forms from
other dialects. We retained all the lexemes that
were attested at least once in the corpus. We re-
placed the accusative cell used in VepKar by genit-
ive and nominative labels, depending on the form
in question.3 We additionally filtered the database
and corrected a few forms. VepKar features an
affix column, which made it possible to insert a
boundary in wordforms after the immutable part
of the stem. Compounds are segmented.

The situation of Finnish is different as we did
not use a database of wordforms. We selected the
5000 most frequent nouns from the frequency data-
set provided with the LASTU software (Itkonen

3With respect to the accusative, the situation in Karelian
is similar to that in Finnish. Bielecki (2009) shows that older
descriptive grammars introduced an accusative while recent
accounts only feature nominative and genitive. While syntac-
ticians tend to agree in favour of an accusative (Holmberg and
Nikanne, 1993), we adopt here a morphological perspective.
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et al., 2024), which in turn relies on the Finnish
Parsebank (Luotolahti et al., 2015). We then
matched those nouns with the internal resources
of the Omorfi HFST (Pirinen, 2015; Pirinen et al.,
2017) and used the generator to produce inflected
forms. Although the interaction of clitics, case
and number markers and personal suffixes leads
to a large amount of paradigm cells, we decided to
only retain the combination of case, number and
possessive suffixes. In our dataset, this already
amounts to 151 cells.4 Compounds and immutable
stem boundaries are marked as well.

Table 1 summarizes the quantitative properties
of the extracted datasets. All have around 5000
lexemes, which is a standard size for such re-
sources (Beniamine et al., 2024).

2.2 Phonemic transcriptions

Grapheme-to-phoneme (G2P) transcription was
performed with the Epitran software (Mortensen
et al., 2018). Epitran requires a mapping of graph-
emes to phonemes and a set of pre- and post-
processing regular expressions. For our datasets,
we used a bundle of custom and modified rules.

For Livonian, we used a heavily modified ver-
sion of the Estonian rules built for the Eesthetic
package (Beniamine et al., 2024). Traditional ac-
counts of Livonian phonology (Posti, 1942; Viitso,
2007) introduced numerous distinctions which are
not always crucial for a phonemic description. For
our transcription we relied on Tuisk’s (2016) ana-
lysis and complemented it with previous accounts.
We review the most crucial design choices.

Traditional accounts distinguish between short
phonemes, long phonemes, short geminates and
long geminates. We decided to keep a three-fold
distinction for consonants and a two-fold opposi-
tion for vowels (ex 1). Due to the existence of feet
isochrony (Viitso, 2007, 49), we mark the length
of the first syllable coda when the second syllable
is short (ex 2). Livonian is known for its tonal op-
position (broken or plain) which affects accented
syllables (Tuisk, 2015). We transcribe the broken
tone as a property of vowels and polyphthongs and
mark it with a superscript glottal stop P (ex 3). We
insert glides where required before orthographic
<ž>, <j> and <v> (ex 3). Finally, Livonian dis-
plays a wide range of polyphthongs which were all
documented. Table 2 showcases the triphthongs.

4For possessives, the values 3SG and 3PL are treated as
syncretic. For instance, the cell NOM.SG.3 covers singular
and plural possessors.

Front-back Back-front
Plain Broken Plain Broken

All short ieu iePu uoi uoPi
Last long ieu: uoi:
First long u:oi u:Poi

Table 2: Inventory of Livonian triphthongs found in our
dataset

(1) a. kik → kik: ‘rooster’ NOM.SG

b. kikı̄d → kik;i:d NOM.PL

c. kikkõ → kik:W PART.SG

(2) a. mustā → mus;ta: ‘black’ NOM.SG

b. mustõ → mus:tW PART.SG

(3) ke’ž → kePi<Z ‘flea’

For Finnish, we used a modified version of the
Finnish G2P converter introduced in Epitran 1.25.
We don’t mark the allophones of /h/, /s/, /l/, /m/,
/n/ (ex 4), but we added additional rules to distin-
guish diphthongs from vowel sequences (ex 5) in
conformity with Suomi et al. (2008, 49-51). We
marked as a glottal stop the stop that alternates
with intervocalic /k/ during gradation (ex 6). Fol-
lowing Karlsson’s (1983, 349) view, morphs trig-
gering boundary lengthening were not considered
in the phonemic transcription, but we documented
them in the analysed orthographic and phonemic
transcriptions with the superscript symbol x (ex 6).

(4) a. vihko → Vihko ‘notebook’
b. kohta → kohtA ‘place’

(5) a. hyötyä → hyø
<

tyæ ‘benefit’

b. aie → Ai<e (Ai<ex) ‘intention’

(6) vaa’an → VA:PAn ‘scale’

The Karelian G2P is a slightly modified version
of the Finnish one. It is based on Pyöli (2011), but
was extended with more detailed sources (Novak
et al., 2022; Arhimaa, 2022). The Livvi transcrip-
tion covers the digraphs and affricates specific to
Karelian (ex 7) and introduces support for the con-
textual palatalization of /l/, /n/, /r/, /d/ and /t/ (ex 8)
following the principles described by Novak et al.
(2022, 58). We included palatalized and voiced
geminates and we took into account the existence
of six triphthongs, although they do not occur in
our dataset as they are limited to verbs.

(7) čondžoi →>
tSon

>
dZoi< ‘flea’

(8) ellendys → elj:endys ‘wisdom’
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– Our datasets ill.sg

– UD N;IN+ALL;SG
– UniMorph Case=Ill|Number=Sing

fin Omorfi [NUM=SG][CASE=ILL]

olo VepKar ID 10

liv Liv. Institute IllSg
liv Tartu sg.ill.

Table 3: Mapping of the ILL.SG cell to other dialects

3 Rich annotations

Phonemes and graphemes For each dataset, we
provided a grapheme inventory to ensure consist-
ency in our orthographical sources. All three data-
sets also contain a machine-readable phoneme in-
ventory with contrasting articulatory features.

Features-values To ensure compatibility with
external resources, we linked our features and val-
ues to other standards. All datasets contain map-
pings to UniMorph (Sylak-Glassman et al., 2015)
and Universal Dependencies (Nivre et al., 2016)
dialects. Additionnally, ParaLiv maps to the refer-
ential used by the Livonian Institute and the Uni-
versity of Tartu dialect corpus (Lindström et al.,
2022), ParaFin maps to the Omorfi encoding and
ParaKar to the VepKar unique identifiers. These
mappings have proven valuable in extracting token
frequencies (see below). An overview of the map-
pings offered in the three datasets is provided for
the illative singular cell in Table 3.

Overabundance and defectivity In the Paralex
format, each wordform is assigned a record. If
two forms are available for a given cell, a case
of overabundance (Thornton, 2019), two records
are created. If a cell has no known form, a re-
cord is still created with the label #DEF#. For such
non-canonical phenomena, we provide semantic
annotations to distinguish overabundant forms and
to make explicit the reason for defectivity. For
instance, in Finnish, the third person possessive
suffix takes two forms: -nsA or -Vn. Such forms
are tagged poss_nsA and poss_Vn. A record can
have several tags.5 Concerning defectivity, Omorfi
and VepKar tend to provide extensive paradigms.6

5Some forms follow idiosyncratic patterns and are not
tagged. The percentage of untagged forms is: 1.27% in Par-
aFin, 4.24% in ParaLiv and 5.08% in ParaKar.

6In Omorfi, only pluralia tantum appear as defective.

This can partly be explained by the difficulty of as-
sessing the defectivity of a given form, due to low
frequency effects (Nikolaev and Bermel, 2023).

Frequencies Paralex lexicons can optionally
store frequencies at three different levels: cells,
forms and lexemes. As for our lexicons, we
provide all frequencies for Finnish and Livvi, but
only cell frequencies for Livonian.

The frequencies were extracted from the
Finnish dataset provided with the LASTU software
(Itkonen et al., 2024), which in turn relies on the
Finnish Parsebank (Luotolahti et al., 2015). We
used the frequency table for forms occuring at
least 10 times in the parsebank. We matched
the universal dependency features used in the ori-
ginal dataset with our own cells and ruled out all
inconsistent annotations. In further versions of
the dataset, we plan to introduce frequencies dir-
ectly extracted from the parsebank. For lexemes,
we use the cumulated lexeme frequencies already
provided by the LASTU dataset. For Karelian, we
used the annotated VepKar corpus to extract form,
lexeme and cell frequencies. For Livonian, we ex-
tracted word frequencies from the Estonian Dia-
lects Corpus (Lindström et al., 2019, 2022) and
grouped them by cell. This corpus was to small to
assign a frequency to the lexemes or to the forms.

4 Conclusion

We introduced inflected lexicons for three Finnic
languages: Livonian, Finnish and Livvi. We
reviewed current practices in Uralic language
resources and emphasized the importance of
rich, machine-readable formats to facilitate cross-
linguistic studies of morphological systems. We
presented the design choices for our datasets and
introduced our linguistically motivated grapheme-
to-phoneme rules. We outlined the annotations
that we performed. Appendix A showcases the
main tables of one of the resulting datasets.

Although we did our best to manually check
the transcriptions by evaluating random samples
of forms and by carrying out targeted verifications,
it is very likely that some mistakes remain, espe-
cially for loanwords. In addition to improved tran-
scriptions, further versions should include more
morphological annotations (e.g. information on
stem gradation according to traditional descrip-
tions) and reference other sources of frequencies
(especially for Finnish). The datasets could also
be extended to verbal inflection.
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A Appendix: Sample tables from the ParaLiv dataset
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nȭ

r ,k
õž

is
n

W
:r

j
k

W
Z

is
nȭ

r ,k
õž

is
n

W
:r

j
k

W
Z

is

sī
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Abstract

This paper describes materials and anno-
tation facilitation pertinent to the «Erzya-
Moksha Electronic Resources and Linguis-
tic Diversity» (EMERALD) project. It ad-
dresses work following the construction of
finite-state analyzers for the Mordvin lan-
guages, the gathering of test corpora, and
the development of metadata strategies for
descriptive research.

In this paper, we provide three descrip-
tors for a set of new Erzya and Moksha
research materials at the Language Bank
of Finland. The descriptors illustrate (1) a
low-annotation subcorpora set of the «Elec-
tronic Resources for Moksha and Erzya»
(ERME); (2) the state of the open-source
analyzers used in their automatic anno-
tation, and (3) the development of meta-
data documentation for the «EMERALD»
project, associated with this endeavor.

Outcomes of the article include an introduc-
tion to new research materials, an illustra-
tion of the state of the Mordvin annotation
pipeline, and perspectives for the further
enhancement of the annotation pipeline.

1 Introduction

The Mordvin languages, Erzya and Moksha,
are spoken in settlements scattered throughout
the Volga Basin (see Rueter 2013), but there
have been settlements beyond that as well (see
Sarv 2002).

Work with the description of these languages
dates from the late 1600s in the form of word
lists Witsen 1705, but it was not until the end of
the 1830s that the first attempts at grammars
were made for Moksha Ornatov 1838 and Erzya
Gabelentz 1838–1839.

The Erzya grammar by Herr Conon von der
Gabelentz is a striking study in that it illus-
trates the author’s meticulous parallel-corpus-
type knowledge of the Biblical texts. With

this knowledge, Hhe was able to identify irreg-
ularities in the text and draws relatively accu-
rate conclusions with regard to the meaning of
morphological items1. The text of the Erzya
Gospel is partially available now in the «Paral-
lel Bible Verses for Uralic Studies» (PaBiVUS)
corpus version 1 (see Helsingin yliopisto, FIN-
CLARIN et al. 2020-06-07), but the next ver-
sion of PaBiVUS will see the entire New Testa-
ment in Erzya from 1827, which can be aligned
with translations into several other minority
Uralic languages.

In this paper, we describe a new portion
of the Electronic Resources Moksha-Erzya
(ERME) and its annotation, which is soon to be
introduced on the Language Bank of Finland
Korp server.

The original intent of the ERME corpora
was to provide the language community and
researchers with citeable materials that distin-
guish writers and other language sources both
geographically and in temporal space.

This meant the establishment of metadata
features to served the purposes of the «EMER-
ALD» project: provide parallel, consistent
metadata for (1) Fieldwork and Early Liter-
ary Texts (FELT), with a focus on language
materials collected in the Pre-Soviet Era, such
as the Mordvin fieldwork collections by Heikki
Paasonen and others (cf. Finno-Ugrian-Society,
Suihkonen 2003); (2) non-central publications
in the minority languages of the Soviet Union
between the two World Wars2, and (3) work

1The grammar in full can be accessed here:
https://rueter.github.io/emerald/historical-mordvin-
grammars/docs/gabelentz_hcvonder-versuch-einer-
mordwinischen-grammatik-1838-39.html

2Here is a collection of openly licensed printed media
including those from the era of minority-language pop-
ularization in the USSR. Outcomes of the Kindred Lan-
guage Digitization pilot at the National Library of Fin-
land with funding from the Kone Foundation «Language
Programme» https://fennougrica.kansalliskirjasto.fi/
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with modern collection of the Mordvin lan-
guage.

The metadata was seen as a means to align re-
search and fieldwork documentation of the lan-
guages with texts from an era of language popu-
larization, subsequent fieldwork conducted with
these languages and their modern state. Thus,
the metadata was organized to describe mate-
rials from the Heikki Paasonen collections of
folklore, the Fenno-Ugrica collections at the Na-
tional Library of Finland, the MORMULA cor-
pora in Turku, the dialect archives at the Mor-
dovian State University in Saransk (see Rueter
2020; Kabaeva 2021; Agafonova and Râbov
2021), and the ERME corpora at the Language
Bank of Finland. This work was conducted
in Turku, Helsinki and Saransk (2018–2022)
in close association with corpora lemmatiza-
tion, Constraint Grammar development and
testing in Turku, dialect archive development
in Saransk, and subsequent work with corpora
in Helsinki.

In addition to metadata strategies for re-
search citation, the annotation of the ERME
corpora can be described as a combination of
work with optical character recognition (OCR)
and the development of finite-state descriptions
for the morphology and syntax of the languages.

Over the years, attempts have been made to
bring these two more tasks closer together. In
the 1990s, OCR meant accurate recognition of
individual characters. Since then attempts have
been made to include finite-state work in OCR
with hopes of word form recognition Silfverberg
and Rueter 2015 for improved accuracy. Simple
examples of finite-state approaches also include
plain word lists or regular expressions used to
represent numerous Uralic languages in OCR
work in pilot projects conducted at the National
Library of Finland3.

Subsequent work with Mordvin lexica, mor-
phology and syntax have played a major role
in finding a purpose and collaboration be-
yond these languages. Work in lexica has
meant collaboration in Erzya and Moksha
with NorthEuraLex together with Mordovian
State University staff 4, but it has also meant

3https://www.doria.fi/bitstream/handle/10024/
101915/Hakkarainen_Tallinn_19112014.pdf?
sequence=2

4Erzya http://www.northeuralex.org/languages/
myv and Moksha http://www.northeuralex.org/

the development of dictionary editing (see
Hämäläinen et al. 2021) and the enhancement
of these dictionaries (see Alnajjar et al. 2022).
Work with morpho-syntax, in turn, has opened
connections to collaboration with specialist in
the Komi languages in Syktyvkar (see Rueter
et al. 2021) and the Universal Dependencies
project with contributions to languages beyond
Erzya and Moksha Zeman and et al. 2024. All
of these together have contributed to utilizing
the Giellatekno/Divvun5 infrastructure Giel-
laLT (an infrastructure for Saami Language-
Technology research and facilitation) and the
open-source, shallow-transfer machine transla-
tion infrastructure Apertium6. The Apertium
concept of shallow transfer makes it possible
to draw parallels between lexicon, morphol-
ogy, syntax and phraseology for the inspec-
tion of language diversity among closely related
languages (see Rueter and Hämäläinen 2020,
Rueter 2022). It also allows for a better com-
parison of closely related languages in linguistic
research (cf (Rueter, 2023; Rueter and Kabaeva,
2024)).

The article proceeds by discussing the mate-
rials, metadata and methods, the state of the
individual analyzers and prospects for future
development.

2 Materials and methods

Despite a history of over 200 years of pub-
lished texts in Erzya and Moksha, there is
a dearth of searchable Mordvin text corpora
consistently annotated for morphology, meta-
data and openly accessible. For this reason
the Erzya-Moksha Electronic Resources And
Language Diversity (EMERALD) project con-
tinues to augment metadata enriched materials
available to the research communities (Rueter
2024).

The Electronic Resources for Moksha-Erzya
(ERME) corpora versions one and two have
been made available through Fin-CLARIN on
the Language Bank of Finland Korp server since
2017. The first version of ERME focused merely
on providing necessary metadata to facilitate
a better alignment of text and authors, such
that time-line and geographical plotting could

languages/mdf
5https://giellalt.github.io/
6https://wiki.apertium.org/wiki/Main_Page
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be made consistent with analogous information
available for Erzya-language fieldwork. In the
second version of ERME, however, the mate-
rials were extended to include both Mordvin
literary languages – Erzya and Moksha – with
metadata for individual publications, and au-
tomatic annotation made possible with finite-
state analyzers for the two languages.

Morpho-syntactic annotation has been ac-
complished using finite-state transducers de-
scribing the two languages (Lindén et al., 2013;
Rueter et al., 2020). These, in turn, have been
followed in the same pipeline by Constraint
Grammar (CG) disambiguation, functions and
dependencies tools7. The coding is open-source
and facilitated in the Giellalt8 infrastructure
(cf. Moshagen et al. 2014) where the Erzya
and Moksha languages share the progress in
mutually applicable code that serves over 90
languages. At Giellalt, the code is reused where-
ever possible, i.e., analyzer code is flipped to
make compatible generators, pedagogic descrip-
tions are filtered to provide standard and de-
scriptive models of the language for linguists,
while normed filtering provides for spellers.

2.1 Materials

In the 2023, it was decided at the Language
Bank of Finland that more Erzya and Moksha
texts could be published on the Korp server if
it involved less annotation. To this end, texts
were selected from the Moksha-language journal
«Mokša» and Erzya-language journals «Suran′

tolt» and «Sâtko». The texts represent original
and translated writings from the late 1920s to
the beginning of the 2000s. The right to use
these texts in searchable corpora had been se-
cured in Saransk as the beginning of the new
millennium. The new portion of corpora was
called ERME-Paragraph Segmentation Low An-
notation (ERME-PSLA).

The majority of the texts was scanned in
the 2010s with funding from the Finno-Ugrian
Society and the University of Helsinki. Optical
recognition was then conducted from 2017, and
in 2024 the recognition changed from ABBYY
Finereader to Transkribus9, which would allow

7This site provides extensive information on
Constraint Grammar https://edu.visl.dk/constraint_
grammar.html

8https://github.com/giellalt/
9https://app.transkribus.org/

greater access to the OCR engine and models
for recognition.

As the size of this material became apparent,
it was decided that the corpora might further
be divided according to decade and, of course,
language. The first portion of the corpora came
from the last four years of the 1950s (1956–
1959), hence the name ERME-PSLA 1950s.

2.1.1 Figures
The size of the corpora can be measured as
twenty-two issues in each language, i.e., four
issues from 1956 and six issues from each of
the subsequent years. The yield of those four
years is 831 pieces written in Moksha, and 707
pieces in Erzya. This equates to approximately
91,017 sentences of Erzya and 92,432 sentences
of Moksha, which is 803,406 and 902,518 words
in Erzya and Moksha, respectively. The number
of words might be compared with the analo-
gous figures for ERME version 2 (Rueter and
Erina 2023-03-23) – Moksha 855,435 and Erzya
2,041,196.

For the four years of publications in twenty-
two issues for each language, there were 163
authors with pieces in Erzya, and 185 with
pieces in Moksha. If we count the number of
authors with four or more pieces, we arrive at
thirty-five writers in Erzya, and fourty-three
writers in Moksha.

The genres include poetry, story, short story,
novel, essay, parody, critique, etc.

2.1.2 Errors
As is the case with most of the ERME materi-
als, all of the ERME-PSLA corpora have been
acquired through Optical Character Recogni-
tion (OCR). It goes without saying, some of the
words in the corpora will be broken or unrecog-
nized, which might lessen the value of the au-
tomatically annotated text. This shortcoming
in the texts is one reason why the metadata in-
cludes page numbers and sentence enumeration;
ORC errors might be located and corrected for
future enhanced publications.

The probability of OCR errors exists. This
can be seen in a simple comparison of ERME-
PSLA 1950s figures against the number of word
forms attested in the digitally transferred Erzya
New Testament (NT) 2006 and Moksha New
Testament 2016. In Table 1, the unique number
of word forms is shown in parallel with word
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forms consisting of one to four letters in length
followed by their ratio. The lower the ratio, the
larger the number of short word forms in the
language. Of the 7,648 unique Moksha word
forms of four or less letters in length, 3,800
were not recognized by the Moksha analyzer.
Likewise, of the 6,654 unique Erzya word forms
of four or less letters in length, 3,082 were not
recognized by the Erzya analyzer.

corpus unique unique 1–4 ratio
NT Erzya 18,439 874 21.10:1
1950s Erzya 99,287 6,654 14.92:1
NT Moksha 17,902 1,036 17.18:1
1950s Moksha 118,121 7,648 15.44:1

Table 1: OCR error statistics

2.2 Metadata

When ERME version two was published in the
spring of 2023, it had twenty metadata features.
Some of the attribute values were required by
the Korp system, while others were introduced
by the ERME documentation. The system
required six attributes – a unique identifier,
an ISO 639 language code, and timestamps –
date from, date to, time from, time to. The
remaining fourteen were optional.

The optional features were basically bib-
liographical. These consisted of <author>,
<genre>, <number of pages>, <page range>,
<publication place>, <publication name>, <pub-
lication year>, <publisher> and <bibliogra-
phy> (an entire segment dedicated to biblio-
graphic citation). After the information neces-
sary for citation, came information which might
help to explain linguistic characteristics of the
text, namely, <corrector>, <electronic correc-
tor> and <geographic origin of author> (this
information is documented separately complete
with coordinates). This was followed by two
bit of statistics: <word count> and <character
count>. All information was explicitly available
in the corpora sources or it was readily derived.
All texts were deemed original-language mate-
rials, and no extra information was needed for
translation.

In the ERME-PSLA corpora, the twenty
features shown above are elaborated upon.
The <bibliography> segment is now written
in Cyrillics, and it has a twin <bibliography
iso9>, where all information in Cyrillics is con-

verted according to the International Library
Convension in ISO-910.

The challenge presented by journals is that
individual pieces do not always explicitly in-
dicate metadata important for locating a text
in time and space. Thus, all important meta-
data, such as information on authors, titles,
genres, and even correctors, electronic correc-
tors are not readily available for all pieces. In
fact, there are only three bits of information
that can serve as consistent key identifiers: (1)
the publication; (2) issue, and (3) page ranges.
Information on authors, titles, genres and cor-
rectors are given whenever specifically stated in
the publications or their sibling issues. Poetry
and lyrics lacking titles are named using the
first line of piece.

Journals are collections of pieces, such that a
distinction must be made between the concepts
of publication the container and the individual
piece. In previous iterations of ERME corpora,
this distinction has not been necessary, but the
necessity for a feature <title> has already been
encountered and facilitated in short stories by
the Erzya author Pëtr Klûčagin 1997.

Journals are also collections of pieces repre-
senting both translations and original-language
writing. This information is described in with
the addition of features for <translator> and
<translated>. While the former might readily
be associated with a human actor, the latter
requires explanation.

When approaching the concept of transla-
tion into Erzya and Moksha, we must all agree
that anything written by Longfellow, Heine or
Lenin has obviously be translated. Hence, the
attribute <translated> in such pieces can easily
be assigned the value <yes>.

A problem arises, however, when a piece by
an Erzya or Moksha writer is indicated as hav-
ing been translated from a different language by
another native language writer, e.g., the play
Ульнесь истямо тейтерь... ‘There was such a
girl...’ by Ivan Antonov, 1957 was translated
from the Russian by Aleksandr Ŝeglov. For this
piece, the attributes translated and translator
are given to attest certainty of translation, on
the one hand, and knowledge of translator, on
the other. Further investigation must be con-
ducted before the value <no> can be assigned

10https://en.wikipedia.org/wiki/ISO_9
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to the <translated> attribute.
Both journals present elements of folklore,

such as riddles, lyrics and poetry. These require
an additional human actor, the <collector>.
Thus, materials collected by M. E. Evsev′ev
might have subsequently been corrected by a
<corrector>, while the language informant is
provided with the <author> attribute.

Finally, it is important that versions and
translations of a text be associated with each
other for comparative studies, and that seg-
ments of larger texts be associated with each
other. The concept of translation parallel is ex-
pressed in the feature <has parallel>. The <ver-
sion> feature is initially used to indicate origi-
nal version, but this may be altered in further
development. Segment pointers are expressed
with the attributes <continues from> and <con-
tinues to>. The attribute <comment> is re-
served as a miscellaneous container, and the
<content> attribute helps determine whether
the piece will be contained in the corpora; the
value <text> entails selection for use in the
corpora.

2.3 Method

The low-annotation pipeline entails the same
components found in the annotation pipelines
for PaBiVUS version two and ERME version
two. As these two sets of corpora that presup-
pose sentence-level annotation where the texts
have been broken down to allow for sentence-
level commenting, page numbers, indication
of temporary change in genre and even lan-
guage. ERME-PSLA makes the assumption
that manual annotations are only made in the
root element.

ERME-PSLA paragraph segmentation pro-
ceeds directly from the root element. Whereas
previous work with ERME has presupposed
sentence-level annotation, the PSLA pipeline
utilizes features of the optical character recog-
nition machines. These features include page
and paragraph breaks. This has facilitated
the numbering of pages and the recognition of
paragraphs, which have simply been set off by
double line breaks, and sentences have been rec-
ognized automatically with the help of sentence-
final punctuation marks, such as full stop, ques-
tion mark, exclamation mark and colon.

Although errors may have occurred in this
part of the segmentation, the sentence-level

texts are now ready for annotation.
Annotation at the sentence level involves

minimal additional human input. The recog-
nized sentences are automatically annotated
with unique identifiers and page numbers for
reference to the source texts.

3 FST models

The finite-state description of the two Mordvin
literary languages started nearly fifteen years
apart. Work on the Erzya analyzer was begun
in the late 1990s, whereas work on Moksha was
part of the «Creation of Morphological Parsers
for Minority Finno-Ugrian Languages» project
funded by the Kone Foundation «Language Pro-
gramme», 2013–2014 (see Rueter 2014; Rueter
et al. 2020). Despite attempts to make the
descriptions as parallel as possible, there are
still statistical differences in their coverage and
accuracy afforded by the Erzya and Moksha
analyzers.

Both analyzers are used in the analysis of cor-
pora texts on different platforms and projects11,
system-wide spell checkers12. Their develop-
ment is part of a collaboration with the «Exper-
imental Treebanking for the Minority Moksha
Language and Finite-State Descriptions» and
«Experimental Treebanking for the Minority
Erzya Language and Finite-State Descriptions»
projects. The analyzers have been used in the
annotation of treebanks on the Korp servers
of both the Language Bank of Finland13 in
Helsinki, Finland, and Giellatekno/Divvun14

in Tromsoe, Norway.
Evaluation and enhancement of these ana-

lyzers is important for improving community
language facilitation. Brief statistical descrip-
tions of the Erzya and Moksha analyzers have
been given online through the Language Bank
of Finland15. These provide annotational statis-
tics based on materials of the upcoming version
of PaBiVUS.

Below we offer an enhanced evaluation of
the PaBiVUS annotation for comparison with
figures for the outcome of the ERME-PSLA
1950s corpora. While notions of size are imme-

11https://universaldependencies.org/
12https://divvun.org/
13kielipankki.fi/korp/
14gtweb.uit.no/u_korp/
15https://www.kielipankki.fi/tools/giellalt_

language_models/
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diately obvious from the statistics, one must
also bear in mind the cleanliness of the corpora.
As noted above, in materials, ERME-PSLA
1950s materials are likely to have OCR errors,
this might be observed in the a comparison of
unique forms to unique misses in the modern
New Testament texts and the ERME-PSLA
materials.

3.1 The Erzya FST

The Erzya finite-state model has a relatively
large lexical base of 176,832 lemma-stem pairs,
and 1,370 continuation lexica. Together, these
provide for a variety of inflectional patterns in
verbs and words in the nominal categories.

Recently, a simple analysis of the Erzya
model was published on the Language Bank
of Finland website16. It provided statistics
based on testing with the upcoming version
two of Parallel Biblical Verses for Uralic Stud-
ies (PabiVUS). Modified statistics on the an-
alyzer are given here, in which a distinction
is drawn between results for the 1821–1827
version of the New Testament and the 2006
version. These results are aligned with results
for the 1950s portion of ERME-PSLA (ERME-
Paragraph Segmentation Low Annotation).

The three corpora can be distinguished in
many ways. While notions of size are immedi-
ately obvious from the statistics, one must also
bear in mind the cleanliness of the three. As
noted above, in materials, ERME-PSLA 1950s
materials are likely to have OCR errors, this
might be observed in a comparison of unique
forms to unique misses in the New Testament
texts from 2006 and the ERME-PSLA mate-
rials. The New Testament (NT) figures for
unique forms over unique misses renders a ra-
tio of 48.53:1, whereas the correlating figures
for ERME-PSLA are 5.13:1. The ratio for NT
1821–1827 is 2.54:1, which may be attributed
to high variation in spelling in the older version
of the Erzya New Testament.

The sizes of the three corpora illustrate a
difference between two versions of the New
Testament in Erzya and the text content of
twenty-two issues of «Suran′ tolt», which is five
and a half times the size of the New Testament.
Their automated annotation is illustrated in

16urlhttps://www.kielipankki.fi/tools/giellalt
_language_models/erzya/

Table 2.

corpus NT 1821– NT 2006 ERME-
1827 PSLA

words total 128,245 140,942 803,406
characters total 711,716 857,812 5,003,429
unique forms 22,569 18,439 99,287
unique misses 8,899 380 19,342
lines before hapax 1943 58 2,917
ambiguous PoS 8,943 449 30,352
unique amb. PoS 8,899 399 26,890
ambiguous dep. 29,120 9,999 91,625
unique amb. dep. 9,151 692 20,269

Table 2: Erzya annotation statistics

The Erzya analyzer and disambiguation do
a better job than the dependency parser and
subsequent conversion scripts from Constraint
Grammar to Universal Dependencies presenta-
tion.

In the Erzya New Testament, 2006, the ra-
tio for unique forms to unique forms with am-
biguous parts of speech is 46.21:1, while the
ratio for unique forms to unique forms with
ambiguous or unrecognized dependencies is
26.65:1. The correlating figures for NT 1821–
1827 and ERME-PSLA 1950s are: 2.54:1, 2.47:1
and 3.69:1, 4.90:1, respectively. Words to-
tal over ambiguous dependencies were 14.1:1
(NT 2006), 4.4:1 (NT 1821–1827), and 8.77:1
(ERME-PSLA 1950s).

3.2 The Moksha FST

The Moksha finite-state analyzer is younger
than the Erzya model. It has been under
construction since 2012, as part of the «Cre-
ation of Morphological Parsers for Minority
Finno-Ugrian Languages» project, 2013–2014.
Since then the analyzer has grown with ap-
proximately 189,476 lemma-stem pairs in the
lexicon and 852 continuation lexica for facili-
tating complex morphology in the nominal and
verbal categories.

A simple evaluation of the Moksha analyzer
was recently published on the Language Bank
of Finland website17, in which test results for
the model’s performance on the New Testament
texts in PaBiVUS version two were described.

Below, we provide a modified version of those
statistics, where we draw only on the texts pub-
lished in 2016, and compare them to analogous
results for the ERME-PSLA 1950s corpus.

17urlhttps://www.kielipankki.fi/tools/giellalt
_language_models/moksha/
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The two corpora can be distinguished by
cleanlieness, size and accuracy. As noted above,
in materials, ERME-PSLA 1950s materials are
likely to have OCR errors, this might be ob-
served in the a comparison of unique forms
to unique misses in the New Testament texts
from 2016 and the ERME-PSLA materials.
The ERME-PSLA 1950s corpus for Moksha
is over six and a half times the size of the
New Testament materials from 2016. In fact,
it is slightly larger than the ERME version two
Moksha corpus from 2023. The NT figures for
unique forms over unique misses renders a ratio
of 21.99:1, whereas the correlating figures for
ERME-PSLA are 3.56:1.

corpus NT 2016 ERME-PSLA 1950
words total 136,718 902,518
characters total 793,393 5,559,553
unique forms 17,902 118,121
unique misses 814 33,195
lines before hapax 129 4,436
ambiguous PoS 1,075 46,361
unique amb. PoS 856 33,195
ambiguous dep. 10,853 117,888
unique amb. dep. 1,238 34,775

Table 3: Moksha annotation statistics

The Moksha analyzer and disambiguation
perform better than subsequent function and
dependency parsing followed by conversion
scripts.

In the Moksha New Testament 2016, the
ratio for unique forms to unique forms with
ambiguous parts of speech is 20.91:1, while
the ratio for unique forms to unique forms
with ambiguous or unrecognized dependencies
is 14.46:1. The correlating figures for ERME-
PSLA 1950s are: 3.56:1 and 3.4:1. Total word
forms divided by ambiguous dependencies give
us the figures 12.6:1 (NT 2016), and 7.66:1
(ERME-PSLA 1950s).

3.3 FST retrospect

A Korp Vertical structure (VRT) validator un-
der continuous development at the Language
Bank of Finland is used to determine validity
of the XML files, and additional scripts are
run to assess the number of word forms lack-
ing recognition, word forms with ambiguous
part-of-speech readings and word forms with
ambiguous dependencies. These figures have
then been used in the evaluation of the indi-
vidual analyzers, disambiguators, annotation

for function and dependency, and conversion
scripts.

It has been noted that over half of the unique
missing word forms occur but once. The fol-
lowing assumptions have been made: High
frequency of missing word forms would indi-
cate need for lexical inspection and enhance-
ment. High frequency of part-of-speech am-
biguity may point to homonymy. And high
frequency of dependency ambiguity may actu-
ally point to shortcomings in the CG-to-UD
conversion scripts.

The annotation stops when the lexica or
morphology are lacking or blocked. No non-
described annotations are make.

4 Discussion and Conclusions

The statistics for the Erzya and Moksha ana-
lyzers were drafted before the present article
was begun. During the course of writing the
article, a number of problems were noted with
regard to the CG-to-UD-format transfer and
the quality of the OCR.

It was decided that enhancement and evalua-
tion ought to be included in the release protocol
of each new korpus for either of the languages.

In a brief inspection of the ERME-PSLA
OCR quality, a lists of Erzya and Moksha words
four letters or less in length were extracted
from New Testament texts. These words had
been human inspected and digitally transferred,
which would guarantee their quality. In the
future, however, is was decided that separate
lists of this kind should be drafted and curated
to be used in inspection of text validity.

Finally, more work should be allotted to
the development of function and dependency
parsing, as these along with conversion strate-
gies would immensely improve the usability of
ERME corpora.
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Nadežda Kabaeva. 2021. Fonetičeskie osoben-
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Abstract 

This article outlines the path toward the 
development of speech synthesis and 
speech recognition technologies for 
Livonian, a critically endangered Uralic 
language with around 20 contemporary 
fluent speakers. It presents the rationale 
behind the creation of these technologies 
and introduces the hypotheses and planned 
approaches to achieve this goal. The article 
discusses the four-stage approach of 
leveraging existing data and multiplying 
voice data through speech synthesis and 
voice cloning to generate the necessary data 
for building and training speech recognition 
for Livonian. 

1 Introduction 

In October 2024 University of Latvia Livonian 
Institute has launched a new project aimed at 
developing speech synthesis for Livonian. This 
project has a broader goal of laying the groundwork 
for future speech recognition technology for the 
language. This article outlines the rationale behind 
the creation of speech synthesis and speech 
recognition technology for Livonian, and presents 
the hypotheses and approaches intended to achieve 
this goal. 

Recently, as technological advancements 
progress, significant efforts have been made to 
develop speech-recognition technologies for 
underrepresented and critically under-resourced 
languages, including Uralic languages (e.g. 
Partanen et al 2020). This work is also being 
undertaken by two key partners of the UL Livonian 
Institute in this project – AILAB 1  and the 
University of Tartu NLP group. 

It is worth noting that the current article focuses 
on the broader context, data production and 

 
1 Artificial Intelligence Laboratory at the University of 
Latvia Institute of Mathematics and Computer Science. 

handling approaches, and hypothetical methods for 
acquiring data and achieving the desired quality. 
The article does not cover the actual development 
of the technologies (speech synthesis and 
recognition) themselves, which will be conducted 
later in the project by the UL Livonian Institute’s 
partners. 

2 Broader context 

The world's linguistic and cultural diversity is in 
urgent danger. To safeguard endangered languages 
and intangible cultural heritage, major policy 
documents and programmes have been introduced, 
e.g., the UNESCO Convention for the 
Safeguarding of the Intangible Cultural Heritage 
(2003), the UN International Decade of Indigenous 
Languages (2022–2032; further – IDIL) and others. 
A large part of this work in the digital era has been 
finding ways to narrow the digital gap between 
languages and cultures with extensive resources 
and data and the – mostly endangered – ones 
lacking resources and especially the data needed 
for creating digital technologies. 

With every new technology, this gap only 
grows, and closing it is crucial for keeping 
endangered languages competitive and vital. Thus, 
in 2024, the Ad-Hoc Group on Digital Equality and 
Domains was created by the Global Task Force of 
the IDIL to tackle these issues. 

Another crucial aspect of this work is ensuring 
access to existing data and archives, especially 
materials only in analogue format. Such archives 
may be a great resource for academia and 
communities themselves, e.g., for language 
acquisition or expanding the language 
environment, but not all analogue materials can be 
easily digitised and utilised, as some are scattered 
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or require considerable skilled human resources to 
be made digitally accessible. 

As endangered languages enter the digital 
world, this access only becomes more important, as 
these populations are increasingly exposed to 
majority populations and subject to free movement 
and the rapid expansion of the information space – 
also through recently developed AI-based tools for 
generating language content (Wang 2024; Haboud, 
Ortega 2023, 287, 298). 

Emerging technologies including AI offer new 
challenges, but also new possibilities, for tackling 
these issues. Due to a lack of sufficient data and 
other aspects specific to critically under-resourced 
languages and cultures, rule-based and AI 
technologies cannot and should not be used in the 
same way as when “big data” is available. Specific 
methods must be invented to meet the specific 
needs of languages and cultures with extremely 
limited resources. Obtaining knowledge and 
developing such approaches, methods, and tools is 
a speciality and one of the cornerstones of the 
research and resources developed by the University 
of Latvia Livonian Institute for Livonian language 
and culture.  

3 Creating digital resources for Livonian  

Like many other Uralic languages, Livonian with 
around 20 contemporary fluent speakers (Druviete, 
Kļava 2018) is highly constrained in terms of its 
domains of use and available resources. While 
many digital tools developed in the 21st century 
can potentially offer support, they first require large 
amounts of digital data. This presents a significant 
challenge not only for Livonian but also for most 
Uralic languages and the majority of the world’s 
languages. 

Since its founding in 2018, the University of 
Latvia’s Livonian Institute has been developing a 
range of digital resources and methods for 
Livonian, focusing on data acquisition, efficient 
data use, resource-saving workflows, and 
improved accessibility. 

What began as a digital dictionary has now 
expanded into a cluster of interconnected 
databases, accessible through Livonian.tech (LT). 
This includes an up-to-date lexical database with 
translations of Livonian lemmas and example 

 
2 The Livonian corpus representing written Livonian 
sources currently consists of ca 500 000 tokens; its full 
extent can be estimated at ca 750 000 tokens. 

sentences in Estonian, Latvian, and English; a 
morphology database; a partially annotated corpus 
of written Livonian with translations; and a 
geospatially linked place-name database. New 
databases focused on documentation sources and 
individuals are currently in development. 

To meet the specific data extraction and 
management needs of extremely low-resource 
languages, tailored data processing approaches 
have been implemented in the construction of this 
cluster. In collaboration with partners, the institute 
has also explored opportunities to introduce 
various digital technologies for Livonian. 

However, Livonian continues to face significant 
obstacles in obtaining new data, particularly due to 
the extremely small number of contemporary 
speakers and the limited domains in which the 
language is actively used. The language is also 
nearing a "glass ceiling" of available written data2, 
much of which has already been digitized. 

4 Data extraction or data synthesis? 

At the core of every technological advancement in 
the digital field lies the availability of sufficient 
data. For languages like Livonian, which have very 
few contemporary speakers, extremely limited 
domains, and is entirely overshadowed by 
dominant language, the natural production of new 
data is an enormous challenge. Therefore, to obtain 
the additional data necessary for developing 
language technologies, one must either rely on 
extracting data from earlier documentation (if 
available) or turn to synthetic data produced 
through the use of technology. However, both 
approaches come with their own flaws and risks. 

In terms of using earlier documentation, written 
records are generally more accessible. Converting 
analog documentation into digitally usable form 
requires only basic technologies (such as OCR for 
printed materials) or staff with basic language 
skills, knowledge of orthography, and an 
understanding of transcription methods used in the 
original documentation. However, the amount of 
pre-existing written documentation is usually quite 
limited, as is the case with Livonian. 

Transliterating spoken language poses a much 
greater challenge. Not only is it significantly more 
time-consuming, but it also requires full 
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proficiency in the language to accurately capture 
what is being spoken. Consequently, manual 
transliteration can deplete the limited human 
resources proficient in the language for an 
indefinite period of time. 

When it comes to synthesizing language data 
with the help of technology, a major risk is that the 
data produced may be of poor quality, due to the 
lack of sufficient data for building or training the 
necessary models. Poor-quality synthetic data may 
even pollute the digital environment of the 
language (Ernštreits, Fišel et al., 2022, p. 24; 
Trosterud, 2009), particularly given the ability of 
many technologies to generate large amounts of 
data in a short time—amounts that could far exceed 
the natural language data available for languages 
like Livonian. 

A relevant example is machine translation, 
which is often one of the first technologies 
mentioned in discussions about endangered and 
low-resource languages. As with human 
translation, the quality of machine translation 
depends on its ability to generate accurate output in 
the target language, which, in turn, relies on the 
availability of training data and the methods used. 
Consequently, it is easier—and more beneficial—
to develop machine translation from the 
endangered language to provide access to texts 
written in it, rather than to create machine 
translation into the endangered language that can 
synthesize high-quality data for further use. 

Experiments with machine translation have 
been conducted also for Livonian (e.g., Rikters, 
Tomingas et al., 2022; Ernštreits, Fišel et al., 2022), 
but the evaluation of these results has shown that 
even with the use of all available aligned and 
monolingual corpora and databases, the data was 
still insufficient to build a high-quality machine 
translation model capable of synthesizing quality 
Livonian data. 

However, these two approaches—data 
extraction and data synthesis—can be combined to 
generate new language data and significantly 
enhance the data production capabilities for 
languages like Livonian. 

5 Choosing speech synthesis and 
recognition 

Analyzing technologies that can be most beneficial 
for Livonian from the perspective of obtaining data 
and best serving the community, it has been 
concluded that speech recognition may actually be 

the most advantageous (Ernštreits, Fišel et al. 2022, 
31) at this stage. 

As mentioned, Livonian corpus building is 
nearing the point where no major written sources 
remain to be added, but there are extensive 
Livonian speech recordings in several archives and 
private collections. The contents of these 
recordings could significantly expand the Livonian 
language corpus, but to access information beyond 
phonetic features (to get to vocabulary, 
morphology, syntax, etc.), these recordings need to 
be transcribed. 

Currently, the only way to achieve this is 
through the involvement of fully proficient 
speakers, which is neither viable nor effective. 
Speech recognition, on the other hand, would 
significantly accelerate this process. Moreover, it 
would be a powerful tool for rapidly expanding the 
Livonian information space (and corpus) by 
enabling speakers to record and transcribe large 
volumes of information in Livonian. However, 
speech recognition is quite challenging to develop 
and requires a significant amount of data for 
training. 

Conversely, speech synthesis—a technology 
that is much easier to develop compared to speech 
recognition—is another technology urgently 
needed by the Livonian community. The need for 
speech synthesis arises from the fact that a natural 
Livonian-speaking environment no longer exists, 
and most of the data available to the general public 
and those learning the language is in written form. 
This means that Livonian speakers and learners 
primarily read Livonian rather than hear it. 

To address this issue, from 2022 to 2024, the 
Livonian lexicographic database (LT) has been 
supplemented with audio recordings of lemmas 
and example sentences spoken by contemporary 
Livonian speakers, giving users the opportunity to 
hear Livonian. Thus, the collection of audio data 
necessary for developing speech technologies has 
already begun. 

Successful voice synthesis would give the 
general public, and especially the Livonian 
community, the opportunity to hear all digitized 
Livonian texts immediately, although having 
golden-standard level voice recordings should 
clearly be prefferable.  

Speech synthesis would also greatly expand the 
Livonian audio information space, offering the 
community opportunities to create content or even 
develop audio and video media, thereby allowing 
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Livonian to be encountered in new language 
domains. Additionally, speech synthesis could 
provide the conditions and data necessary for 
creating and training speech recognition 
technology. 

6 How is it planned? 

The approach proposed by the researchers of the 
UL Livonian Institute for developing speech 
recognition for Livonian involves four stages and 
is based on using existing data from the 
Livonian.tech database cluster (LT) and both 
alligned and non-aligned speech recordings from 
various informants found in archives. 

In the first stage, initial aligned datasets are 
created using pre-existing audio data from the 
Livonian.tech databases and the 'gold standard' 
natural speech data from contemporary Livonian 
speakers reading texts from written corpora. 
Subsequently, based on this data, speech synthesis 
is created.  

In the second stage, voice cloning takes place, 
creating additional synthetic voices by using the 
natural speech data of previously recorded 
informants from archives. Initially, the focus is on 
informants who have been recorded more 
extensively and whose speech has also been 
transcribed and published as language samples. 

In the third stage, Livonian written data is used 
to generate a synthetic voice corpus using all 
available voices (both contemporary voices and 
those from archive recordings), in order to obtain 
voice data from all existing written sources. This 
process effectively multiplies the corresponding 
data by the number of synthetic voices. In the 
fourth stage, both natural and synthesized speech 
data are used to train the speech recognition model. 

In the final stage, voice data manipulations are 
planned, including techniques such as voice 
merging, adding disturbances based on recording 
quality and phonetic peculiarities, and using non-
aligned data from both living and deceased 
speakers for training. This point is particularly 
important considering the varying time periods and 
quality of many Livonian recordings. 

As the current project is relatively short (a little 
over a year), only the first stage will be fully 
completed, which involves creating speech 
synthesis (text to speech), along with some data 
multiplication and initial isolated speech 
recognition (speech to text) experiments. However, 
this will lay the groundwork for a continuation 

project, which will focus more specifically on 
speech recognition. 
 
The tasks to be completed within this stage are: 

1. Restructuring the existing aligned (text 
and voice) corpus and expanding it by 
using contemporary Livonian speakers; 

2. Creating a standard Livonian 
pronunciation guide to be used for 
referencing and assessing data quality; 

3. Creating speech synthesis using the 
highest quality “gold standard” data from 
living speakers participating in the 
creation of the aligned corpus (text and 
voice); 

4. Expanding the aligned corpus by 
synthesizing available written text data 
using the voices of living speakers, thus 
multiplying the audio data; 

5. Assessing the quality and making 
necessary corrections to improve the 
synthesized data; 

6. Cloning voices of both contemporary 
speakers and those recorded earlier (for 
both “gold standard” example data and 
synthesized data) and building a speech 
synthesizer using altered “gold standard” 
data; 

7. Conducting a data assessment of archive 
speaker data and making necessary 
updates; 

8. Performing tests on speech recognition 
using all created and available datasets and 
reviewing preliminary findings; 

9. Integrating speech synthesis into the 
Livonian.tech database cluster and making 
it available for other applications. 

 
The project is expected to conclude with the 

first preliminary results of the experiments on the 
creation of speech recognition in February 2026. 

7 Final notes 

All the necessary preconditions exist for the 
proposed approach to be successful, at least to 
some extent. Even a partial acceleration of the 
transcription process would offer significant 
benefits for extracting data from audio sources. 
Gradually expanding the capabilities of Livonian 
in the sound environment would undoubtedly 
strengthen the language and make it more 
competitive in the long run.  
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Moreover, the methods and approaches 

developed during this research could serve as a 
foundation for other research teams seeking 
opportunities to apply speech technologies to 
extremely low-resource languages. 

If methods for providing high-quality speech 
synthesis and recognition to languages with 
extremely limited data are discovered, this would 
be beneficial to all endangered languages, 
particularly those lacking domains for everyday 
language use (speech synthesis) or without a 
written tradition, where the language is primarily 
oral (speech recognition). Furthermore, this would 
provide the varied and abundant data essential for 
developing other technologies, such as machine 
translation, chatbots, caption generation, and other 
solutions powered by advancing AI technologies. 
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Abstract
This study investigates whether the Large Lan-
guage Models are able to transliterate and nor-
malize endangered Uralic languages, specifi-
cally when they have been written in early 20th
century Latin script based transcription sys-
tems. We test commercially available closed
source systems where there is no reason to ex-
pect that the models would be particularly ad-
justed to this task or these languages. The out-
put of the transliteration in all experiments is
contemporary Cyrillic orthography. We con-
clude that some of the newer LLMs, especially
Claude 3.5 Sonnet, are able to produce high
quality transliterations even in the smaller lan-
guages in our test set, both in zero-shot scenar-
ios and with a prompt that contains an exam-
ple of the desired output. We assume that the
good result is connected to the large presence
of materials in these languages online, which
the LLM has learned to represent.

1 Introduction

There is a long tradition of publishing transcribed
texts on various Uralic languages using Finno-
Ugric Transcription system, also known as Uralic
Phonetic Alphabet. Recently also IPA has be-
come more commonly used, but various transcrip-
tion systems and their interpretations are widely
used. Thousands of pages of linguistic materials
are printed or archived that use these transcription
systems. When the materials are being digitized,
we need to address several questions that relate
to how the texts are ideally treated for contempo-
rary use. This includes both the use within the
scientific community and the language communi-
ties, which may have different needs. Yet there is
a shared starting point that the older transcription
systems are not ideal for all modern applications.

The use of orthographies in contemporary lan-
guage documentation has been seen preferable to
phonemic or detailed phonetic transcription (Ger-
stenberger et al., 2016, 32), and also in this study

the primary question is how to transform the tran-
scriptions into currently used orthographies. The
use of some other systematic transcription system
could be likewise suggested, and it seems reason-
able to expect that our approach could be extended
to other comparable transformations. The target
chosen here, contemporary orthography, comes
with its own problems that some other choices
would have avoided. There is inevitably more sub-
jectivity in the details of the result than what i.e.
phonemic representation would entail.

Transforming a transcription into orthography
moves along the blurry boundary of transliteration
and normalization. The task is not only a simple
transliteration. Often the exact language variety
in the transcription matches only partially with the
contemporary written standard. This makes the de-
sired normalization vaguely defined, as we would
like to keep some amount of dialectal features that
are present in the text, but not necessarily every-
thing. Especially the dialectal morphology and
lexicon should remain recognizable, if possible.

We define the desired output as something com-
parable to what contemporary language documen-
tation material would reasonably be expected to
look like, when collected from the same dialect
today using the current orthography. Another ex-
pectation would be that the result would be close
enough to the contemporary orthography that the
modern language community members can read it,
and the modern language technology tools are able
to process it, possibly with minor modifications.
For both of these purposes the methods to mark di-
alectal features that are already attested and used
in the literary language would be ideal choices.

Ideally different versions would be stored to-
gether, possibly with alignation at word or sen-
tence level. Thereby the issue of information loss
in the orthographic version is not a problem for the
entire dataset.
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2 Related work

It seems there has not been extensive research on
automatic transliteration of endangered languages
within the language documentation or natural lan-
guage processing communities. The task is fairly
relevant in this context. It is common in many ar-
eas of the world that the contemporary language
community members cannot read the older lan-
guage documentation materials produced in sci-
entific transcription systems. For example, Siegl
and Rießler (2015, 211-212) point out that for the
Enets language this extends to most of the texts
published during the Soviet period. At the same
time the old transcriptions are often complicated
to use even for specialists. Combining diacritics
can be hard to type systematically, and variations
of the transcription system used in different publi-
cations make comparable searches challenging.

Bradley (2017) have worked extensively with
transliteration of different languages spoken in
Russia. Also Bradley and Skribnik (2021) dis-
cuss the problems specific to the Mansi orthogra-
phies, and provide a rule-based toolset for translit-
erating across different writing conventions. They
highlight some of the problems in their approach,
mainly that there is ambiguity in different writ-
ing systems that cannot be captured by rule-based
models. For example, vowel length may not be
marked at all which requires the model to have
knowledge of a wider context outside the source
text. Additional issue is that they have transliter-
ated between different systems that have roughly
the same phonemic accuracy, whereas the text we
are working with include very extensive diacrit-
ics at varying levels of details. Very relevantly,
Bradley and Blokland (2023) also discuss in de-
tail the situation of Unicode development and use
in the Uralic context.

With larger Uralic languages, earlier work has
been done on transliteration of dialectal Finnish
texts. Partanen et al. (2019) showed that de-
tailed dialectal transcriptions can be accurately
converted to modern literary Finnish using neural
networks. Still in the Finland’s context, Hämäläi-
nen et al. (2020) extended this work to the Swedish
spoken in Finland. These studies connect closely
to the current work as the goal has been to pro-
cess scientific transcriptions. Partanen et al. (2022)
describe in detail the wider workflow into which
transliterations connects to. This includes OCR or
HTR, transliteration and also audio processing.

Grapheme-to-phoneme conversion can be seen
as a sister task to what is undertaken here, as the
aim is to convert orthographic text into phone-
mic or phonetic realization. Suvarna et al. (2024)
performed a complex evaluation of various re-
lated tasks, including grapheme-to-phoneme con-
version, syllable counting, and rhyme word gen-
eration. In their test no single model outper-
formed in all tasks. Fetrat Qharabagh et al. (2024)
tested Persian grapheme-to-phoneme conversion
with LLMs and reported better performance than
the traditional methods.

3 Data and Experiment Design

Our dataset contains digitized transcriptions in
Unicode characters and their paragraph level corre-
spondences in the contemporary Cyrillic orthogra-
phies. The languages included are Komi-Zyrian,
Udmurt, Northern Mansi and Kildin Saami. The
data comes mainly from the publications of the
Finno-Ugrian Society and represent mostly early
20th century fieldwork written in Finno-Ugric
Transcription. In the case of Kildin Saami the se-
lected text is a religious translation, but we believe
it was still suitable for this experiment. These ma-
terials represent a very prominent and potentially
underused data source in the Uralic studies.

The linguistic sources include: Udmurt texts
published in Munkácsi (1952), edited by D. R.
Fuchs. The Northern Mansi example is published
in Kannisto (1956), which is part of a large collec-
tion of Mansi texts in several volumes. The Komi-
Zyrian example is published in Uotila (1986).
These are published by the Finno-Ugrian Society1.
As stated, the Kildin Saami text differs from the
other examples. It was published in Genetz (1879)
by a Hungarian publisher, it represents a religious
genre and, given its age, it is clearly in the public
domain. The latter appears to be true for all of the
earliest contributors to these materials.

The materials used in this study have been pub-
lished in GitHub2, which allows replicating the re-
sults and makes it easy to test the outcome with dif-
ferent preferences and choices. The Table 1 shows
the size of the current dataset. See the appendices
A and B for example of how the prompts were for-
matted.

1The author of this work is the librarian and archivist of
the Finno-Ugrian Society, and the processing of these materi-
als is part of the larger digitization initiative of the Society.

2https://github.com/nikopartanen/
finno-ugric-transliteration-examples
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Table 1: Data size, displayed with character and word
count by language, transcription and orthography

kpv udm mns sjd
Chars (trans) 2101 2257 3445 2399
Chars (ortho) 1781 1977 3015 2328
Words (trans) 263 259 441 328
Words (ortho) 254 304 442 328

The selected languages and their speech com-
munities exhibit significant linguistic, historical
and sociolinguistic differences from one another.
Komi and Udmurt are relatively large and widely
used Uralic languages, closely related to one an-
other, and used in different domains. Northern
Mansi is a much smaller Uralic language with only
thousands of speakers, and has a still standardiz-
ing, yet used, orthography. Kildin Saami is even
smaller than Northern Mansi, with hundreds of
speakers, and no continuous press, but still some
publishing activities and an on-going orthography
development. All these languages utilize Cyrillic
orthographies with some characters differing from
the Russian orthography, and Russian is the main
contemporary contact language. This is seen in the
presence of the Russian vocabulary in these texts.

When different large language models are
tested, it becomes clear that most of them are not
able to process Finno-Ugric transcriptions. There
are hundreds of models, and evaluating most of
them would be entirely unnecessary in this task.
The output is usually unintelligible with clearly no
understanding about these languages. At the same
time we see that there are individual models that
do perform above the average.

Four different models were selected and tested
further. These are Claude 3 and 3.5 Sonnet3, Gem-
ini 1.5 Pro4 and ChatGPT 4o5. We conduct two
different experiments, first is a zero-shot scenario
where the model is asked to transliterate the text
with no additional information. This is not an ideal
setting, since as explained, it is not obvious what
kind of representation is actually wanted. How-
ever, it gives information about the model’s capa-
bilities. It can be questioned why a zero-shot ex-
periment is needed, as it is clear that example data
should improve the result, but at the same time

3https://www.anthropic.com/news/
claude-3-5-sonnet

4https://deepmind.google/technologies/gemini/
pro/

5https://openai.com/index/hello-gpt-4o/

zero-shot scenario does give valuable information
about what the models are capable to do without
any further guidance. In the second experiment
the same prompt is used, but there is an additional
example provided, which illustrates the style and
type of transformation that is desired. This exam-
ple is taken from the same text as the transliterated
sample, so that the dialect is certainly the same.
The test text is one paragraph and the added exam-
ple little bit longer.

4 Results

When comparing the tested models, Claude 3.5
Sonnet performs distinctly from the others. As
shown in Table 2 this model produces results that
are far beyond what is produced by the other mod-
els. The difference is large enough that the re-
sults of Claude 3.5 Sonnet are already close to
being possibly integrated into different research
tasks. The remaining mistakes are fairly nuanced
as well, and many could be considered acceptable
depending from how we define the wanted output
and variation allowed. At the moment we measure
CER and WER against only one ground truth ver-
sion, which is a methodological limitation.

Some of the models display high word and char-
acter error rates. However, close to 5% character
error rates we see in Komi and Udmurt are cer-
tainly useful already, and the result for Mansi is in
the same category.

In order to get a more concrete overview, let’s
compare some of the transliterated sentences. The
mistakes are underlined.

• Transcription

– Komi-Zyrian: me tš͔u͔ži tiś̮a̜₍͕tś́a̜ ok-miś̮-̜
śo̜ vited vo̭in̮ et̮íked juĺɛ d͔érevńa p u st
u· ń ain̮ ì ź̜ - v a raij̯onin̮.

– Mansi: kit iȱ̯rn ȱlèɣ. iȧ̯niɣ̮̆ ᵏχ͔͔umìtɛ nɛƞ̄,
māń ᵏχ͔͔umìtɛ nɛt̄āl nɛt̄āl ᵏχ͔͔ȯs ȱls, βāt ́ ȱls,
nɛ̄ βis. nɛ̄ βis, ūsᵊn mìnȧs, βētrȧ βìnȧ βis.

– Udmurt: ud-murt kiš̮nojos nil̮-pi vajon-
dir̮jazi,̮ nil̮zi-̮pizi ̮ tš́írkkäm-kä vordkono,
tuž kaptš́íän vajo.

– Kildin Saami: A mañña Vavilon’ veal-
htɵtmužest Ieχonia sḁγij̊ Salafiil;

• Ground Truth

– Komi-Zyrian: Ме чужи тысяча
ӧкмыссё витӧд воын ӧтикӧд юльӧ
деревня Пустыняын Изьва районын.
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Table 2: Zero-shot results

Language Tool CER WER

Komi Claude-3-Sonnet 0.2092 0.7273
Komi Claude-3.5-Sonnet 0.0492 0.2576
Komi ChatGPT 4o 0.2626 0.8561
Komi Gemini 1.5 Pro 0.1810 0.6591
Mansi Claude-3-Sonnet 0.3857 0.9388
Mansi Claude-3.5-Sonnet 0.0807 0.3469
Mansi ChatGPT 4o 0.7848 1.0204
Mansi Gemini 1.5 Pro 0.3572 0.8367
Udmurt Claude-3-Sonnet 0.2265 0.5067
Udmurt Claude-3.5-Sonnet 0.0571 0.2933
Udmurt ChatGPT 4o 0.2571 0.8533
Udmurt Gemini 1.5 Pro 0.1939 0.7867
Kildin Saami Claude-3-Sonnet 0.9140 1.0000
Kildin Saami Claude-3.5-Sonnet 0.3393 0.7731
Kildin Saami ChatGPT 4o 0.2581 0.7395
Kildin Saami Gemini 1.5 Pro 0.3118 0.6050

Table 3: Extended prompt results

Language Tool CER WER

Komi Claude-3-Sonnet 0.1726 0.7121
Komi Claude-3.5-Sonnet 0.0523 0.2652
Komi ChatGPT 4o 0.2123 0.7576
Komi Gemini 1.5 Pro 0.1778 0.6970
Mansi Claude-3-Sonnet 0.1854 0.6224
Mansi Claude-3.5-Sonnet 0.0987 0.4898
Mansi ChatGPT 4o 0.2825 0.8265
Mansi Gemini 1.5 Pro 0.3274 0.7857
Udmurt Claude-3-Sonnet 0.1531 0.4667
Udmurt Claude-3.5-Sonnet 0.0429 0.2533
Udmurt ChatGPT 4o 0.2082 0.7067
Udmurt Gemini 1.5 Pro 0.2041 0.6400
Kildin Saami Claude-3-Sonnet 0.2963 0.7731
Kildin Saami Claude-3.5-Sonnet 0.2139 0.7227
Kildin Saami ChatGPT 4o 0.3118 0.7479
Kildin Saami Gemini 1.5 Pro 0.2867 0.7311

– Mansi: Кит ёрн олэг. Яныг хумитэ
нэӈ, мань хумитэ нэтāл нэтāл хос
олыс, вāть олыс, нэ вис.

– Udmurt: Удмурт кышноёс нылпи
ваён дыръязы, нылзы-пизы чырккем
ке вордконо, туж капчиен ваё.

– Kildin Saami: А мaӈӈa Вавилон
вяӆ̄ӆтэдтмужэсьт Иехония соаг̄э
Салафӣл;

• Claude 3.5 Sonnet

– Komi-Zyrian: Ме чужи тысяча
ӧкмысьсё витӧд воын ӧтикӧд июлӧ
деревня Пустӧйын Изьва районын.

– Mansi: кит ёрн олэг. яныг хумитэ нэӈ,
мань хумитэ нэтāл нэтāл хос олс, вāть
олс, нэ вис.

– Udmurt: удмурт кышноос ныл-пи
ваён дыръязы, нылзы-пизы чирккем
ке вордсконо, туж капчиен ваё.
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– Kildin Saami: А маӈӈа Вавилонь
веалхтэтмужэст Иехониа сāгый
Салафиил;

• Gemini 1.5 Pro

– Komi-Zyrian: Ме тшужы тіся окмисӧ
витӧд воин ӧтикед юльӧ деревня
пустуняын Изьва районын.

– Mansi: Кити йӧӈн ӧлёх. Йан̄ьх̄
хумитэ нэн̄ь, мань хумитэ
нэтал̄-нэтал̄ хӧс ӧлс, ват̄ ӧлс, нэ
вис.

– Udmurt: Удмурт киźноёс нилпи ваён-
дыръязи, нилзи-пизи чирккам-ка
вордсконо, туж капчиян ваё.

– Kildin Saami: А ман̄ньа Вавилон
веалх̮тõтмужест Иехония сãйий
Салафиил;

It is noticeable that in many cases the mistakes
are matters of interpretation, especially for Claude
3.5 Sonnet. For Udmurt the model returns dialec-
tal forms such as чирккем, but then also normal-
izes forms such as вордконо into more literary
вордсконо. This illustrates that part of the error
connects to the line between dialectal representa-
tion and orthography.

In the Komi example one mistake appears in the
settlement name Пустыняын, which is replaced by
Пустӧйын. Interestingly, the Claude 3.5 Sonnet
model did return a valid but wrong word in Komi.
This would hint that this model is somehow more
aware about the Komi lexicon than the others.

With the Kildin Saami the results are much
worse than with the other languages. Especially
the diacritics seem to cause problems with all the
models. Kildin Saami is the only language where
Claude 3.5 Sonnet performs worse than the other
models in the first experiment, although it outper-
forms others in the second experiment.

Compounds are another regular issue. Many
transcriptions seem to use hyphen in possible com-
pounds where the current literary language does
not. Partially the use in transcriptions seems to
be guided by etymological assumptions, i.e., parts
of the word that could be analysed as etymolog-
ically distinct words are differentiated with a hy-
phen. Reanalysis of the word boundaries has in-
evitable impact to the word error rate as well. This
could also make the word level alignation of dif-
ferent versions a challenge.

Between the first and second experiment, it
seems that especially Northern Mansi diacritical
marks in the Cyrillic orthography improved signif-
icantly when an additional example was provided.
With Kildin Saami similar phenomena could had
been expected, as the language has similarly com-
plex macron usage, but in our Kildin Saami exam-
ple the improvement still left the result way worse
than with the other languages and the use of di-
acritics did not become very close to what is ex-
pected in the current orthography.

How difficult this task is in general should be
separately evaluated, but it clearly is far from triv-
ial. Converting these transcriptions into contem-
porary orthographies can be a challenge even for
a specialist in these languages. Especially so if
we want to take the dialectal features somehow
into account. We have not yet tried to estimate
whether some of the transliteration tasks are ob-
jectively harder than the others. It is possible that
the phonetic representation of the transcription is
more complicated in case of some languages, and
the dialects in these examples may differ to vary-
ing degrees from the literary languages. Also, in
some languages there may be conventions to show
the dialectal features in the orthographical texts.

One reason why the Komi result is so good may
be connected to extensive scanning and digitiza-
tion work carried out in the Komi Republic, which
has made Komi materials widely available online.6

Similarly it could be reasonable to assume that the
Kildin Saami results were worse than the others
because the amount of text in this language avail-
able online is likely much smaller than on the oth-
ers. There are no clear and up to date statistics
about this, but there have been projects that have
collected texts from the internet in different lan-
guages. Jauhiainen et al. (2020) report their re-
sults from 2017, where they have 59 sentences for
Kildin Saami, 825 for Northern Mansi, 18,966 for
Komi-Zyrian and 42,545 for Udmurt. Again, this
is certainly not entirely reflective, as the amount of
Komi materials is certainly much larger, and there
is a Northern Mansi newspaper Лӯима̄ сэр̄ипос
with already a decade of online presence and arti-
cles in HTML format. Horváth (2019, 170) mea-
sured that between 2013 and 2019 the size of the
corpus produced already by these newspaper arti-
cles is over half a million tokens.

6Коми кыв корпус by FU-Lab Team contains over 85
million tokens in October 2024: https://komicorpora.ru
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Individual corpus creators may have had dif-
ferent well considered reasons to include and ex-
clude various sources. However, with the mod-
ern LLMs the assumption must be that all materi-
als that have been placed online may be collected
and used to create these models. With the case of
Claude 3.5 Sonnet model this data collection must
have been particularly successful and wide, includ-
ing numerous minority languages. Also other re-
cent studies have indicated that Claude 3.5 Sonnet
has returned very proficient translations between
Russian, Azerbaijani and Lezgian (Asvarov and
Grabovoy, 2024), which matches well with our
results with the Uralic languages spoken in Rus-
sia. Similarly Shandilya and Palmer (2024) had
the best results with Claude 3.5 Sonnet in glossing
endangered languages with Retrieval-Augmented
Generation.

There is the possibility that many minority lan-
guage materials that are online contain various is-
sues and different solutions with the character en-
coding. Whether the authors of the large language
models have systematized this type of problems,
or found ways to harmonize them otherwise, may
have a large impact to the final result. There are
also large amounts of text online that are missing
some of the officially used characters, as inputting
them is not always possible, which may impact the
ability of the models to output them in the correct
positions when needed.

5 Conclusion

We are starting to see Large Language Models that
are able to process endangered Uralic languages
at a very advanced level. The superiority of an
individual model is fleeting, and in some months
we expect to see new models with similar and
even better capabilities. Still, the high accuracy of
Claude 3.5 Sonnet is beyond the results we see at
the moment with other models that can be publicly
tested to any extent.

As other models develop similar capabilities, it
would be important to evaluate them accurately
against transliteration and other related tasks. Our
results show that in a language specific task such
as transliteration the differences between different
models can be surprisingly large, and some are ca-
pable of producing close to a correct output.

As far as we have been testing these models in
last years, this is the first time an LLM has been
able to process this proficiently smaller Uralic lan-

guages. This is in itself a major development,
and their capabilities should be extensively tested
against different tasks. These could include ma-
chine translation, interlinear glossing, disambigua-
tion or dependency parsing, just to mention a few
usually manual work phases that the researchers
of Uralic languages have been engaging with very
regularly, and where automatization could have a
major impact. Transliteration and normalization in
themselves are tasks that the researchers may not
have performed that often before. We have only re-
cently started to receive high quality Unicode ver-
sions of the older transcriptions, and thereby the
need may have not been acute yet either.

Ethics statement

The work discussed here has been done with mate-
rials that are almost a century old, and do not con-
tain identifiable personal information about living
individuals. They represent cultural heritage of dif-
ferent indigenous groups living in Russia, and pro-
cessing these materials into writing systems that
are currently in use by the language communities
can be seen as a community oriented and bene-
ficial task. These approaches take loosely place
in the context of cultural repatriation. Making al-
ready existing materials available and more suit-
able for the contemporary scientific use may also
lessen the need for new fieldwork and language
documentation, which also can be a stress for the
communities in question. At least this can enhance
the contemporary fieldwork by providing larger
transcribed corpora.

It must be noted that when texts are processed
and eventually made available online, attention to
the high quality and accuracy is necessary, as it is
very likely these materials will in turn be scraped
and used in new Large Language Models. If we re-
lease very large amounts of texts in our own dialec-
tally adapted orthographies, there is a risk these
will not remain separated from the materials that
the language users themselves create, and there
may be problems with the future language mod-
els returning varieties that are not in real use and
are not desired in production.

We have used in this study proprietary models
that allow limited free testing. This may create
conditions where we are too reliant on commercial
actors. However, as the field is advancing fast, it
seems likely that similar results can eventually be
repeated with open source models as well.
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A Prompt example 1

Transform the following text into contemporary
Northern Mansi orthography. Keep the dialectal
features if there are existing conventions to retain
them.

iɛ̯ɣpɣaɣɛ ȱńɣaɣɛ ĺūńšè́ɣ tistèɣ. tȧβ ta· ᵏχ͔͔uii̯.
ᵏχ͔͔ȯsȧ ᵏχ͔͔ùiȧ̯s, βātí ᵏχ͔͔ùiȧ̯s, nȱƞᵏχ͔͔aĺ su͕nsi: iɛ̯ɣpɣaɣɛ
ȱǹɣaɣɛ ĺūńšè́ɣ tistèɣ. nȯmsi: »a·man̆riɣ̮̆ ĺūńšè́ɣ?»
nȯᵏχ͔͔sāikȧtaχ͔₍ts. kitiɣ̮̆liia̯ɣɛ: »man̆riɣ̮̆ ĺūńší ̯in?»
lāβèɣ: »nȧƞ nɛ·̄n àlas₍ʟɴ.» tȧβ lāβi: »am ma·n
u͕₍rl àlas₍ʟᴍ?» »nȧƞ nɛn̄ ȯsmal pinu͕ƞk lāβslamɛn̄.»
»tɛ!̄» lāβi.
B Prompt example 2

Transform the following text into contemporary
Northern Mansi orthography. Keep the dialectal
features if there are existing conventions to retain
them.

iɛ̯ɣpɣaɣɛ ȱńɣaɣɛ ĺūńšè́ɣ tistèɣ. tȧβ ta· ᵏχ͔͔uii̯.
ᵏχ͔͔ȯsȧ ᵏχ͔͔ùiȧ̯s, βātí ᵏχ͔͔ùiȧ̯s, nȱƞᵏχ͔͔aĺ su͕nsi: iɛ̯ɣpɣaɣɛ
ȱǹɣaɣɛ ĺūńšè́ɣ tistèɣ. nȯmsi: »a·man̆riɣ̮̆ ĺūńšè́ɣ?»
nȯᵏχ͔͔sāikȧtaχ͔₍ts. kitiɣ̮̆liia̯ɣɛ: »man̆riɣ̮̆ ĺūńší ̯in?»
lāβèɣ: »nȧƞ nɛ·̄n àlas₍ʟɴ.» tȧβ lāβi: »am ma·n
u͕₍rl àlas₍ʟᴍ?» »nȧƞ nɛn̄ ȯsmal pinu͕ƞk lāβslamɛn̄.»
»tɛ!̄» lāβi.

Use this text and the following orthographic rep-
resentation as an example in the task.

kit iȱ̯rn ȱlèɣ. iȧ̯niɣ̮̆ ᵏχ͔͔umìtɛ nɛƞ̄, māń ᵏχ͔͔umìtɛ
nɛt̄āl nɛt̄āl ᵏχ͔͔ȯs ȱls, βāt ́ ȱls, nɛ̄ βis. nɛ̄ βis, ūsᵊn
mìnȧs, βētrȧ βìnȧ βis. ȧii̯u̯͕ƞk tūltᵏχ͔͔àtas. ȧin̯ɛt̄ɛ
palìtᵊl iȯ̯l a‵t pàti. βìnàtɛ ᵏχ͔͔ȯ̀las i pa‵₍ᴅs. rȧɣ̆ɣȧ‵₍ts
ta· ᵏχ͔͔uii̯. iɛ̯ɣpɣaɣɛ ȱńɣaɣɛ lāβèɣ mȧńɛn̄ nūpᵊl: »ȯs-
mal pinɛ₍̄ln, ĺūĺ͜ʟš́sȧƞ pa‵₍ᴅs.» ɛ₍̄kβȧ ȯsmȧ pinu͕ƞk
tu͕β kβāls. tȧβ kāt nȱƞᵏχ͔͔aĺ tȯ̀tiɣ̮̆₍ls, kāʿtnȧ ᵏχ͔͔ȱiβᵊs,
ɛ₍̄kβȧ šȧ́mrȧɣ̆ɣȧ‵ᴅs.

Кит ёр̄н олэг̄. Яныг хумитэ нэӈ̄, ман̄ь хумитэ
нэт̄āл. Нэт̄āл хос о̄лыс, вāть о̄лыс, нэ̄ вис.
Нэ̄ вис, ӯсын минас, вēтра вина вис. Аюӈкве
тӯлтхатас. Айнэт̄э палытыл ёл ат паты. Винатэ
холас и патыс. Рагатас та хуи. Ягпыгаге-
оньгаге лāвēг маньнэ̄ нупыл: «Осмал пинэлн,
лю̄льщаӈ патыс.» Э̄ква осма пинуӈкве тув
квāлыс. Тав кāт но̄ӈхаль тотыглыс, кāтна
хо̄йвес, эк̄ва щам-рагатас.
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Abstract
Large language models show significant in-
equality in language representation, particu-
larly for Uralic languages. Our analysis found
that existing tokenizers allocate minimal to-
kens to Uralic languages, highlighting this
imbalance. To address this, we developed a
pipeline to create clean monolingual datasets
from Wikipedia articles for four Uralic lan-
guages. We trained Byte Pair Encoding (BPE)
tokenizers with a vocabulary size of 256,000
tokens, though Northern Sami had only 93,187
due to limited data.

Our findings revealed most tokens are unique
to each language, with 8,102 shared across
all four, and 25,876 shared among Estonian,
Finnish, and Hungarian. Using the Compres-
sion Ratio metric, our tokenizers outperformed
popular ones like LLaMA-2 and Gemma 2, re-
ducing Finnish’s compression ratio from 3.41
to 1.18.

These results demonstrate the importance of
specialized tokenizers for underrepresented lan-
guages, improving model performance and low-
ering costs. By sharing our tokenizers and
datasets, we provide crucial resources for fur-
ther research, emphasizing the need for equi-
table language representation.

1 Introduction

Large language models have rapidly integrated into
our daily lives, yet they exhibit significant inequal-
ity in language representation due to issues of dig-
ital vitality. This imbalance is particularly pro-
nounced in the Uralic language family, which in-
cludes well-represented languages like Finnish, Es-
tonian, and Hungarian, as well as underrepresented
ones like Northern Sami. Our initial assessment
revealed that existing tokenizers inadequately rep-
resent Uralic languages, with a minimal number of
tokens allocated to them.

However, there is significant inequality in lan-
guage representation at all stages due to the issue

of digital vitality (Acs et al., 2017; Zaugg et al.,
2022), where there is an insufficient amount of dig-
itized text available (Arkhangelskiy, 2019). As a
result, training datasets are dominated by texts in
popular languages, leading to an imbalance (Choi
et al., 2023). It’s not just the training datasets; the
same problem exists with tokenizers (Petrov et al.,
2023), as was shown earlier. The efficiency of a
tokenizer directly impacts performance in that lan-
guage and, consequently, the cost of tasks, since
pricing is tightly linked to the number of tokens.

On the other hand, new methods are emerging
that allow adjustments to the tokenizer’s vocabulary
during fine-tuning, and even better, future models
could pay closer attention to token representation
in tokenizers during training (Downey et al., 2024).
However, to achieve this, a resource is needed that
enables such adjustments (Alnajjar et al., 2023;
Paul et al., 2024). The approach we propose for
creating monolingual tokenizers serves as exactly
this kind of resource. Uralic languages provide a
useful model, as the group is relatively small and
includes three languages that are comparatively
well represented on Wikipedia, one that is poorly
represented, and a significant number of languages
that are not represented at all.

First, we decided to assess how many Uralic
language tokens are present in existing tokenizers.
After evaluating the token representation, we real-
ized that these languages are almost entirely absent.
This led us to the question: can we train a BPE
tokenizer both for individual Uralic languages and
for all Uralic languages combined?

We encountered the challenge that detecting
Uralic languages, beyond Finnish, Estonian, and
Hungarian, is a complex task. For the tokenizer,
we used Wikipedia articles from four languages: in
addition to the three mentioned, we also included
Northern Sami. We developed a pipeline to extract
the cleanest monolingual texts for these four lan-
guages, and based on these texts, we trained four
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monolingual tokenizers with a size of 256K, as
well as one tokenizer for the combined languages.

Although the initial goal was to create monolin-
gual tokenizers, the tokenizers themselves turned
out to be an interesting new tool for comparative
analysis. They provide an additional perspective
for approaching many classic tasks (Toraman et al.,
2023).

We have made both the tokenizers and the clean
monolingual Wikipedia datasets publicly available.
These datasets can also serve as a foundation for
other research projects.

Finally, we evaluated how much more effectively
our proposed tokenizers perform compared to exist-
ing ones. We also assessed the impact of tokenizer
size on tokenization efficiency and proposed meth-
ods for determining how many additional tokens
need to be added to a tokenizer for it to effectively
handle Uralic languages.

2 Results and Methods

2.1 Assessing the Representation of Uralic
Languages in Existing Tokenizers

Our first task was to assess how well Uralic lan-
guages are represented in existing tokenizers. To
study the representation of Uralic languages within
the tokenizers of popular LLMs, we first classified
each token according to the language it belongs
to. Table 1 presents the Uralic language encodings
from the key standards.

The ISO 639-1 standard encompasses three lan-
guages: Estonian, Finnish, and Hungarian. Expand-
ing to broader classifications, the ISO 639-2 stan-
dard includes nine languages, while ISO 639-3 cov-
ers twenty-seven languages. Additionally, the Com-
mon Locale Data Repository (CLDR) incorporates
sixteen Uralic languages. This hierarchical structur-
ing across multiple standards highlights the varying
levels of granularity and coverage, underscoring
the importance of comprehensive language encod-
ing for effective NLP applications in the Uralic
language family. While our findings are promising,
we are currently unable to accurately assess the
representation of these languages in the Common
Crawl dataset, which constitutes a substantial por-
tion of the training data for foundation models. The
seemingly large number of Uralic languages repre-
sented in standards like ISO 639-3 is offset by the
fact that most language classifiers do not use this
standard. To compare the classifications, we use
two popular libraries for language identification

Tokenizers llama-2 llama-3 gemma
fi 415 875 3518
et 429 1082 3335
hu 711 1359 4456

Table 1: Langid numbers of tokens for llama-2, llama-3,
and gemma tokenizers across three languages.

Tokenizers llama-2 llama-3 gemma
fi 202 779 1905
et 251 1145 2066
hu 403 1115 2570

Table 2: Cld3 numbers of tokens for llama-2, llama-3,
and gemma tokenizers across three languages.

— langid.py (Lui and Baldwin, 2012) and pycld3
(Ooms, 2024) The langid.py classifier is based on
the ISO 639-1 standard, which significantly limits
the classification of Uralic languages, narrowing
it down to Finnish, Estonian, and Hungarian. The
pycld3 classifier uses the CLDR standard, which of-
fers an apparent advantage over langid.py and ISO
639-1 when it comes to Uralic language classifica-
tion. However, none of the existing classification
tools are comprehensive, as they have considerable
biases when classifying short tokens and underrep-
resented languages (Chelombitko et al., 2024). To
highlight this issue, we provide a comparison of the
number of Uralic language tokens in the tokenizers
of top models with publicly available tokenizers in
Table 1 and 2.

2.2 Creating Monolingual Datasets Based on
Wikipedia Articles

We downloaded Wikipedia dumps in ZIM format
for four languages—Estonian, Finnish, Hungarian,
and Northern Sami. The links are organized by lan-
guage and further classified by size, such as "nopic"
or "maxi," and date. Specifically, links related to
the "all" topic are added to the data structure. For
each language, we prioritize the "nopic" size if it
is available. If the "nopic" size is not available,
the "maxi" size is used instead. Within each size
category, the links are sorted by date to identify
the most recent links. If a link from May 2024 is
available, it is given priority. For Finnish, no link
from May 2024 was available. Therefore, we used
the most recent link from May 2023.

Downloaded zim files were processed with a
custom C++ program available in github. It iter-
ates through each entry in the archive by path. If
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an entry is identified as a redirect, it is skipped.
The script parses the HTML content using an
HtmlParser library. The script looks for elements
with the class name “mw-parser-output” within
the parsed HTML document. If such elements
are found, the script further extracts all HTML
paragraph elements within the “mw-parser-output”
element. For each paragraph element found, the
script outputs the HTML content of the paragraph.
Finally we used a custom python script to clean
HTML paragraphs of the text. The script reads
input from the standard input, which is usually pro-
vided via a pipeline or redirection. The input text
is passed through the ‘clean_text‘ function, and the
cleaned text is printed to the standard output.

To eliminate contamination from other lan-
guages, we performed two iterations. In the first
iteration, we removed all paragraphs containing
non-Latin characters, which we identified based on
their Unicode values. In addition, we removed all
paragraphs containing fewer than ten words, which
is particularly relevant for Wikipedia. Wikipedia
articles often include not just text but also various
links and other irrelevant content that we wanted to
eliminate. The ten-word filter effectively removed
such unnecessary paragraphs. In the second iter-
ation, we used CLD2, a tool commonly used for
language detection in the Common Crawl dataset.

We removed all paragraphs that CLD2 did not
identify as at least 90 percent belonging to the tar-
get language in order to ensure the dataset remained
monolingual. The exception was Northern Sami, as
CLD2 does not support this language. For Northern
Sami, we retained all paragraphs without applying
language detection.

Within Hungarian language content, there ex-
ists both modern Hungarian and historical Hun-
garian (Old Hungarian) texts. In our research,
we only include modern Hungarian content, as
Wikipedia dumps are categorized using ISO 639-
1 language codes, which only includes the code
’hu’ for Hungarian. While Old Hungarian exists
as a distinct language variety in the more compre-
hensive ISO 639-3 standard (with code ’ohu’), the
current Wikipedia’s infrastructure does not distin-
guish between historical and modern variants of
Hungarian.

The significant reduction in the number of para-
graphs—almost 35 percent—is due to the fact that
a Wikipedia paragraph is far from being clean text.
It contains a large amount of metadata, and many
paragraphs include links to other languages, frag-

ments of other languages, and quotes in different
languages. We removed all of this to make our
datasets as monolingual as possible. Comprehen-
sive statistics for the dataset are provided in Table
3.

2.3 Training and Characterization of
Tokenizer

Typically, a tokenizer training dataset uses only a
portion of the available data. However, we decided
to use the entire monolingual Wikipedia dataset we
created to minimize any bias from dataset sampling
on the tokenizer. By using all available data, we
aim to produce a tokenizer that is as close as possi-
ble to an ideal tokenizer for the given language.

For training the tokenizer, we used a custom
program based on the Tokenizers library from Hug-
gingFace. The program is available on our GitHub.
The only change we made to the reference code
was setting the vocabulary size to 256,000, as we
aimed to capture the maximum number of tokens.
It’s clear that such a large tokenizer is not practical
for use, and the actual tokenizer will be a subset of
these 256,000 tokens.

Interestingly, for Northern Sami, the dataset was
insufficient to train a tokenizer with 256,000 tokens.
We were only able to generate 93,187 tokens for
this language. It is important to emphasize that
even with some amount of text available, a mini-
mum dataset size is required to effectively train a
tokenizer. Nevertheless, the tokenizer for Northern
Sami remains a valuable outcome.

2.4 Comparative Tokenology of Uralic
Languages

With the trained tokenizers in hand, we asked how
many common tokens exist between them. Since
we created a monolingual dataset for training and
ensured that the tokenizers were as monolingual as
possible, we were curious to see how many tokens
are shared among the Uralic languages, as well
as how many tokens are specific to each language.
When we used our tokenizer and examined the total
number of unique tokens across all tokenizers, we
found that there were 785,115 unique tokens. Not
surprisingly, the majority of tokens are unique to a
single tokenizer. We were particularly interested in
finding how many tokens are shared across tokeniz-
ers, but we found no fully common tokens. The
number of tokens that appear in only one tokenizer
is 692,081. Only 8,102 tokens are shared across
all four languages. After excluding Northern Sami,
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Language Estonian Finnish Hungarian Northern Sami
Code et fi hu se
Content pages 248,159 581,930 548,859 7,892

Table 3: Language and number of content pages in Wikipedia.

Language Estonian Finnish Hungarian Northern Sami
Code et fi hu se
Raw Paragraphs 1,342,090 3,141,975 3,932,082 18,652
HQ paragraphs 926,628 (69%) 2,081,601 (66%) 2,385,635 (61%) 6,720 (36%)
HQ Words 33,140,238 86,033,550 122,512,745 249,444
HQ Chars 265,243,383 765,211,790 967,144,007 1,938,899

Table 4: Language and number of paragraphs, words, and characters.

we examined the common tokens between Esto-
nian, Finnish, and Hungarian, and found 25,876
shared “core” tokens. It’s important to note that,
since the data comes from Wikipedia, the number
of shared tokens is slightly overestimated. This is
due to the presence of similar names, toponyms,
and terms. While we tried to exclude non-Latin
scripts, some countries and terms appear in English
on Wikipedia, leading to an inflated count. In re-
ality, the number of truly shared tokens is likely
lower.

2.5 Evaluation of Tokenizer Efficiency for
Tokenizing Texts in Uralic Languages

Our next task was to assess how effectively our
tokenizers, trained on individual languages, to-
kenize their corresponding datasets. We com-
pared their performance with widely used open
tokenizers, including Mistral, LLaMA-2, LLaMA-
3, and Gemma 2. We aimed to determine whether
our language-specific tokenizers outperform these
general-purpose tokenizers, which inevitably in-
clude tokens from multiple languages. To evaluate
tokenizer efficiency, we used the Compression Rate
metric. This metric assesses how effectively the
tokenizer performs during training. The smaller
the resulting text after tokenization, the better the
tokenizer’s performance. Overall, this metric can
be interpreted as ‘how many tokens are needed to
represent a single word.’ The closer this value is to
one, the more efficient the tokenizer. The results of
the analysis are presented in Table 5.

The figure 1 shows tokenization of parallel text
samples in English and Finnish using different tok-
enizers. The Finnish text is processed by GPT4o
(149 tokens, compression ratio 2.76), fi BPE (77
tokens, compression ratio 1.43), and uralic BPE
(86 tokens, compression ratio 1.59). The English
tokenization ratio (1.96) can be considered as a ref-

urBPE llama2 llama3 Gemma2
et 1.13 3.09 2.88 2.45
fi 1.18 3.41 3.12 2.49
hu 1.11 2.69 2.83 2.18
se 1.32 3.53 3.27 3.04
uralic 1.24 3.00 2.94 2.33

Table 5: Comparison of tokenizer efficiency between
our tokenizer and three popular open-source tokenizers
for four individual languages and the combined Uralic
dataset. The metric used is the Compression Ratio,
which is the ratio of the number of tokens after tokeniza-
tion to the number of words in the dataset. The lower
the ratio, the better the performance.

erence point for expected tokenizer performance,
showing that current general-purpose tokenizers
handle Finnish significantly worse than English
(2.76 vs 1.96). However, specialized Finnish and
Uralic tokenizers achieve even better compres-
sion ratios than English, demonstrating that proper
language-specific tokenization can be highly effi-
cient.

This visualization effectively demonstrates the
efficiency gains achieved by language-specific to-
kenizers over general-purpose ones, with fi BPE
showing nearly 50% reduction in token count com-
pared to GPT4o for the same content. This reduc-
tion in token count directly translates to a propor-
tional decrease in processing costs - effectively
halving the cost of working with Finnish text.
While our current work focuses on building sepa-
rate specialized tokenizers, future research might
explore whether similar efficiency gains could be
achieved by selectively adding essential language-
specific tokens to existing tokenizers, potentially
offering a more practical path to improving multi-
lingual performance while maintaining compatibil-
ity with existing models.
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Figure 1: Visual comparison of tokenization patterns across different tokenizers. Each tokenizer’s output is color-
coded to show individual token boundaries, illustrating how the same text is segmented differently. Parallel text is
shown in English (top-right panel, GPT4o) and Finnish (other panels) using different tokenizers.

3 Discussion

3.1 The Importance of Creating
Well-Designed Multilingual Tokenizers

As shown in Table 5, if a tokenizer compresses texts
efficiently, this not only holds fundamental impor-
tance but also has practical implications for the
use of large language models, whose costs increase
with each new iteration and generation. Perhaps
we should rethink how we approach training tok-
enizers—not just by processing large amounts of
text, but by assembling tokenizers from more spe-
cialized ones. This would ensure that tokens and
languages are represented more equally in each to-
kenizer, allowing them to tokenize a wider variety
of texts rather than primarily texts in the most pop-
ular languages, such as English, Russian, Chinese,
German, and Japanese.

3.2 Significant Challenges with Low Digital
Vitality Languages

For languages with low representation in textual
data, none of the available tools for language anal-
ysis work reliably (Zaugg et al., 2022). We en-
countered difficulties even with relatively larger
languages, such as Estonian. This issue is critical
not only for endangered languages but also for any
underrepresented languages in online texts (Hjort-
naes et al., 2021). The most accurate count of exist-
ing Uralic languages is around 39-40 living and ex-
tinct languages (including recently extinct ones like
Kamassian). Currently, 14 Uralic languages have

their own Wikipedia editions, and only four have
automatic Wikipedia dumps for computer-friendly
processing.

The complete absence of Wikipedia editions for
the most Uralic languages actually reinforces our
paper’s main point about the severe digital divide
within the Uralic family. While other text sources
might exist, using them would require entirely dif-
ferent methods for data cleaning and quality con-
trol.

The issue is not just the availability of text; it
also lies in the tools themselves, which are trained
on specific datasets. The performance of these
tools varies greatly across different languages. This
needs to be considered, and we believe that provid-
ing a high-quality monolingual dataset is a crucial
resource for both evaluating existing tools and, in
cases where they perform poorly, improving them
or developing new tools tailored specifically to lan-
guages for which standard tools are ineffective.

In addition, we observed that language detection
proved to be quite challenging, especially for Es-
tonian. Estonian Wikipedia articles often contain
more English words than other languages, which
led to many false negatives and false positives in
the detection process.

One potential approach for low-resource lan-
guages could be the artificial transfer of tokenizers
from one language to another. This might be a solu-
tion for such languages, as word fragments can still
be derived from relatively small amounts of text,
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as we have demonstrated here with Northern Sami.
Despite the limited amount of text, we were able to
extract the basic tokens quite effectively; however,
the challenge lies with full words. Perhaps enrich-
ing tokenizers with additional dictionaries could be
a viable solution for languages that lack sufficient
textual resources.

3.3 Monolingual BPE tokenizer as promising
new tool for comparative linguistic

One of the surprising properties of BPE is its abil-
ity to find all repeating substrings in a language,
making it a potentially valuable tool for compara-
tive linguistics, especially when working with large
text corpora. It can serve as an additional resource
alongside existing linguistic tools (Hämäläinen,
2019; Silfverberg and Tyers, 2019).

This tool can be used, for example, for lan-
guage detection, potentially more effectively than
probability-based models. In essence, BPE is also a
type of probabilistic model, but it has the advantage
of identifying tokens that are more characteristic
of a language, even if they are relatively short. By
analyzing these short tokens, we can estimate the
likelihood that a given text belongs to a specific
language. Currently, no such tools exist Language
Modeling and Perplexity Reduction

3.4 Texts Authorship Quality in
Low-Resource Uralic Languages

For low-resource languages, particularly within the
Uralic language family, large-scale datasets remain
scarce. A critical consideration when working with
extremely low-resource languages is the assess-
ment of dataset quality and representativeness. This
is particularly relevant for languages with a small
number of native speakers yet maintain some pres-
ence in digital corpora. A fundamental method-
ological challenge arises regarding the linguistic
authenticity of the collected data, specifically con-
cerning the authorship of corpus texts. The distinc-
tion between native speakers and proficient L2 (sec-
ond language) users becomes crucial, as the latter
may possess sufficient competency to produce texts
while potentially introducing subtle non-native pat-
terns. In low-resource scenarios, where the corpus
size is inherently limited, such authorship varia-
tions can significantly impact the linguistic quality
of the dataset, subsequently affecting downstream
tasks such as tokenization and model training.

Future research will explore methodologies for
assessing dataset authenticity through perplexity-

based analysis. We hypothesize that texts authored
by native and non-native speakers will demonstrate
measurably different perplexity patterns, though
the exact nature of these differences requires em-
pirical investigation. We plan to validate this hy-
pothesis by developing a systematic approach to
perplexity-based authorship analysis, which could
provide a quantitative tool for dataset quality as-
sessment in low-resource scenarios, particularly
valuable for Uralic languages where high-quality
digital data is crucial yet scarce.

4 Conclusion

In this work, we addressed the inequality in lan-
guage representation within large language models,
focusing on the Uralic language family. Using high-
quality monolingual datasets from Wikipedia for
Estonian, Finnish, Hungarian, and Northern Sami,
we trained specialized BPE tokenizers. Our analy-
sis showed that existing tokenizers poorly represent
Uralic languages, leading to inefficient tokeniza-
tion and increased computational costs. Our mono-
lingual tokenizers outperformed widely used open-
source tokenizers with lower compression ratios,
improving both performance and cost-efficiency for
underrepresented languages. Additionally, these
tokenizers offer valuable tools for comparative lin-
guistic analysis, highlighting shared and unique
features of Uralic languages. By sharing our tok-
enizers and datasets, we provide key resources for
further research in natural language processing for
low-resource languages. This work underscores
the need for equitable tokenization, especially for
languages with low digital vitality.

5 Availability

All resources from this research are publicly avail-
able:

• Source Code: Complete analysis tools and
scripts are available in our GitHub repos-
itory https://github.com/nup-csai/
uralicBPE

• Reproducibility: A Jupyter notebook contain-
ing step-by-step analysis reproduction, includ-
ing all tables and figures

• Data: Processed Wikipedia datasets and pre-
trained tokenizers are hosted on Hugging
Face https://huggingface.co/datasets/
nup-csai/uralicBPE
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Abstract

The quantitative turn in functional linguistics
has emphasised the importance of data-oriented
methods in describing linguistic patterns. How-
ever, there are significant differences between
constructions and the examples they cover,
which need to be properly formalised. For ex-
ample, noun chains introduce significant vari-
ation in the examples, making it difficult to
identify underlying patterns. The compression
of noun chains into their minimal form (e.g.
as they appear in abstract constructions) is a
promising method for revealing linguistic pat-
terns in corpora through their examples. This
method, combined with identifying the appro-
priate level of abstraction for the additional
elements present, allows for the systematic ex-
traction of good construction candidates. A pi-
lot has been developed for Hungarian infinitive
structures, but is adaptable for various linguis-
tic structures and other agglutinative languages.

1 Introduction

Functional construction grammars (Goldberg,
1995; Langacker, 2005) have recognised that hu-
man language consists of a network of symbolic
form-meaning pairs (Langacker, 2008), which are
influenced by frequency of use (Bybee, 1995). As
a result, several methods have been developed and
applied to support empirical exploration, using
corpus-based and corpus-driven methods to iden-
tify linguistic patterns by considering frequency
data, rather than relying on introspection, such
as collocation metrics and collostructural analy-
sis (Glynn and Robinson, 2014; Gries and Ste-
fanowitsch, 2007; Luodonpää-Manni et al., 2017).
The trend, which has led much of functional lin-
guistic research to adopt a data-driven and quanti-
tative approach, is referred to as the quantitative
turn (Janda, 2013). In linguistic description, col-
lecting datasets of sufficient quantity and quality,
and processing them in an unbiased manner has

become a clear challenge for linguists. However,
without a well-structured technological apparatus,
intuition distorts the objectivity of the query and
the analysis used to identify patterns. The abil-
ity to validate patterns derived from theory using
corpus-driven methods has, therefore, become a
pressing issue. It is not sufficient for the results
precisely match the theory, each step and the chain
of reasoning must be examined to correct intuition.

Extracting constructions from corpora requires
the processing of a large number of individual ex-
amples. We have found that the combinatorial
explosion mainly arises from noun phrases that
vary greatly in length and internal structure. How-
ever, the constructions we are looking for are not
primarily concerned with the noun phrases they
contain and, therefore, do not define their form pre-
cisely. To simplify entries, we compressed the noun
phrases into their minimal form, which allowed us
to extract shorter, more schematic patterns that bet-
ter aligned with our theoretical expectations.

To test our hypothesis, we developed a rule-
based method for compressing noun chains us-
ing practically POS tags, which we applied to the
example clauses. The remaining elements in the
constructions are replaced by either a word form,
lemma or POS tag, depending on the expectations
and their statistical variations, to achieve the best
coverage. In this paper, we focus on the noun
phrase compression method in light of the con-
structions found.

2 Data Sources

We used two corpora for the measurements, al-
lowing us to compare and validate our method
against overfitting. The first corpus, the Hun-
garian Gigaword Corpus 2.0.5 (HGC2) (Oravecz
et al., 2014), with 1.04 billion words, contains
texts from six stylistic and five regional varieties.
The second corpus, the Hungarian Webcorpus 2.0
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Type of the
Auxiliary Verbs

POS
Original
(HGC2)

Filtered
(HGC2)

%
(HGC2)

Original
(HW2)

Filtered
(HW2)

%
(HW2)

Akar [‘want to’] verb 610 836 419 324 68.65 650 000 518 123 79.71
Bír [‘can’, ‘endure’] verb 22 191 15 387 69.34 179 846 112 112 62.34
Hajlandó [‘prone to’] adj. 48 267 36 334 75.28 272 806 179 330 65.74
Képes [‘able to’] adj. 134 843 86 833 64.40 650 000 462 001 71.08
Képtelen [‘incapable to’] adj. 48 036 14 424 30.03 164 909 104 274 63.23
Kíván [‘wish to’] verb 192 678 139 498 72.40 650 000 391 413 60.22
Mer [‘dare to’] verb 63 729 39 177 61.47 473 966 278 887 58.84
Szeret(ne)
[‘(would) like (to)’]

verb 484 448 278 834 57.56 650 000 448 324 68.97

Tud [‘can’] verb 675 000 466 863 69.16 650 000 540 175 83.10

Table 1: The distribution of samples in the two corpora is as follows: From the HGC2, a total of 2 097 149 instances
were collected (1 496 674 remaining after automatic filtering, constituting 71.37% of the total sample). From the
HW2, 3 691 527 instances were collected (3 034 639 remaining after automatic filtering, constituting 82.21% of the
total sample).

(HW2) (Nemeskey, 2020), has approximately 9 bil-
lion words and was obtained from the Web (Com-
mon Crawl). Both corpora are accessible through
the NoSketch Engine corpus query framework (Kil-
garriff et al., 2007). However, the amount of data
that can be exported is limited, so the aim was
to obtain as comprehensive a sample as possible
within the system’s constraints.

We used the samples from an experiment con-
ducted by Indig and Bajzát (2023) and extended
them to include the most common modal auxiliaries
with infinitives in Hungarian, as well as patterns of
adjective + infinitive associated with modal mean-
ing (Van linden, 2010), to get a more comprehen-
sive picture. Table 1. summarises the sample sizes.
The extracted concordances were re-analysed to
ensure consistent and up-to-date annotation (Indig
et al., 2019; Novák et al., 2016).

3 The Mosaic Method

The mosaic n-gram method can model linguistic
data at different levels of abstraction, such as word,
lemma, and POS tag, simultaneously (Indig, 2017).
This concept aligns with the usage-based approach,
as linguistic schemas become entrenched at vari-
ous levels of sematicity, and patterns are conven-
tionalised based on their frequency of use (Bybee,
1995). The mosaic n-gram method efficiently gen-
erates and ranks all possible abstractions of linguis-
tic data, thereby reducing the reliance on linguistic
intuition to identify statistically sound construc-
tion candidates that have the appropriate level of
abstraction for each element to maximise coverage.

The method includes a classification step to iden-

tify inferior mosaic n-grams (i.e. subset relation):
any less frequent mosaic n-gram that generalises
from a set of examples that are a subset of those
covered by a more frequent mosaic n-gram. Con-
versely, the more frequent n-gram is labelled as
major compared to the less frequent one if the latter
only covers examples that are also covered by the
former. Among entries of equal frequency covering
the same set of examples, all but the least abstract
are deleted as redundant. In addition, by setting a
frequency threshold to discard entries that are rare
despite their abstraction, the processing time and
the number of entries to be manually checked can
be further reduced. This approach allows for a high
degree of customisation, and the generated mosaic
n-gram patterns can be easily converted into a query
expression (e.g. the CQL in Sketch Engine (Kilgar-
riff et al., 2007) to check them in the corpus and
explore linguistic data matching the pattern). In
an abstraction of the method to additionally handle
free word order n-grams are substituted for bag of
words (Indig and Bajzát, 2023).

4 Compressing Noun Phrases

The formal definition of constructions typically in-
cludes only the bare minimum of noun phrases, as
the focus is on the whole structure. When clauses
that may contain elements at various levels of ab-
straction are automatically compared (e.g. element
by element), it becomes difficult to match patterns
of different lengths without introducing additional
measures. However, noun phrases with modifiers
can separate functionally and structurally similar
samples (see the first three rows of Table 2).
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N Frequency Example
3 1688 [/N][Acc] lemma:akar [/V][Inf]
4 1103 [/Adj][Nom] [/N][Acc] lemma:akar [/V][Inf]
5 1665 [/Adj][Nom] [/Adj][Nom] [/N][Acc] lemma:akar [/V][Inf]
5 1365 [/Det|Art.Def] [/Adj][Nom] [/N][Acc] lemma:akar [/V][Inf]
5 997 [/Det|Art.Def] [/N][Nom] [/N][Poss][Acc] lemma:akar [/V][Inf]

Table 2: All five entries could be reduced to ‘[/N][Acc] lemma [/V][Inf]’ without violating syntax. (akar ‘want to’)

On the other hand, sequences of the same length
with different modifiers in the noun phrases present
a different issue. The last three rows of Table 2.
show that, although the modifiers differ, the head
noun appears in the same grammatical case, mak-
ing the sequences practically analogous from our
perspective. In summary, based on the examples
presented above, it can be assumed that the ma-
jority of the found examples originate from such
partially abstracted (i.e. not simplified) sequences.

We chose a rule-based approach because, in
Hungarian, apart from a few well-separated cases,
noun phrases can be trivially compressed using
word order, morphology, and POS tags with sim-
ple regular expressions, and we can retain the
property of converting the resulting patterns to
CQL. A challenging case is possessives, where
there are two ways of expressing the genitive func-
tion, both of which are homonymous. The first is
marked by the nominative case, followed immedi-
ately by its property (e.g. a [/Det][Art|Def] kutya
[/N][Nom] háza [/N][Poss.3Sg][Nom] ’the dog’s
house’). The second is expressed with the dative
case (e.g. a [/Det][Art|Def] kutyának [/N][Nom]
a [/Det][Art|Def] háza [/N][Poss.3Sg][Nom] ’the
house of the dog’), which allows for flexible
word order and even interruption (e.g. a ku-
tyának [/N][Dat] lefestette [/V][Pst.Def.3Sg] a
[/Det][Art|Def] házát [/N][Poss.3Sg][Acc] ’he/she
painted the house of the dog’). While nominative
homonymy is easy to handle because of its word
order (Ligeti-Nagy et al., 2019) (see the last row
in Table 2.), examples with the dative variant were
excluded from our sample. This concerns 0.36%
of instances (across 11 types) in HGC2, whereas
0.59% of instances (across 27 types) in HW2.

The rules are iterated in two steps, as run-
ning them simultaneously would produce incor-
rect results due to the aforementioned ambigu-
ity of the nominative case. The first iteration
specifically compresses cases where nouns with
possessive suffixes are preceded by unmarked

genitive cases (e.g. János [/N][Nom] könyvét
[/N][Poss.3Sg][Acc] olvasták [/V][Pst.Def.3Pl]
’(They) read the book of John’ compared to
János [/N][Nom] a [/Det][Art|Def] könyvét
[/N][Poss.3Sg][Acc] olvasta [/V][Pst.Def.3Sg])
’John read his book’). Then the remaining cases
are processed to avoid overlaps. Finally, the aggre-
gated frequencies of identical entries are calculated
and classified according to their new lengths.

The procedure could be trivially refined and ap-
plied similarly to other agglutinative languages (e.g.
Uralic languages). However, such rule-based trans-
formations rely heavily on morphological marked-
ness, and the results depend on both the language
analysis tool and the quality of the corpus used (e.g.
the amount of noise present).

5 Evaluation

We evaluated the results in two ways. First, we ex-
amined the changes in the distribution of frequen-
cies and the total number of resulting entries. Next,
we analysed how the most frequent and general
patterns are reflected in the usage patterns found,
which enables further analysis.

5.1 Changes in the top candidates

Our first concern was to see how the number of dif-
ferent patterns (types) associated with each length
had changed. First, the longest patterns (N = 7
and above) have disappeared, likely because they
contain noun phrases with two or more elements.
There is also a noticeable decrease in the number
of types for the shorter constructions, but the rate
flattens out as the length decreases (e.g. N = 7 to 5).
However, the opposite trend can be seen for N = 3
and 4 as a result of the compression. The number
of types increases significantly for 4 grams, while
the increase for 3 grams is more limited. Most
auxiliaries exhibit these trends (see Table 3.).

In cases where significant differences were ob-
served between the two corpora (e.g. Hajlandó N =
4), the discrepancy arises from the fact that the sam-
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N = 3 N = 4 N = 5 N = 6 N = 7
H W H W H W H W H W

Akar 103.26 103.06 117.22 109.87 52.79 49.05 33.33 34.67 0 0.99
Bír 100 100 115.38 122.78 57.14 63.73 0 41.67 0 65.28
Hajlandó 100 112.50 200 163.41 87.10 60.55 85.71 76.47 0 5.00
Képes 108.33 103.92 268.42 229.63 63.33 47.64 5.26 21.95 0 3.26
Képtelen 125.00 107.14 150 116.67 25.00 52.94 0 5.88 - 0
Kíván 148.15 116.95 225.49 217.56 23.76 29.64 29.41 37.82 0 0.83
Mer 100 110.94 107.41 107.83 74.42 68.07 0 30.77 - 0
Szeret 111.32 103.40 119.21 119.29 28.92 34.34 6.25 10.80 0 0
Tud 111.25 109.52 137.65 137.46 53.92 50.47 40.25 39.34 2.04 0.88

Table 3: Change in samples compared to the initial type distribution (%) from HGC2 (H) and HW2 (W)

ples drawn from HGC2 were considerably smaller
than those from HW2. This resulted in a propor-
tionally greater increase in the number of entries
as they were compressed. Excluding the three ad-
jective samples, the average difference between the
two corpora is 2.56%, indicating relatively similar
values across both corpora.

Overall, the number of types decreased to
54.43% (2593 types) for HGC2, while HW2
showed a reduction to 60.83% (5573 types). This
indicates that, on average, between 289 and 622
different types per auxiliary/adjective remain. The
resulting entries are construction candidates that
can be easily validated manually due to their lim-
ited quantity (cf. the large number of examples they
cover). Thus, the expected reduction in the number
of individual entries, aimed at enhancing the anal-
ysis, has been successfully achieved, leaving only
the qualitative evaluation.

5.2 Constructional similarities

The quality of the remaining patterns can best be
observed by looking at common types and their
variations across several auxiliaries. To illustrate
this, we selected the ten most frequent entries of
the 3- and 4-gram types (see Table 4 in the Ap-
pendix.) as they cover 64.69% of the instances for
3-grams and 34.37% for 4-grams in HGC2, while
65.97% for 3-grams and 29.44% for 4-grams in
HW2. Longer n-grams (≥ 5, which account for
only 25.92% and 27.38% of the examples respec-
tively) would require a different approach due to
data sparsity, as we cannot be sure why they are
missing for individual auxiliaries.

The present study (Table 4.) validates the
previous findings on Hungarian auxiliary verb
structures (Indig and Bajzát, 2023; Bajzát, 2022;

Kálmán et al., 1989) using a corpus-driven ap-
proach and extends the scope of the investiga-
tion to predicative adjectives with modal meanings.
The verbs akar (‘want’), tud (‘can’) and szeret(ne)
(‘(would) like (to)’) were omitted from Table 4.,
because they were found for all the patterns listed
(i.e. they do indeed show frequent prototypical pat-
terns for auxiliaries as expected). Beyond that, one
can identify patterns in Table 4 that are specific
to auxiliaries (e.g. insertion [/Prev] L [/V][Inf],
which indicates a greater semantic integration be-
tween the infinitive and the auxiliary (Imrényi,
2013; Modrián Horváth, 2020; Bajzát, 2020) and
serves as a key criterion for auxiliary (Kálmán et al.,
1989)). While the insertion of certain predicative
adjectives (be [/Prev] képes [/Adj][Nom] menni
[/V][Inf] ’he/she is able to go into’) is theoreti-
cally possible and could represent the next step in
their grammaticalisation process (Langacker, 2006;
Heine and Narrgog, 2012), we found no evidence
of such behaviour. However, frequent patterns (e.g.
[/N][Acc] L [/V][Inf]) do not exclusively specify
auxiliary structures, as they also often occur with
other verbs as well. A more sophisticated and sys-
tematic analysis of construction patterns (e.g. using
this method) could reveal auxiliaries and predica-
tive adjectives with similar modal functions func-
tions but belonging to different word classes. The
characterisation of such relationships makes it pos-
sible to draw a network of auxiliaries, verbs and
compatible predicates through their usage patterns.

The most frequent word order pattern in Ta-
ble 4. covers instances of grammatical focus (e.g.
[/N][Acc] L [/V][Inf]), where the speaker empha-
sises a particular component of the event rather
than the event as a whole. Negative contexts are
also typical for all modal auxiliaries and pred-
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icative adjectives, except for képtelen, which al-
ready contains the negation (the -tAlAn suffix, e.g.
Mari képes/képtelen aludni ’Mary is able/unable
to sleep’). classification (Imrényi, 2013; Kálmán
et al., 1989). For three auxiliary verbs (kíván, mer,
and bír), not all of the top 10 patterns were iden-
tified. For kíván, only one pattern was missing
from the HGC2 sample, likely due to limited occur-
rence of special structures. A similar issue arose
with mer, although all relevant patterns were found
in the HW2 sample. From this we can conclude
that the auxiliary verb bír is the one that actu-
ally shows distinct patterns. The verb bír typi-
cally occurs in contexts with negative polarity (e.g.
Nem bírja felemelni azt ‘He/She cannot lift it’),
which inherently increases the number of words
in the patterns. Additionally, bír often appears in
structures with restrictive adverbs (e.g. Alig bírja
felemelni azt ‘He/She can hardly lift it’). Further-
more, this phenomenon is also evident in the fact
that when certain grammatical cases of a noun are
placed in the 3-grams, these patterns do not ap-
pear with the bír. Based on its specific patterns,
it can be assumed that it is less advanced on the
grammaticalisation path to a typical auxiliary verb
than, for example, the more abstract auxiliary tud
(‘can’). Among the predicative adjectives (képes,
hajlandó and képtelen)), képes (’able to’) most
closely matches the patterns of general modal aux-
iliary structures (i.e. it has instances for most of
the patterns listed). This may be functionally be-
cause it is quasi-synonymous with the auxiliary tud
(’can’) in contexts expressing ability.

It can be seen that the ten most frequent n-grams
from HGC2 and HW2 differ slightly at the same
length. This could be due to differences in the size
of the two corpus, but it also raises further ques-
tions about the correlation between the patterns
used and the text types or genres. Additionally,
the still high number of variations (see Table 3.)
is partly due to the flexibility of Hungarian word
order and partly to the presence of idiomatic pat-
terns as separate entries. However, this aligns with
our aim of preserving structural diversity, reflecting
both the variety and similarities among auxiliaries.

6 Conclusion and Future Work

We have presented the steps1 for reducing examples
in the corpus to a form a form that is nearly identi-

1The full source code is available under copyleft li-
cence at https://github.com/bajzattimi/Research-of-infinitive-
structures-related-to-the-modal-semantic-domain

cal to theoretical constructions in a corpus-driven
manner through a case study. The semi-automatic
clause extraction and feature reduction are covered
by Indig and Bajzát (2023), from which we used
the samples, while the selection of the optimal level
of abstraction is obtained automatically with Mo-
saic methods (Indig, 2017). This work focuses on
the precise compression of the noun phrases (cf.
NP chunking), which halved the number of the re-
maining candidates, yielding manually comparable
results that still need further evaluation and reduc-
tion. The method is currently under development,
so the latter steps are not yet in their final form.

The limitations of the compression include the
handling of interrupted possessive structures. How-
ever, we have shown that their small number is
more of a usage pattern than an oddity, opening up
new directions for research. Free argument order
poses another challenge, which we plan to address
by using bag of words instead of n-grams after the
compression, allowing for the classification of oth-
erwise similar neutral and focused structures. The
idiomatic structures identified (e.g. entries with
specific elements kept) are not included in this eval-
uation and should be examined separately.

We have used rule-based components (cf. LLMs)
to maintain maximum control over the workflow
and to be able to examine and validate the chain of
reasoning at each step in order to develop a more
correct intuition from which theories can benefit.
For example, the need for a rigorous formalisation
of the constructions sought and the development of
tools to achieve such reduction of examples. This
approach has revealed unexpected behaviours (e.g.
the absence of interrupted possessive structures)
that would otherwise remain hidden. If studied
further, they could provide more insight into the
reasoning of the language users through their us-
age patterns and would shape theoretical thinking.
On the other hand, the empirical validation of the
revealed theoretical results based on human cog-
nition is essential to support the cognitive aspect
of the approach. Therefore, in the next step of
the research we plan to validate the identified pat-
terns with cloze tests in the form of a language
game (Indig and Lévai, 2023)), as this approach
also supports the testing of LLMs for the same task.

The proposed steps are loosely language and
task dependent as they can be easily adapted to
other languages and phenomena. They are tested
on Hungarian, so they are particularly suitable for
other Uralic and morphologically rich languages.
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TOP C N l kíván mer bír hajl képes képt
[/N][Acc] L [/V][Inf] H 35273 3 H W H W 0 W H W H W 0 0
nem L [/V][Inf] H 8683 3 H W H W H W H W H W 0 0
[/Cnj] [/V][Inf] L H 6972 3 H W H W H W 0 0 0 W 0 0
[/N][Nom] L [/V][Inf] H 6052 3 H W H W H W 0 W H W 0 W
[/Prev] L [/V][Inf] H 5197 3 H W H W H W 0 0 0 0 0 0
[/N][Ins] L [/V][Inf] H 5181 3 H W H W 0 0 0 W H W 0 0
[/N][Subl] L [/V][Inf] H 3936 3 H W H W 0 0 0 0 0 W 0 0
L [/V][Inf] [/N][Acc] H 3468 3 H W H W 0 0 0 W H W 0 0
[/N][Ine] L [/V][Inf] H 2721 3 H W 0 W 0 0 0 W H W 0 0
[/N][Nom] [/V][Inf] L H 1768 3 H W H W 0 0 0 0 0 0 0 0
[/N][Acc] L [/V][Inf] W 66688 3 H W H W 0 W H W H W 0 0
nem L [/V][Inf] W 12775 3 H W H W H W H W H W 0 0
[/N][Ins] L [/V][Inf] W 12134 3 H W H W 0 0 0 W H W 0 0
[/N][Nom] L [/V][Inf] W 10435 3 H W H W H W 0 W H W 0 W
[/Cnj] L [/V][Inf] W 10202 3 H W H W H W H W H W 0 W
L [/V][Inf] [/N][Acc] W 9349 3 H W H W 0 0 0 W H W 0 0
[/Cnj] [/V][Inf] L W 8093 3 H W H W H W 0 0 0 W 0 0
[/N][Ine] L [/V][Inf] W 6639 3 H W 0 W 0 0 0 W H W 0 0
[/N][Subl] L [/V][Inf] W 6520 3 H W H W 0 0 0 0 0 W 0 0
[/Prev] L [/V][Inf] W 5721 3 H W H W H W 0 0 0 0 0 0
[/N][Nom] nem L [/V][Inf] H 9930 4 H W H W H W H W H W 0 0
[/Cnj] nem L [/V][Inf] H 8323 4 H W H W H W H W H W 0 0
[/Cnj] [/N][Acc] L [/V][Inf] H 8274 4 H W H W 0 W H W H W 0 W
[/N][Acc] nem L [/V][Inf] H 8107 4 H W H W H W H W H W 0 0
[/N][Nom] [/N][Acc] L [/V][Inf] H 7984 4 H W 0 W 0 W 0 W H W 0 0
[/N][Acc] [/Prev] L [/V][Inf] H 7028 4 H W 0 W 0 W 0 0 0 0 0 0
[/Cnj] [/Prev] L [/V][Inf] H 5742 4 H W H W H W 0 0 0 0 0 0
[/N][Nom] [/Prev] L [/V][Inf] H 4410 4 H W H W 0 W 0 0 0 0 0 0
[/Prev] L [/V][Inf] [/N][Acc] H 4130 4 H W H W 0 0 0 0 0 0 0 0
[/N][Nom] [/Post] L [/V][Inf] H 3343 4 H W 0 W 0 W 0 W H W 0 W
[/Cnj] [/N][Acc] L [/V][Inf] W 18950 4 H W H W 0 W H W H W 0 W
[/N][Nom] nem L [/V][Inf] W 16290 4 H W H W H W H W H W 0 0
[/N][Nom] [/N][Acc] L [/V][Inf] W 16130 4 H W 0 W 0 W 0 W H W 0 0
[/Cnj] nem L [/V][Inf] W 15768 4 H W H W H W H W H W 0 0
[/N][Acc] nem L [/V][Inf] W 13869 4 H W H W H W H W H W 0 0
[/N][Acc] [/Prev] L [/V][Inf] W 9242 4 H W 0 W 0 W 0 0 0 0 0 0
[/Cnj] [/Prev] L [/V][Inf] W 8663 4 H W H W H W 0 0 0 0 0 0
nem L [/V][Inf] [/N][Acc] W 7127 4 H W H W H W H W H W 0 0
[/Cnj] L [/V][Inf] [/N][Acc] W 6738 4 0 W H W 0 W H W H W H W
[/N][Nom] [/Prev] L [/V][Inf] W 5100 4 H W H W 0 W 0 0 0 0 0 0

Table 4: The most frequent mosaic 3-gram and 4-gram types found in the samples of the two corpora. The auxiliary
verb lemmas akar, tud and szeret(ne) were detected in all the patterns in the table and are therefore not shown
individually. Abbreviations: C = the original corpus which the pattern was derived, N = Number of occurences, l
= length of the pattern, L = lemma (of the auxiliary); hajl = hajlandó, képt = képtelen; H = Hungarian Gigaword
Corpus 2.0., W = Hungarian Webcorpus 2.0., 0 = Not present. Glossary: nem ‘not’; )
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Abstract

Adapting multilingual language models to spe-
cific languages can enhance both their effi-
ciency and performance. In this study, we ex-
plore how modifying the vocabulary of a mul-
tilingual encoder model to better suit the Es-
tonian language affects its downstream perfor-
mance on the Named Entity Recognition (NER)
task. The motivations for adjusting the vocabu-
lary are twofold: practical benefits affecting the
computational cost, such as reducing the input
sequence length and the model size, and per-
formance enhancements by tailoring the vocab-
ulary to the particular language. We evaluate
the effectiveness of two vocabulary adaptation
approaches—retraining the tokenizer and prun-
ing unused tokens—and assess their impact on
the model’s performance, particularly after con-
tinual training. While retraining the tokenizer
degraded the performance of the NER task, sug-
gesting that longer embedding tuning might be
needed, we observed no negative effects on
pruning.

1 Introduction

Adapting multilingual pretrained language models
to specific languages can enhance both their effi-
ciency and performance (Kuratov and Arkhipov,
2019; Mroczkowski et al., 2021). The adapta-
tion generally involves continuously training the
full model on language-specific data. This ap-
proach can be expensive and unsuitable for less-
represented languages.

In this study, we explore how modifying the
vocabulary of a multilingual language model to
better suit the Estonian language affects its down-
stream performance. Compared to the previous
works (Gee et al., 2022; Csaki et al., 2024; Tejaswi
et al., 2024), we focus on training newly initialized
embeddings rather than the specific initialization
approaches. The motivations for adjusting the vo-
cabulary are twofold:

1) Practical Benefits: A language-specific vo-
cabulary can reduce the length of tokenized se-
quences, leading to more efficient training and fine-
tuning. Meanwhile, the vocabulary of a multilin-
gual model has to accommodate for all the lan-
guages it supports, which results in a significant
amount of unused tokens in a monolingual use case.
Consequently, adapting the vocabulary to a single
language either by pruning the tokenizer or train-
ing a new one leads to the decrease in vocabulary
size. In turn, decreasing the vocabulary size re-
duces the overall model size, which can improve
computational efficiency.

2) Performance Enhancement: Tailoring the
vocabulary to a particular language may improve
the model’s ability to understand and process text
in that language, potentially boosting performance
on language-specific tasks.

Our goal is to evaluate the effectiveness of two
vocabulary adaptation approaches—retraining the
tokenizer and pruning unused tokens—and assess
their impact on encoder models’ performance in
the Estonian language, particularly after continual
training, which is evaluated by fine-tuning on the
named entity recognition task. In the retraining
approach, we train a new tokenizer on the Esto-
nian National corpus (ENC),1 and use the resulting
vocabulary to replace/adapt the encoder-based mul-
tilingual DeBERTa model (He et al., 2023). We
first train the new embeddings with other model pa-
rameters frozen, and then continue training the full
model with the masked language modeling loss. Fi-
nally, we fine-tune the model with new/adapted vo-
cabulary on the Estonian NER dataset (Sirts, 2023)
to evaluate the effect of vocabulary optimization. In
the second approach, we simply prune the model’s
initial vocabulary to only keep the tokens that are

1https://doi.org/10.15155/
3-00-0000-0000-0000-08C04M
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present in the ENC, and experiment with continu-
ing the training of either only the embeddings or
all model parameters.

2 Related Work

Adapting a tokenizer to a new domain or language
has been mainly done in two ways: modifying an
existing tokenizer or training a new tokenizer on the
domain data. The main focus of previous works has
been on the embedding initialization methods for
new or extended vocabulary, which is not needed
in cases of vocabulary pruning.

The vocabulary pruning has been previously ex-
plored by Abdaoui et al. (2020). The main moti-
vation was that mBERT (Devlin et al., 2019), for
instance, allocates more than 51% of its parame-
ters to the embeddings layer, yet only a fraction of
the vocabulary is used for a single given language.
Accordingly, the proposed approach is to create
monolingual models from multilingual mBERT by
shrinking the vocabulary of the original model. To
select the tokens to keep for a given monolingual
model, the authors collected token frequency statis-
tics from the Wikipedia of the target language, and
used these frequencies to filter out the tokens that
appeared in less than 0.05% lines. As a result, the
monolingual models retained up to 23.8% of the
original vocabulary.

Tokenizer extension for BPE models is usually
done by first training a new tokenizer and then
adding non-overlapping tokens to the existing tok-
enizer’s vocabulary (Csaki et al., 2024; Gee et al.,
2022, etc). Csaki et al. (2024) investigated extend-
ing an existing tokenizer and found that a correctly
implemented vocabulary extension does not neg-
atively affect downstream performance. Tejaswi
et al. (2024) also studied the vocabulary extension
of LLMs, finding that a larger extension requires
more pre-training data for optimal results.

Gee et al. (2022) introduced a method for fast vo-
cabulary transfer (FVT) to train a domain-specific
tokenizer. The embeddings for tokens shared be-
tween the new and original tokenizers were copied.
The embeddings for new tokens were obtained by
averaging their sub-token embeddings from the
original tokenizer. The model was then further
pre-trained on in-domain data using the masked
language modeling (MLM) loss before fine-tuning
on target tasks. Dagan et al. (2024) applied the FVT
(Gee et al., 2022) for LLMs and found that the tok-
enizer choice impacts the effectiveness and down-

stream performance of LLMs. Specifically, they
found that adapting the model to a new tokenizer
requires tens of billions of tokens of retraining to
outperform the original tokenizer. While our train-
ing ENC training corpus is far smaller, containing
only few billions of tokens, we are experimenting
with encoder models that are much smaller than
LLMs.

3 Methodology

The overall methodology of optimizing a model’s
vocabulary to Estonian entails two main steps: 1)
modifying the content of the vocabulary and ad-
justing the embeddings accordingly, and 2) con-
tinuing the training of the whole model to align
it better with the new vocabulary. As the base
multilingual model we select mDeBERTa v3—the
multilingual version of DeBERTa V3 (He et al.,
2023)—the model which is considered the SOTA
encoder model at the time of the writing.

We compare two methods to modify the vocab-
ulary of the mDeBERTa v3 multilingual language
model for Estonian. The first method involves train-
ing a new tokenizer on the Estonian National Cor-
pus (ENC), while in the second method we simply
prune the model’s original vocabulary to remove
tokens that are not used in the tokenized ENC.

Retraining the Tokenizer We retained all the
original settings (such as special tokens and pre-
and post-processing steps) from the base mDe-
BERTa v3 model and retrained the underlying Sen-
tencePiece tokenizer. For new tokens introduced
by the retrained tokenizer, we initialized their em-
beddings using the mean of the original embedding
matrix, while for tokens present in both the original
and new tokenizers, we copied the existing embed-
dings. We also adjust the token to id mapping and
resize the embedding matrix.

To align the newly initialized embedding vec-
tors with the rest of the model, we first train the
model on the training corpus with only the embed-
dings unfrozen using the masked language model-
ing (MLM).

Tokenizer Pruning The pruning process starts
with applying the existing tokenizer to the training
data. Then we observed what tokens in the vocabu-
lary never appear in our training data and removed
them from the vocabulary. After that the token to
id mapping was adjusted and the embedding matrix
was rearranged and resized. Since no new tokens
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were added, we retained the original embeddings
for the remaining tokens.

In our experiments, we use an approach similar
to Abdaoui et al. (2020) with two key differences.
Firstly, we do not use a frequency threshold, but
rather keep all the tokens that do appear in the
language-specific data. This results in our model
retaining approximately 67% of the original vocab-
ulary. Secondly, we employ a larger data source
(that also includes Wikipedia)—the Estonian Na-
tional Corpus. Both differences are aimed at maxi-
mizing the vocabulary coverage.

Continuous Training with LoRA To simulate
continual training and assess the model’s adapt-
ability after vocabulary modification, we applied
Low-Rank Adaptation (LoRA) (Hu et al., 2021)
training with MLM objective to both models.

4 Experimental Setup

Training Data For training the new tokenizer,
and training and validation of the MLM objective,
we employed the Estonian National Corpus (ENC).
2 The corpus contains approximately 16M docu-
ments with documents coming from different do-
mains such as old and contemporary literature, aca-
demic texts, Wikipedia pages and discussions, as
well crawled web pages. We performed light dedu-
plication on the corpus resulting in ca 3.4B tokens
and randomly split it into train, validation, and test,
with both validation and test sets containing 1% of
the documents.

Models Developed In our experiments we em-
ploy the base version of mDeBERTa V3 as our
base model, and apply the previously described
approaches—tokenizer retraining and pruning—to
it. For tokenizer retraining, we settle for 32K to-
kens in the final vocabulary, and train the new tok-
enizer using the train split of the ENC. Meanwhile,
for pruning we collect the statistics on the appear-
ance of tokens in the base model vocabulary in the
ENC train split, then we remove all tokens that
never appear in the data. This results in the vo-
cabulary size of approximately 169K tokens. For
both approaches we resize the embedding matrix
and rearrange the corresponding vectors, while for
tokenizer retraining we initialize the vectors that
has not previously appeared in the base model vo-
cabulary using the mean of the embedding matrix.

2https://doi.org/10.15155/
3-00-0000-0000-0000-08C04M

The models were trained on the University High-
Performance Cluster (University of Tartu, 2018)
using up to two A100 80GB GPUs.

Embedding training For both approaches, we
tuned the embeddings for a single epoch on se-
quences of 128 tokens in half-precision. The num-
ber of devices, per device batch size, and gradi-
ent accumulation steps were configured so that the
global batch size was 3092. The warm-up ratio was
set to 0.05.

Continuous training with LoRA Most of the
training parameters remain the same for LoRA con-
tinuous training, except for the learning rate which
we set to be 1e-3. The LoRA itself was configured
with a rank of 4 for the update matrices, using a
scaling factor (α) of 32. A dropout rate of 0.1 was
applied to the LoRA layers to prevent overfitting.
The adaptation was applied to the attention mecha-
nism components (query, key, and value matrices)
as well as the dense feed-forward layers. No bias
parameters were updated during training.

Fine-tuning on NER Intuitively, a downstream
task where the model has to produce classification
scores for individual tokes in the input is affected
the most by the vocabulary modification. The most
common type of such task is likely Named Entity
Recognition (NER). For the Estonian language Est-
NER (Sirts, 2023) is the most comprehensive NER
dataset. It contains 46K sentences annotated with
11 entity classes. To assess the performance of the
modified models, we fine-tuned models on EstNER
for 50 epochs in half-precision with a global batch
size of 64. For each model version we repeated
the process three times and recorded the highest
achieved F1 score in each run. We report the mean
and the standard deviation over the three runs.

Model # Params Vocab Tok per
Size Word

EstBERT 124M 50K 1.82
XLM-RoBERTa base 278M 250K 2.04
TartuNLP Est-RoBERTa 278M 250K 2.04
EMBEDDIA Est-RoBERTa 116M 40K 1.69

mDeBERTa base 279M 250K 2.23
mDeBERTa base Tuned 110M 32K 1.75
mDeBERTa base Pruned 215M 169K 2.23

Table 1: Statistics on vocabulary size, number of param-
eters, and tokens per word (estimated on the validation
split of the ENC) for related models.

106



Model F1 Score (Mean ± Std) MLM Accuracy

EstBERT 75.72± 0.19 -
XLM-RoBERTa base 80.66± 0.37 -
TartuNLP EstRoBERTa 81.37± 0.28 -
Embeddia EstRoBERTa 83.77 ± 0.24 -
mDeBERTa-base 80.96± 0.19 -

mDeBERTa-base → Tuned Embeddings 76.40± 0.23 15.86
mDeBERTa-base → Tuned Embeddings → LoRA 77.58± 0.47 29.74

mDeBERTa-base → Pruned 80.62± 0.12 -
mDeBERTa-base → Pruned → Tuned Embeddings 80.45± 0.22 25.84
mDeBERTa-base → Pruned → LoRA 80.62± 0.10 38.42

Table 2: EstNER Evaluation F1 and ENC MLM Accuracy scores (excluding baseline models).

Evaluation Metrics We evaluate the tokeniza-
tion efficiency by calculating the token per word
ratio for different tokenizers. We measure the per-
formance of the models on MLM objective using
word prediction accuracy. To evaluate the down-
stream NER task we use the F1 score.

5 Results

In addition to the DeBERTa baseline, we also com-
pare with various other models, including both
Estonian-specific EstBERT (Tanvir et al., 2020),
XLM-RoBERTa base (Conneau et al., 2020), an
Estonian-specific EstRoBERTa finetuned from the
XLM-RoBERTa3 and another EstRoBERTa model
trained from scratch.4

Tokenizer efficiency We first present the impact
on the models’ size and tokenizer efficiency in Ta-
ble 1. We observe that adopting the smaller 32K
language-specific vocabulary (mDeBERTa base
Tuned) leads to approximately 60% reduction in
the number of parameters and 20% reduction in
tokens per word. Meanwhile, simply pruning the
vocabulary (mDeBERTa base Pruned) results in ca
23% reduction in the number of parameters.

Tokenizer Optimization Results The models
with optimized vocabulary MLM accuracy and the
downstream NER task F1-scores are shown in Ta-
ble 2. The top part shows the results for the base-
line mDeBERTa base and the comparison models.
The baseline mDEBERTa is in line with the mul-
tilingual XLM-RoBERTa, but little bit worse than
Estonian-specific RoBERTa models. The middle
section of the Table 2 shows the results on the mod-
els with newly created 32K vocabulary both only
after the embedding tuning and then after training

3https://huggingface.co/tartuNLP/EstRoBERTa
4https://huggingface.co/EMBEDDIA/est-roberta

continuation with LoRA. While training continua-
tion with LoRA substantially improves the MLM
accuracy, replacing the tokenizer led to a substan-
tial decrease in NER performance, with the model
average F1 score being below both the baseline
multilingual models and two out of three language
specific models. The bottom section of the Table 2
shows the results for the models with vocabulary
pruning. Again, continuation with the LoRA train-
ing improves the MLM accuracy, while the NER
results are in the same range with the baseline. The
embedding tuning and LoRA training took approxi-
mately 120 GPU hours each with the pruned model
taking longer due to the large vocabulary size.

6 Discussion

While replacing the vocabulary of the mDeBERTa
model with a smaller Estonian-specific vocabulary
led to more efficient input tokenization, the results
on the downstream NER task suffered even after
both embedding layer training and subsequent full
model training with LoRA. First, suboptimal em-
bedding initialization approach likely played a role
in the observed outcome. Secondly, it is likely that
a single epoch of embedding tuning was insuffi-
cient to match the performance of the base model.
The subsequent LoRA MLM training resulted in
slightly reducing the gap between the base model
and the model with the retrained tokenizer, how-
ever it also remained insufficient to recover the
original model’s performance. We presume that
training for longer, both the embeddings and the
LoRA parameters, would further reduce that gap.

In contrast, we observe that the vocabulary prun-
ing has no observable negative effect on the down-
stream task. Meanwhile, tuning of the embeddings
appears to have little to no effect on the downstream
task, which suggests that such tuning is redundant
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in case of pruning. Surprisingly and similarly to
embeddings tuning, continued training with LoRA
had no observable benefit for the pruned model,
despite the gains in the MLM accuracy.

Finally, we observed that the relation between
the MLM accuracy and F1 on NER is not transpar-
ent. While we acknowledge that MLM accuracy
scores with different vocabularies are not directly
comparable, the absence of the effect on the NER
result in the presence of a notable improvement in
the MLM accuracy in the pruned model is puzzling.

7 Conclusion

In this study, we explored two options for optimiz-
ing the vocabulary of a multi-lingual model for the
Estonian language. In summary, we found that
replacing the tokenizer with a retrained language-
specific version noticeably degrades model perfor-
mance on the downstream NER task, and one epoch
of embedding layer training on a 3.4B word corpus
did not suffice to restore it. While LoRA offers
efficient way for further training continuation, a
single epoch was insufficient to mitigate the nega-
tive impact of the tokenizer replacement. On the
other hand, pruning unused tokens proved to be an
effective method to reduce vocabulary size without
compromising performance.

Acknowledgments

This research was supported by the Estonian Re-
search Council Grant PSG721 and Estonian Lan-
guage Technology Program Grant EKTB104.

References
Amine Abdaoui, Camille Pradel, and Grégoire Sigel.

2020. Load What You Need: Smaller Versions of
Mutililingual BERT. In Proceedings of SustaiNLP:
Workshop on Simple and Efficient Natural Language
Processing, pages 119–123, Online. Association for
Computational Linguistics.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmán, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2020. Unsupervised
Cross-lingual Representation Learning at Scale. In
Proceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 8440–
8451, Online. Association for Computational Lin-
guistics.

Zoltan Csaki, Bo Li, Jonathan Li, Qiantong Xu, Pian
Pawakapan, Leon Zhang, Yun Du, Hengyu Zhao,

Changran Hu, and Urmish Thakker. 2024. Sam-
balingo: Teaching large language models new lan-
guages. arXiv preprint arXiv:2404.05829.

Gautier Dagan, Gabriel Synnaeve, and Baptiste Roziere.
2024. Getting the most out of your tokenizer for
pre-training and domain adaptation. In Forty-first
International Conference on Machine Learning.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
Deep Bidirectional Transformers for Language Un-
derstanding. In Proceedings of the 2019 Conference
of the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4171–4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Leonidas Gee, Andrea Zugarini, Leonardo Rigutini, and
Paolo Torroni. 2022. Fast Vocabulary Transfer for
Language Model Compression. In Proceedings of
the 2022 Conference on Empirical Methods in Nat-
ural Language Processing: Industry Track, pages
409–416, Abu Dhabi, UAE. Association for Compu-
tational Linguistics.

Pengcheng He, Jianfeng Gao, and Weizhu Chen.
2023. DeBERTaV3: Improving DeBERTa us-
ing ELECTRA-Style Pre-Training with Gradient-
Disentangled Embedding Sharing. Preprint,
arXiv:2111.09543.

Edward J. Hu, Yelong Shen, Phillip Wallis, Zeyuan
Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang, and
Weizhu Chen. 2021. Lora: Low-rank adaptation of
large language models. Preprint, arXiv:2106.09685.

Yuri Kuratov and Mikhail Arkhipov. 2019. Adaptation
of deep bidirectional multilingual transformers for
Russian language. arXiv preprint arXiv:1905.07213.

Robert Mroczkowski, Piotr Rybak, Alina Wróblewska,
and Ireneusz Gawlik. 2021. HerBERT: Efficiently
Pretrained Transformer-based Language model for
Polish. In Proceedings of the 8th Workshop on Balto-
Slavic Natural Language Processing, pages 1–10.

Kairit Sirts. 2023. Estonian Named Entity Recognition:
New Datasets and Models. In Proceedings of the
24th Nordic Conference on Computational Linguis-
tics (NoDaLiDa), pages 752–761, Tórshavn, Faroe
Islands. University of Tartu Library.

Hasan Tanvir, Claudia Kittask, and Kairit Sirts. 2020.
EstBERT: A Pretrained Language-Specific BERT for
Estonian. Preprint, arXiv:2011.04784.

Atula Tejaswi, Nilesh Gupta, and Eunsol Choi. 2024.
Exploring Design Choices for Building Language-
Specific LLMs. arXiv preprint arXiv:2406.14670.

University of Tartu. 2018. UT Rocket.

108



Proceedings of the 9th International Workshop on Computational Linguistics for Uralic Languages, pages 109–114
November 28-29, 2024 ©2024 Association for Computational Linguistics

On the Role of New Technologies in the Documentation and Revitalization
of Uralic Languages of Russia in Historical and Contemporary Contexts

Alexander Nazarenko
Independent researcher and enthusiast of Uralic languages,

amateur database and software developer
aleksanterinazarenko@gmail.com

Abstract

The Uralic languages spoken in Russia face
significant challenges due to historical and so-
ciopolitical factors, resulting in their endan-
gered status. While only Finnish, Estonian,
and Hungarian enjoy solid support as official
languages, most Uralic languages suffer from
limited resources and declining speaker popula-
tions. This paper examines the development of
written Uralic languages, the impact of Russian
language and its writing system to them, and
the consequences of the lack of state interest
in these languages for preservation efforts. De-
spite these challenges, technological advance-
ments present valuable opportunities for revital-
ization. Existing projects, such as dictionaries
and language corpora, highlight both the po-
tential and shortcomings of current linguistic
resources. Innovative approaches, including AI-
based applications and user-driven platforms,
can enhance engagement among people. By
emphasizing the importance of high-quality lin-
guistic data, this study advocates for a more
proactive and collaborative effort in the preser-
vation and promotion of Uralic languages.

1 Outline of the Problem

Only three Uralic language-speaking nations have
succeeded in establishing their own states where
the Uralic language has official status and is utilized
in all aspects of life. The emergence of autonomous
and independent political entities facilitated the
development of sophisticated literary languages
and supported the establishment of strong national
identities and diverse cultures. Regrettably, the fate
of other Uralic peoples has been less fortunate.

The earliest texts written in Finnish and Estonian
are relatively late compared to many European lan-
guages; moreover, they are not significantly later
than the early texts of Uralic languages spoken in
Russia. It is known that the Komi people had their
own writing system, Važ Perym gižöm, as early as
the 15th century, which was used until the 18th

century. The Old Permic script, like Cyrillic, is
not entirely original; it incorporates features from
Cyrillic, Greek, and Komi tamga signs, which are
ultimately of Turkic descent. However, it emerged
at a time when, according to current knowledge,
no other Uralic peoples, except for the Hungarians,
had any writing system. The first known sentence
in the Baltic-Finnic languages was written in Cyril-
lic in the 13th century (Birch bark letter no. 292),
while subsequent sentences date back to the second
half of the 15th century and were written using the
Latin script.

In most cases, the formation and development
of written Uralic languages and their writing sys-
tems can be attributed to the expansion of various
branches of Christianity, and their nature is closely
tied to the church. Nevertheless, the influence of
primary languages, such as Russian, and their char-
acteristics, including writing and phonetic systems,
was often more substantial in later stages. Essen-
tially, most modern spellings of Uralic languages
are based on the Russian variant of the Cyrillic
script, which was designed and adapted to meet the
needs of Russian and other Slavic languages but
may not necessarily fulfill the requirements of the
Uralic languages. Let’s take a closer look at some
of these impacts.

One example of this is the modern Moksha
spelling, where the sound /@/ can be represented
by the letters à, î, å and the sound /æ/ can be
represented by the letters ÿ, å, ý, depending on
various factors. This variability can cause prob-
lems even for people who are familiar with the
language. Another example is the Erzya sound /æ/,
which has been entirely eliminated from the stan-
dard language, despite its presence in many dialects
where it serves to differentiate meanings. For in-
stance, /"kedj/ (’hand’) (< Proto-Mordvinic *käd’)
and /"kædj/ (’skin’) (< Proto-Mordvinic *ked’). In
the modern language created in 1922, the word
êåäü has been used for both meanings, likely due
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to the desire to simplify the language norms and
maximize their alignment with Russian language
standards. It is also known that, with the Bolshevik
takeover, the idea of creating a common literary
language for the Erzya and Moksha people was
conceived, which ultimately ended in failure, as
these two languages are not mutually intelligible
and do not even form a clear continuum.

Texts composed in the 19th century and earlier
display a relatively high level of linguistic quality,
which is due to the fact that their authors were profi-
cient in the languages, and the influence of Russian,
particularly on grammar, was comparatively moder-
ate during this period. The writing systems of that
time vary, yet it is generally evident that an effort
was made to create Cyrillic-based systems that pri-
oritized phonetic accuracy. Compare the first three
verses of Nikolai Barsov’s Moksha translation of
the Gospel of John from 1901:

1. Ïåðâàé óëüñü Âàë, Âàëñüêa

Øêàéñúëü, Øêàéñüêa Âàëúëü.

2. Ñîí ïåðâàé êèãa Øêàéñúëü.

3. Ñîíü âåëüäåíçà ñåìáa óøúäúçü

óëåìàñíúí, à Ñîíüôòåìúíçà

óëåìàñíúí óùúäûõüíåíü ¼òêñòà

ìåçÿìúòêà èñüòü óøúäóôò.

with the same fragment, translated by Institute
for Bible translation Helsinki, in 2003:

1. Óøåòêññà óëüñü Âàëñü, Âàëñü

Øêàéòü ìàðõòîëü, è Âàëñü óëüñü

Øêàé.

2. Ñîí óøåòêññòîêèãå Øêàéòü

ìàðõòîëü.

3. Ñåìáîñü âåëüäåíçà òèåâñü,

Ñîíüôòîìîíçà ìåçåâîê àøåçü òèåâ.

The system used by Barsov has a distinct letter
æ for the sound /æ/ and consistently employs the
letter ú to represent the sound /@/ in all cases, en-
suring that each sound corresponds to a specific
letter. In contrast, in the modern language, the
letter ú no longer serves that function. The 1993
language reform was intended to reintroduce its
use at the beginning and in the first syllable of
words, for example, âúðüãàç /v@rj"gaz/ (’wolf’) (<
Proto-Mordvinic *v@rgas) and òúðâà /t@"rva/ (<
Proto-Mordvinic *t@rva) instead of âðüãàç, òðâà,
but it was rejected.

There were also quite a few attempts to cre-
ate a Latin script for Uralic languages, which are
now written exclusively in Cyrillic. An Estonian
linguist, Ferdinand Johann Wiedemann, possibly
drawing on the earlier work of Hans Conon von der
Gabelentz, Versuch einer Mordwinischen Gram-
matik, published in 1839, used a Latin writing
system for the Erzya language in his work Gram-
matik Der Ersa-Mordwinischen Sprache and in his
transliteration of the Gospel of Matthew (Das Evan-
gelium des Matthäus ersamordwinisch) from 1865.
Although this system is somewhat irregular, it rep-
resents a clear initiative to establish a Latin script
for the language. Below is a short example from
the 22nd chapter of the Gospel:

37. Jisus jovtaź tenze: vetškik es pazot
vese sädeiset i vese oimset i vese prävset
tońt.

38. Te uli ikel’tse i vesemede pokš za-
poved.

39. Ombotse že teń kond’amo: vetškik es
malavikset koda es pŕat.

Note that Novum Testamentum Mordvinice litt.
cyrill. from 1821, which served as the basis for
Wiedemann’s adaptation, contains some character-
istics of the ä-dialects.

In spite of these efforts, all literary Uralic lan-
guages of Russia and their respective writing sys-
tems were established only during the Soviet era.
Many native words and structures, as well as widely
occurring dialectal features, were discarded. Simul-
taneously, a vast number of words and structures
were borrowed from Russian, completely overlook-
ing the possibility of creating new words based on
existing ones, as was done in Finnish in the 18th
and 19th centuries. Compulsory education was also
introduced, delivered almost entirely in Russian,
apart from a brief period of “Korenizatsiia” in the
1920s and early 1930s. The introduction and im-
plementation of new writing systems, particularly
those based on the Latin alphabet, were abandoned
in the 1930s and have been legally prohibited since
the early 2000s.

Currently, all Uralic languages, except for
Finnish, Estonian, and Hungarian, are considered
endangered, and the speaker populations in Rus-
sia are experiencing a dramatic decline each year.
The actual situation may be even more concerning
than the statistics suggest. Proficiency in these lan-
guages among individual minority groups is low
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and continues to decline. The ongoing advance-
ment of technology and media has further dimin-
ished the role of smaller Uralic languages and con-
tributed to the deeper assimilation of their speakers.
Most users of these languages are older individuals
who may not be well-versed in modern technology,
which somewhat slows the process of assimilation,
but conversely, means that the limited language
resources available do not effectively meet their
needs. Younger generations, despite having eas-
ier access to technology, often show little interest
in these languages, and existing solutions fail to
counter this trend.

However, technological evolution presents a
valuable opportunity to address the challenges
faced by these languages. The collection, orga-
nization, and visual presentation of high-quality
linguistic data would not only allow enthusiastic
individuals to learn and study independently but
also bolster the efforts of scientists, researchers,
teachers, and activists concerned about the future
of endangered languages, thereby raising public
awareness of their fate.

2 Main challenges in Light of Existing
Solutions

The main issue in the collection and digitization
of data related to smaller Uralic languages lies in
its significant dispersion and inconsistency, along
with the limited quantity and quality of available
materials. Therefore, existing databases frequently
suffer from inaccuracies, incompleteness, and a
lack of refinement that makes them less suitable for
interactive language projects. A constructive ap-
proach could involve enhancing and refining these
databases through qualitative improvements, such
as incorporating native vocabulary and grammati-
cal structures. This would include integrating ar-
chaic and less commonly used terms, creating new
words based on the existing linguistic material, and
minimizing reliance on Russian loanwords when-
ever possible. Sometimes it leads to a dilemma
between prioritizing the ‘accuracy’ of language
data and the mostly subjective concept of language
purity, which might not always align with the pref-
erences of native speakers.

Another issue is that the materials essential for
learning and researching Uralic languages are pri-
marily in Russian, which makes them hard to ana-
lyze directly for non-Russian speakers. The quan-
tity of materials available in English and the three

major Uralic languages is decidedly insufficient,
likely due to the fact that translation and direct data
collection is time- and money-consuming.

Despite these challenges, several remarkable
projects have emerged, including:

• dictionaries created by The Institute of the
Estonian Language (Eesti Keele Instituut)1

• the Giellatekno dictionaries and Oahpa! tools
managed at UiT The Arctic University of Nor-
way (UiT Norges arktiske universitet)2

• Korp and other text corpora available in The
Language Bank of Finland (Kielipankki)3

• dictionaries and materials created by the Insti-
tute for the Languages of Finland (Kotimais-
ten kielten keskus, Kotus)4

• Udmurt and Komi languages in Google Trans-
late5

This list is not exhaustive; however, it effectively
illustrates the landscape. Let’s take a brief look at
some of the projects mentioned above. The dictio-
naries presented by The Institute of the Estonian
Language are notable for their relatively extensive
vocabulary, numerous examples, and a clear effort
to find suitable equivalents for terms missing in
the target languages. This was achieved in part
by assigning new meanings to words with closely
related meanings, creating calques, and adding
“descriptive equivalents”, such as the Erzya word
àðäîìàïåëü (’vehicle’), derived from àðäîìñ (’to
go, travel’) and the suffix -ïåëü (used to form ob-
ject names). While the dictionaries remain a highly
reliable and innovative resource, their audience is
understandably restricted to Estonian speakers.

The absence of corresponding dictionaries in the
reverse direction, the lack of direct references to
sources and literary examples, and the omission of
transliteration are common issues found in many
online dictionaries. The dictionaries available on
the UiT The Arctic University of Norway website,
while allowing bidirectional translations and con-
taining an impressive amount of collected material
and fairly extensive grammatical data, almost en-
tirely lack usage examples for individual words

1https://eki.ee/keeleinfo/sonastikud/
2https://dicts.uit.no/
3https://www.kielipankki.fi/korp/
4https://www.kotus.fi/sanakirjat
5https://translate.google.com/
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in the English section, and some translations may
even appear rather unusual. On a positive note,
some provide very interesting alternatives to the in-
creasingly common Russicisms, even though they
lack any confirmation in literature.

It is necessary to emphasize that citing sources is
absolutely critical in the development of linguistic
resources. Providing information about the authors
of cited language data and innovations, such as
neologisms, enhances the reliability of the docu-
mented information.

The role of language corpora in the documenta-
tion of endangered languages is indispensable, but
they are also invaluable in the creation of language
projects, such as online dictionaries and learning
tools. According to the list on the FID FINNUG
site6, the Korp platform on the Language Bank of
Finland website is the only tool that allows for the
simultaneous display of the same texts in multi-
ple Uralic languages, thus considerably facilitating
their interpretation and comparative analysis. The
size of the database and the number of available
languages are distinctly unique within their field.

The support of Udmurt and Komi on Google
Translate deserves special mention. Although the
quality of the translation is not perfect (e.g. the
phrase Good night! is translated into Udmurt as
Áóð óåí! instead of the correct �Çå÷ ê�îë! or �Çå÷
ê�îëý!), this is undoubtedly a significant step to-
wards promoting these languages. Hopefully, in
time, translation into other Uralic languages will be
launched, with a particular emphasis on restoring
their original forms.

For the purpose of comparison, the following
is a list of several notable projects that have been
developed in Russia:

• MarlaMuter Mari-Russian and Erzya-Russian
dictionaries7

• FU-Lab dictionaries, primarily focused on Per-
mic and Mari languages8

• Sámi dictionaries, Saamskije slovari
(Ñààìñêèå ñëîâàðè)9

• the Open corpus of Veps and Karelian lan-
guages VepKar10

6https://fid.finnug.de/en/language-corpora/
7https://marlamuter.com/en/
8https://dict.fu-lab.ru/
9https://slovari.saami.su/

10http://dictorpus.krc.karelia.ru/en

• the Erzya corpus11 and the Erzya social media
corpus12

• the Moksha corpus13

• the National Corpus of the Udmurt Language
(Íàöèîíàëüíûé êîðïóñ óäìóðòñêîãî

ÿçûêà) with a dictionary14

• the LANGO.TO translator, which supports
Erzya, Finnish and Estonian languages15

Comparing projects developed outside of Russia
with those emerging within the country, it is regret-
table to acknowledge that, in certain respects, the
former demonstrate higher quality. This disparity
is not surprising, as these projects often rely on
existing works in Russian and are, in fact, digitized
versions of books without any modifications. For
example, MarlaMuter includes five digitized Mari
dictionaries, an Erzya-Russian dictionary, and of-
fers very useful features such as the ability to report
typographical errors and buttons corresponding to
letters with diacritical marks not present in the Rus-
sian alphabet. Additionally, it provides interfaces
in both English and Russian.

The FU-Lab website contains 42 digitized dic-
tionaries primarily focusing on Permic languages.
Despite the extensive amount of gathered data, has
a somewhat chaotic structure and lacks an interface
in any language other than Russian, presenting an
additional obstacle for individuals outside of Rus-
sia wish to study these languages. A similar issue
is found with the Sámi dictionaries website.

VepKar, or the Open Corpus of Veps and Kare-
lian Languages, is an example of a well-constructed
website with many valuable materials, such as a
speech corpus, an audio map with recordings, and a
corpus-based dictionary that provides information
about the specific region of Karelia from which
each word originates, along with grammatical cate-
gories and relevant examples accompanied by Rus-
sian translations.

One of the advantages of the Erzya language
corpora site is its capability for automatic translit-
eration of text according to the Uralic Phonetic
Alphabet. It contains an extensive collection of

11https://erzya.web-corpora.net/index_en.html
12https://erzya.web-corpora.net/erzya_social_

media
13https://moksha.web-corpora.net/index_en.html
14https://udmcorpus.udman.ru/
15https://lango.to/
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linguistic material, including, importantly, exam-
ples of colloquial language used in contexts such
as online forums. It also includes translations for
most terms in Russian.

The site of National Corpus of the Udmurt Lan-
guage, in turn, includes an autonomous Russian-
Udmurt and Udmurt-Russian dictionary, featuring
usage examples and some audio recordings of pro-
nunciations. This addition certainly enhances the
usability of the corpus. A drawback is once again
the lack of transcription and an English interface.

Finally, LANGO.TO offers an effective AI-
based translator for the Erzya language and several
other non-Uralic minority languages of Russia. It
would not be overstatement to say that this rep-
resents one of the more intriguing initiatives of
recent years, as AI has not been widely applied to
the revitalization of endangered Uralic languages.
The accuracy of translations between Russian and
Erzya is quite impressive, especially considering
the limited resources and the relatively undevel-
oped state of the language. In addition to Russian,
it also supports Finnish and Estonian languages.

3 Summary and Example Solutions

Projects aimed at documenting and revitalizing en-
dangered languages should, on one hand, include
as much data as possible and reference specific
sources, while, on the other hand, analyzing this
data in terms of its quality and usefulness, and
supplementing it with new information, such as
grammatical categories, inflection, and usage ex-
amples. Websites and applications should feature a
simple and accessible interface, offer multiple lan-
guage versions, provide translations into English
and major Uralic languages, and include transliter-
ations or phonetic transcription for languages using
the Cyrillic alphabet. Pronunciation recordings are
invaluable for preserving the original pronuncia-
tion of the languages. Introducing new solutions,
including experimental ones, with a particular em-
phasis on AI, is essential. At the same time, it
is worth exploring how existing language corpora
and “raw” lexical databases, such as those available
on the Giellatekno Webdict16, can be effectively
utilized.

The implementation of the data does not have to
be a difficult task, as demonstrated by my website
Learn Erzya17, where I utilized some databases

16https://gtweb.uit.no/webdict/
17https://aleksanterinazarenko.github.io/

from the aforementioned Giellatekno for testing
purposes. I also incorporated an alternative Latin
spelling of the Erzya language, as presented in the
book by linguists Ksenija Djordjević and Jean-Léo
Léonard, Parlons mordve: erzya et mokša, with
minor modifications. The dictionaries feature a
switch between the Latin spelling and the original
Cyrillic spelling. Ultimately, I intend to replace
these with databases containing verified data and
additional elements such as phonetic transcription,
transliteration, grammatical categories, automatic
inflection, common phrases, usage examples, and
examples from literature, possibly sourced directly
from corpora.

The experimental transliteration of the databases
from Giellatekno was carried out using a translit-
eration tool18 that was partly based on the one the
transliteration modules used in Wiktionary. The
optimization of the code was facilitated largely by
ChatGPT. It also has a phonetic variant19.

One more initiative underway is creating lan-
guage maps. Currently, there are three simple web-
sites featuring maps that display specific words in
various European20, Uralic21, and Mordvinic lan-
guages22. The latter pulls data directly from Wik-
isource. Moreover, it would be an exciting prospect
to create a similar map using data from The Dialect
Dictionary of the Mordvin Languages Based on the
Heikki Paasonen Materials.

Another interesting option is creating open
databases using MediaWiki.23

In summary, although the situation of the smaller
Uralic languages is, to put it mildly, far from ideal,
we are equipped with tools today that offer us
almost limitless possibilities. The accumulation
of accumulated knowledge and technological re-
sources at our disposal is unprecedented, yet much
of its potential remains untapped. Many sources are
awaiting digitization and thorough analysis, with-
out which the development of interactive tools is
not possible. Of course, this is also a matter of

learnerzya/
18https://aleksanterinazarenko.github.io/

learnerzya/transliteration-tool.html
19https://aleksanterinazarenko.github.io/

transliterator/
20https://aleksanterinazarenko.github.io/

interactivemap-europe/
21https://aleksanterinazarenko.github.io/

interactivemap-uralic/
22https://aleksanterinazarenko.github.io/

interactivemap-mordvinic-wiktionary/
23https://uralowiki.unaux.com/index.php/Main_

Page?i=1
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funding, which is allocated to these goals in a very
limited capacity, shifting the entire burden onto en-
thusiasts and amateurs, along with their financial
and time constraints. This has a direct impact on
the results. Nevertheless, even this barrier can be
overcome if social awareness and engagement are
increased, and the only way to achieve this is by
providing concrete, ready-made solutions. What
has contributed to the decline of the smaller Uralic
languages should be used as an instrument for their
revitalization. The role of new technology in this
process is not only underestimated but is also abso-
lutely crucial.
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Abstract 

The paper evaluates the possibilities of 

using transformer architecture in creating 

headlines for news texts in Finnish. The 

authors statistically analyse the original 

and generated headlines according to three 

criteria: informativeness, relevance and 

impact. The study also substantiates for the 

first time the effectiveness of a fine-tuned 

text-to-text transfer transformer model 

within the task of generating headlines for 

news articles in Finnish. The results show 

that there is no statistically significant 

difference between the scores obtained by 

the original and generated headlines on the 

mentioned criteria of informativeness, 

relevance and impact. 

1 Introduction 

The headline of any text plays one of the most 

important roles. Today, online media are ahead of 

their paper counterparts in terms of popularity, 

timeliness and mass appeal. The diversity of 

Internet media emphasises the importance of the 

task of creating unique and attractive headlines. 

More and more attention is paid to search engine 

optimisation, the main goal of which is to attract 

new users and increase website traffic. Since 

electronic media is a sphere of accumulation of 

huge arrays of text data, the question of its 

optimisation and automation is among the 

problems of modern computational linguistics. 

Creating headlines specially adapted to search 

engines can help increase the visibility of news 

articles and, consequently, increase traffic. 

Moreover, creating headlines manually is a 

labour-intensive and time-consuming process, 

which does not meet the requirements of the 

responsiveness of modern electronic media. 

The aim of this paper is to critically evaluate 

the effectiveness of transformer architecture in 

creating headlines for news texts in Finnish. The 

paper statistically analyses original and generated 

headlines according to three criteria: 

informativeness, relevance and impact. It is also 

the first attempt to substantiate the effectiveness 

of a fine-tuned Text-to-Text Transfer Transformer 

model in the task of generating headlines for news 

articles in Finnish. 

2 Related Work 

The popularity of transformers has led to the 

development of a wide range of pre-trained 

language models based on this architecture. 

Transformers’ strengths, such as its deep 

understanding of natural language and its ability 

to focus on particularly meaningful information in 

input data, have made models based on it effective 

tools, including for headers genetation. Applying 

fine-tuning to pre-trained models on specific tasks 

allows the knowledge gained from pre-training to 

be extended to a new task. 

The results of fine-tuning pre-trained models to 

generate news headlines in Russian were 

demonstrated in (Bukhtiyarov & Gusev, 2020) 

using the mBART and BertSumAbs models as 

examples. The Multilingual BART model 

(mBART) is a language model based on the 

transformer architecture, consisting of an encoder 

and an autoregressive decoder, and pre-trained on 

large-scale monolingual corpora covering 25 

languages (Liu et al., 2020). The training process 

is built on reconstructing a document from its 

noisy version, which leads to significant 

improvements in machine translation quality at 

both sentence level and whole document level 

(ibid). 

Applying the transformer architecture 

on the task of headline selection for Finnish news texts 
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The BertSumAbs model uses Bidirectional 

Encoder Representations from Transformers 

(BERT) as the encoder and a randomly initialised 

6-layer transformer as the decoder (Liu & Lapata, 

2019). The decoder is pre-trained and the decoder 

is trained from scratch, so the tuning may be 

unstable. To overcome the mismatch, the 

optimisers of the encoder and decoder are 

separated (ibid).  

The fine-tuning of the selected models led to a 

significant improvement in the results: the 

ROUGE metric scores increased on average by 

2.9 points compared to the previous leading edge 

performance of the Phrase-Based Attentional 

Transformer model (Sokolov, 2019) and by 2.0 

points compared to CopyNet (Gusev, 2019). The 

performance of BertSumAbs was also shown to 

be higher within the task of generating headlines 

in Russian; moreover, the BertSumAbs model 

produced headlines of a more abstract nature, 

while mBART was more prone to copying 

(Bukhtiyarov & Gusev, 2020). Human evaluation 

confirmed the effectiveness of the developed 

models: headlines produced by BertSumAbs were 

selected by five or more experts in 32% of cases, 

while original headlines were selected by five or 

more experts in 28% of cases (ibid). 

In (Koppatz et al., 2022), the authors discuss 

Finnish news headline generation using GPT-2. 

The key issue in developing the model was the 

possibility of using the proposed system as an 

auxiliary tool in real journalistic practice. The 

generated headlines were expertly evaluated by 

journalists from a Finnish publishing house. As a 

result, the generated headlines were very close to 

being practically usable, and although the 

concrete implementation is not yet ready to 

become a fully automated headline generation 

system, as it still needs human control, the 

algorithm may well be applicable to potential 

needs. 

3 Models 

As part of our work, it was decided to use fine-

tuning of the pre-trained model. During the 

training, experiments were conducted on different 

variations of the GPT-2 and T5 models for 

Finnish, provided by the Finnish-NLP community 

and publicly available on Hugging Face (Finnish-

NLP, Hugging Face). In the first stages, both 

GPT-2 and T5 demonstrated the ability to 

generate coherent results for the task at hand, but 

in order to increase the novelty of the study it was 

decided to continue working with the T5 models. 

T5 (Text-to-Text Transfer Transformer) is a 

model introduced in 2020 by the Google AI 

team, which has fundamentally the same 

standard structure as the original transformer, 

consisting of 12 pairs of encoder-decoder blocks, 

using the self-awareness mechanism, direct 

communication network and ecoder-decoder 

attention described in (Raffel, 2020: 11). One of 

the characteristics of the structure of T5 models 

is the use of relative scalar embeddings, which 

are a type of positional coding. Unlike absolute 

positional encodings, which assign a unique 

encoding to each position in a sequence, relative 

positional encodings encode the relative position 

between two tokens. To do this, the difference 

between the positions of the two tokens is 

computed, which is later used to compute a 

scalar value that is added to the embedding of the 

token. 

The language model for Finnish, Finnish T5, 

was pre-trained on a combination of 6 datasets: 

the Finnish language subset of the mC4 dataset 

and Wikipedia, Yle Finnish News Archive 2011-

2018 and 2019-2020, Finnish News Agency 

Archive (STT) and The Suomi24 Sentences 

Corpus. The raw datasets were automatically 

cleaned to improve quality and weed out non-

Finnish examples. The result was a raw dataset 

containing about 76 GB of text. The texts were 

not lower-cased, so the model retained case 

sensitivity. A masked language modelling 

(MLM) task was used in the pre-training process. 

All variations of the T5 model presented by 

the Finnish-NLP community were studied and 

the following ones were selected as a result of 

preparatory experiments: 

1. t5-large-nl36-finnish 

2. t5-mini-nl8-finnish 

3. byt5-base-finnish 

ByT5 is an extension of the T5 model. 

Compared to other known models (BERT, T5, 

GPT) that rely on learned vocabulary, the ByT5 

model works with UTF-8 bytes, thus eliminating 

the need for text preprocessing. The underlying 

assumption is that text data is typically stored as 

a sequence of bytes, the passing of which to the 

model will allow arbitrary text sequences to be 

processed (Xue, 2022: 291). In the context of the 

ByT5 model, Text-to-Text framework reduces to 

the task of generating a byte sequence based on 
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some input bytes. Models of this kind are more 

robust to the presence of noise in the data, since 

they do not depend on the preprocessing step and 

are also free from the problems that arise when 

processing words that are absent in the 

dictionary. In addition, the parameters that 

account for the word matrix in large dictionary 

models can be allocated in byte models for other 

purposes, such as increasing the number of 

layers. The characteristics of the models are 

summarised in Table 1. 

4 Methodology 

4.1 Data collection and preprocessing 

A key element in the fine-tuning process is 

collecting and organising the data needed to train 

the model to perform a new task. The study 

collected a relatively small corpus of 1,600 

examples of news text-headline pairs. The news 

text was not represented in all cases by the whole 

news article; in most cases the first paragraphs 

were extracted. 

Six online sources of Finnish-language news 

were selected for data collection (due to their 

popularity and accessibility): 

1. selkosanomat.fi; 

2. aamulehti.fi; 

3. suomenuutiset.fi; 

4. iltalehti.fi; 

5. is.fi; 

6. mtvuutiset.fi. 

The corpus included articles from 2021 to 2024 

on various topics. The principle of thematic 

division did not coincide in all cases in different 

sources. From each resource we selected from 1 to 

6 of the most widely presented thematic headings, 

for which we then randomly selected about 70 

articles. The exceptions were the section on 

culture (Kultuuri) from suomenuutiset.fi with 51 

articles, as there were no more news items in this 

category, and the political section (Politiikka) 

from mtvuutiset.fi with 79 articles, as it was 

necessary to complete the planned number of 

examples. 

Pre-processing of texts included removing 

paragraph and line breaks, adding the prefix 

‘header:’ before the text of the news article, 

putting dots in headings to indicate the end of a 

sentence, if necessary. 

The text of the news article did not include 

technical information such as captions to 

illustrations, information about the author and/or 

hero of the article, date of publication, subject 

tags and links. It is typical for aamulehti.fi and 

is.fi to put the first word of the first paragraph of 

the article in upper case. Such cases were 

brought to the standard spelling of words in a 

sentence. The whole text was not reduced to a 

single lower case, as the model is case sensitive 

as a result of pre-training. 

As a result, a table in the csv format was 

generated, consisting of two columns: ‘input’, 

which contains the news article excerpt with the 

task prefix, and ‘target’, which contains the 

corresponding headline with a full stop or other 

terminating punctuation at the end of it. 

4.2 Evaluation 

The ROUGE series of metrics is considered to be 

the baseline for evaluating the performance of 

the text summarisation task (Maples, 2017: 2), so 

the metrics are reported in this study. The 

ROUGE metrics package is based on counting 

the number of matched units in human-generated 

and generated texts. The counted units are 

combinations of n words and the longest 

matched word sequence (Cohan & Goharian, 

2016: 807). ROUGE is calculated as follows: 
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t5-

mini 

72M 8 384 1536 64 8 

byt5

-

base 

582

M 

18 1536 3968 64 12 

t5-

large 

1425

M 

36 1024 4096 64 16 

Table 1:  Main characteristics of the selected models. 
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where Ngram pred. — n-grams in the generated text; 

Ngram ref. — n-grams in the original text. 

 

We used the Rouge package to calculate the 

scores for pairs of original and generated titles 

and the FilesRouge package to calculate the 

mean when comparing all original and all 

generated titles. 

The ROUGE metric is easy to compute and 

versatile as it can be applied to data in any 

language. However, ROUGE considers n-gram 

matches without considering semantics and 

grammar, so the results of such metrics cannot 

give a complete picture of the suitability of the 

generated materials. 

4.3 Questionnaire parameters 

There are subjective indicators that are 

particularly important when it comes to the 

quality of headlines. The key characteristics of 

headlines are informativeness, which is not 

always expressed by the number of N-grams 

matched, and potential attractiveness, which is 

entirely based on human perception. For these 

reasons, human judgement is still considered to 

be the most reliable way to assess the quality of 

the generated text. So in this paper, the main 

reference point for assessing the quality of the 

model’s performance is the results of an expert 

questionnaire. 

The experts were non-first year undergraduate 

students with a relevant major in linguistics or 

philology, on the basis of which an assumption is 

made about the adequacy of their Finnish 

language proficiency. In the questionnaire given 

to the participants, they are first asked to read an 

excerpt of a news article of the same size that the 

model receives as input, then each of a pair of 

headlines (original and generated) is evaluated 

according to three criteria: informativeness, 

relevance and impact. It is assumed that these are 

the parameters that are fundamental to the 

creation of quality headlines and cannot be 

reliably assessed using metrics. 

The criterion of informativeness refers to the 

extent to which the headline reflects the content 

of the news article. The informativeness of the 

headline is considered as “the ability to provide 

the reader with a relatively adequate 

representation of the main topic or idea” of the 

text (Chekut’, 2015: 81). 

The relevance criterion is understood as the 

degree of actual correspondence of the proposed 

headline to the content of the text. 

The criterion of impact implies the degree of 

produced emotional impact on the reader, the 

degree of “attracting the reader’s attention to the 

subject of the message” (ibid: 82). 

To ensure unbiasedness, no indication of 

which headline was composed by a human and 

which was suggested by the model is provided 

before the questionnaire is run. Evaluating each 

headline against multiple criteria seems more 

appropriate as it allows for a more nuanced 

comparison and indicates areas for further work 

to improve the model. Each headline for each 

criterion is scored on a five-point scale, where 

 1 - not expressed at all; 

 2 - insufficiently expressed; 

 3 - weakly expressed; 

 4 - well expressed; 

 5 - strongly expressed. 

5 Experiments 

For the experiments, it was decided to select 10 

non-training articles from each of the six sources 

that were included in the fine-tuning corpus. 10 

news articles from the news resource Yle were 

also added, as this company is one of the leading 

news providers in Finland: according to Yle’s 

annual report 2023, the weekly reach of Yle’s 

online and mobile services (including Yle Areena) 

was 81% of the population (Yle’s annual reports, 

2023). 

The fine-tuning did not emphasise learning any 

particular topic category, so articles for the 

experiments were also selected from different 

topics. To fully analyse the model, headlines were 

generated using the most sophisticated 

implementation of Finnish T5 (t5-large-nl36-

finnish) to see the results of the untuned model. 

The following hyperparameters were used for this 

network (see Table 2). 
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Hyperparameter Value 

max_length (tokenization) 512 

truncation True 

max_length (generation) 40 

length_penalty 0.2 

num_beams 5 

Table 2: Hyperparameters for t5-large-nl36-finnish 

A case of correct formation of a compound 

word deserves a positive assessment. In the input 

text there were the words “ravintolamoguli”, 

consisting of two “ravintola” (‘restaurant’) and 

“moguli” (‘tycoon’), and “yökerhojen”, where 

“yökerho” (‘nightclub’), ‘-jen’ is the plural ending 

of genitive). Taking these words as a basis, the 

model generated a new compound word in the 

title “yökerhomoguli”. 

It is also worth noting the case where the model 

attempted to capture the headline formation style 

characteristic of Finnish news outlets. For the 

resources participating in the study, the following 

headline structure is typical: a word or phrase 

summarising the essence of the message, 

containing a key named entity or indicating the 

source of information, followed by ‘:’ and the 

main part of the headline, e.g. “Ranskalaistutkijat: 

Kännykkäkielto ei riitä - rajat tarvitaan kaikkeen 

ruutuaikaan, myös television” (‘French 

researchers: banning mobile phones is not enough 

— we need restrictions on all screen time, 

including TV’) or “Ennuste sen kuin paranee: 

Luvassa jopa 24 astetta” (‘The forecast is 

improving: up to 24 degrees is expected’. The 

model generated the following example headline: 

“Tiktok: Nuoret etsivät tietoa ja seuraavat uutisia 

useimmiten” (‘Young people are more likely to 

seek information and follow the news’). 

For the generated and original headlines we 

calculated the average ROUGE (see Table 3). 

 recall precision F-measure 

Rouge 1 0.08 0.09 0.07 

Rouge 2 0.03 0.03 0.02 

Rouge 3 0.08 0.09 0.07 

Table 3: Evaluation of the selected models. 

However, the overall quality of the generated 

material is far from satisfactory: in most cases, the 

generated headline was accompanied by 

superfluous tokens that do not carry any 

semantics, for example: “Moni suomalainen 

europarlamentaarikot eli mepit luopuvat 

paikastaan EU-parlamentissa. query: query: 

query:”. In this case, the sequence can be 

seamlessly cleaned of unwanted tokens without 

affecting the main part of the generated header. 

This resulted in very low scores, indicating low 

efficiency, but one should keep in mind the 

already mentioned lack of indicativeness of the 

evaluation metrics. The rouge_2 values are 

significantly lower than rouge_1, which is quite 

expected for the special case of abstract 

summarisation. The values of rouge_l completely 

coincide with those of rouge_1, which suggests 

that the longest common sequence consists of a 

single word. 

5.1 Model fine-tuning: parameters 

In the next step, the t5-mini-nl8-finnish network 

was fine-tuned using the following 

hyperparameters (see Table 4). 

Hyperparameter Value 

test_size 0.2 

num_train_epochs 5 

per_device_train_batch_size 

per_device_eval_batch_size 

16 

eval_steps 40 

warmup_steps 50 

max_len 100 

max_length 20 

num_beams 3 

Table 4: Hyperparameters for the t5-mini-nl8-finnish 

network 

The training loss (training_loss), which reflects 

how well the model performs on the training data, 

was 4.29. The loss on the test data (eval_loss) 

decreased from 16.92 (before training) to 1.04 

(after training). 

No further attempts were made to reduce the 

loss rates, as the error observed in the generated 

data made it meaningless to continue the search 

for more optimal training parameters. 

Hyperparameter Value 

test_size 0.2 

num_train_epochs 5 

batch_size 28 

max_input_length 

(TTTrainArgs)  

50 

max_output_length 

(TTTrainArgs)  

50 
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max_length (TTSettings) 50 

num_beams 8 

do_sample True 

top_k 0 

top_p 0.8 

Table 5: Hyperparameters for byt5-base-finnish 

Fine-tuning of the byt5-base-finnish network 

was carried out with the following values of 

hyperparameters (see Table 5). 

5.2 Model fine-tuning: headlines analysis 

As a result of training, the training loss 

(training_loss) decreased from 2.12 to 1.22, the 

loss on the test data (eval_loss) from 2.04 (before 

training) to 1.09 (after training). 

Nominatives in this study refer to headings 

containing a proper name, e.g. “Koskinen tunnusti 

syyllistyneensä törkeään talousrikokseen” 

(‘Koskinen pleaded guilty to aggravated financial 

crime’) or “Windows95man kertoo, että 

esiintymisasuun ei tule muutoksia” 

(‘Windows95man reports that there will be no 

changes to the suit for the speech’). 

Dotted headlines are slightly less common. 

Punctuated headlines were considered to be those 

that indicate the subject of the news item but do 

not reveal it in full, e.g. “Dramaattiset tapahtumat 

saivat alkunsa lapsen syntymästä” (‘Dramatic 

events caused by the birth of a child’) or 

“Demokratian tulevaisuus on turvattava kaikilla 

tasoilla” (‘The future of democracy must be 

protected at all levels’). 

Most of the headlines were of the predicative 

type, in which the subject of speech and the 

predicate are included, thus forming an extended 

thesis, e.g. “Sateet tulevat maan etelä- ja 

keskiosassa” (‘Rains will take place in the south 

and centre of the country’) or ‘Mestaruusjuhlat 

alkavat Tampereella maanantaina” 

(‘Championship celebrations start in Tampere on 

Monday’). 

Approximately half of all the headlines 

received can be categorised as noun headlines. 

They contain an indication of the general topic of 

the news article and actively fulfil the function of 

attracting attention, as the main details of the 

question asked are not disclosed. For example, 

“Millainen on paras leivonnainen?” (‘Which 

baked goods are the most delicious?’) or “7. 

tammikuuta 2023 kuolleen naisen lähiomainen 

kertoo, miten se toimi” (‘A relative of the woman 

who died on 7 January 2023 tells how it 

happened’). 

Slightly fewer headlines can be called 

transitive, characterised by a direct statement of 

the main facts. For example, “Tulppaanifestivaali 

järjestetäään Amsterdamissa” (‘Tulip Festival 

will be held in Amsterdam’) or “Tappara voitti 

Suomen mestaruuden” (‘Tappara won the Finnish 

championship’). 

A small proportion of headlines were 

categorised as opinion. These headlines consist of 

a reference to a famous person or expert and a 

subject heading. For example, “Riikka Purra on 

huolissaan siitä, mitä hallitus tekee” (‘Riikka 

Purra is concerned about what the government is 

doing’) or “Laurence des Cars toivoo, että Mona 

Lisa saisi oman huoneen” (‘Laurence de Carse 

hopes Mona Lisa will have her own room’). 

We also found a few examples of clickbait 

headlines that aim to evoke emotions in readers as 

much as possible: “Italian hallituksella ei ole 

mitäään tekemistä” (‘The Italian government has 

nothing to do’) or “Maahanmuuttopolitiikka on 

karannut käsistä” (‘Immigration policy is out of 

control’). 

The network also demonstrated the ability to 

generate new compound words. For example, 

there were two words “taitouinnin maajoukkue” 

(‘synchronised swimming team’), which in the 

generated headline merged into one – 

“taitouintimaajoukkue” with a similar meaning. 

Special attention should be paid to the observance 

of the rules of alternation of the steps ‘nt-nn’. An 

example of the actual use of the word 

‘taitouintimaajoukkue’ was found in the news 

section of the Finnish-language resource 

(uimaliitto.fi). 

Nevertheless, the occurrence of factual errors 

could not be avoided. In the headline “Suomen 

taitouintimaajoukkue kilpailee EM-kisoissa” 

(‘The Finnish national team will compete at the 

European Championship’), the information was 

distorted, as the news item stated that the Finnish 

national team would qualify for the European 

Championship if they had enough points, which 

had not happened yet. In another case, the second 

key person was omitted and the meaning of the 

message was not fully disclosed: “Lepistö pääsi 

opiskelemaan musiikkia” (‘Lepistö has been 

accepted to study music’). In reality, it was about 

the directors of Sastamala Music College, Sini-

Mari Lepistö and Tuomas Honkkila, who are also 
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students of the institution. The last example points 

to a surname error: “Johanna ja Samuel Glassar 

ovat olleet yhdessä jo vuosia” (‘Johanna and 

Samuel Glassar have been together for many 

years’), when in fact the news story refers to 

“Johanna Puhakka” and “Samuel Glassar”. 

There was no difference in the generation of 

news for Yle and other sources whose materials 

were used in the training. The only thing that can 

be noted is that Yle is characterised by shorter 

headlines with simple constructions, so the 

generated headlines seem to be closer to the 

original ones. Equally important is that all 

generated headlines are characterised by varying 

degrees of extractiveness, and no cases of direct 

copying of a fragment from a news article were 

found. The results of calculating the mean 

ROUGE score were as follows (see Table 6). 

 recall precision F-measure 

Rouge 1 0.09 0.10 0.09 

Rouge 2 0.02 0.03 0.02 

Rouge 3 0.09 0.10 0.09 

Table 6:  Evaluation of the selected models. 

We can note a slight increase in rouge_1 scores 

compared to the results of the t5-large-nl36-

finnish network. Otherwise, the conclusions 

remained unchanged: rouge_2 is expectedly lower 

than rouge_1, the longest common sequence 

presumably consists of one word. The results of 

byt5-base-finnish were included in the expert 

questionnaire. 

6 Results 

The simpler network t5-mini-nl8-finnish as a 

result of fine-tuning stably generated the token 

‘Äijä’, recognised as problematic because it does 

not carry any semantic load, but nevertheless 

fulfills the role of a full member in the generated 

headers. 

The most productive was the byt5-base-finnish 

network fine-tuning, which is based on processing 

text directly at the byte level. This is most likely 

the reason why the network does not allow the 

generation of a problematic token. For the 

previously discussed Finnish T5 implementations, 

it is assumed that there were errors in the training 

of the model or tokenisers. 

The results obtained with the pre-trained byt5-

base-finnish network are diverse: by content, the 

generated headings were categorised into classes 

such as nominative, predicative and punctuated; 

by the techniques used, they were categorised as 

transitive, nominative, opinion and clickbait 

headings. Among the 70 headings generated, only 

three factual errors were found. 

The questionnaire included 5 randomly selected 

news articles that participated in the study. A total 

of 20 experts participated in the survey. For each 

criterion, the maximum amount of points a 

headline could receive if each of the 20 experts 

gave a score of 5 was 100 points. 

The average score on a five-point scale for 

original headlines on the informativeness was 

3.90, for generated headlines reached 3.57. The 

Student’s t-test resulted in a p-value above 0.05, 

so the null hypothesis of no statistically significant 

differences between the mean scores on the 

informativeness is accepted. 

For the relevance, the original headlines 

received a mean score of 3.86 on a five-point 

scale, while the generated headlines received a 

mean score of 3.75. As in the case of testing the 

previous criterion, the t-test confirmed the null 

hypothesis that there are no statistically significant 

differences between the sample scores on the 

relevance criterion. 

For original headlines, the mean score on a 

five-point scale on the impact is 3.69, while for 

generated headlines it is 3.67. For the t-test, the 

null hypothesis is also confirmed, namely that 

there is no statistically significant difference 

between the sample scores on the impact criterion. 

Thus, the hypothesis put forward in this study 

is confirmed: there is no statistically significant 

difference between the scores obtained by the 

original and generated headlines according to the 

criteria of informativeness, relevance and impact. 

This means that the results of neural network 

work are close in quality to the results of human 

work. 

7 Conclusion 

In this paper, the results of a practical 

application of the Transformer-based Finnish T5 

model were studied in a task of generating Finnish 

headlines from input news text. A critical 

evaluation was carried out, noting both the 

strengths and promising aspects of the different 

implementations of the model, as well as points 

still in need of improvement. 

The byt5-base-finnish network performed the 

best. The experts’ evaluations indicate that the 
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network shows sufficiently high potential in all 

the criteria considered (informativeness, relevance 

and impact) to be useful, for example, as an 

auxiliary tool for creating headlines in Finnish. 

News content authors can use the headline variant 

proposed by the network as a basis for further 

work. 

To be fully self-sufficient, the network still 

needs to improve its reliability, namely to get rid 

of factual errors. Such a problem can be solved by 

learning from a larger example dataset, but this 

also requires more powerful computational 

resources. 
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Abstract

The current trends in natural language process-
ing strongly favor large language models and
generative AIs as the basis for everything. For
Uralic languages that are not largely present in
publically available data on the Internet, this
can be problematic. In the current computa-
tional linguistic scene, it is very important to
have representation of your language in pop-
ular datasets. Languages that are included in
well-known datasets are also included in shared
tasks, products by large technology corpora-
tions, and so forth. This inclusion will be-
come especially important for under-resourced,
under-studied minority, and Indigenous lan-
guages, which will otherwise be easily forgot-
ten. In this article, we present the resources that
are often deemed necessary for digital presence
of a language in the large language model -
obsessed world of today. We show that there
are methods and tricks available to alleviate
the problems with a lack of data and a lack of
creators and annotators of the data, some more
successful than others.

1 Introduction

In recent years, the landscape of language tech-
nology has changed quite rapidly, mainly with the
advent large language models, but the overarching
shift towards big data has been ongoing for longer.
The problem with this shift is, that it is based on the
big data for large majority languages, the inclusion
of all the smaller languages, including all of the
Uralic languages, has come as an afterthought if at
all.

The expected solution for the continued sustain-
ability of minority Uralic languages in the land-
scape of modern languages in the time of large
language models is to “generate” more data. Ide-
ally, by ‘generate’, the engineers in large language
model contexts mean, that authentic written (or spo-
ken) data needs to be created by native writers who
should not make too many spelling or grammar

errors and write the most current normative form.
This can be an unreachable goal for a language
that has fewer than million speakers and writers
who are not L1, as while the requirements for large
language models are going down over time, they
are still orders of magnitude larger that can plau-
sibly be created by limited amount of writers and
speakers in limited amount of time.

What we suggest in this paper is to carefully
organise the initial work of corpus curation and cre-
ation around materials that are of high importance
to the contemporary language technology commu-
nity. We leverage existing resources and language
technologies to minimise unnecessary and repeti-
tive work by linguists and language professionals
on the language data that is being worked on; au-
tomating what can be automated and re-using lin-
guists annotation efforts is a key to efficient devel-
opment of high-quality human verified gold data.

Our research question is, going from existing
langauge technology resources: which tools are
best suitable for launching and bootstrapping which
resources. If language has usable electronical dic-
tionaries, morphological analysers and generators,
spell-checkers and so on, what can be used to effec-
tivise the dataset creation and corpus curation. The
question is especially interesting now, as there is a
possibility to use contemporary multilingual large
language models, as well as traditional rule-based,
statistical and hybrid language models to perform
various pre-processing and processing tasks.

Our key contributions from this article are: the
experimental framework for others to compare
and combine methods of gold data annotation for
smaller languages, the pipelines from traditional
rule-based annotations and LLM generations into
concrete target formats, and the results of com-
paring some of the approaches for a low resource
Uralic language along with recommendations of
what is currently the most effective approach. As
a side product we have created, curated and an-
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notated beginnings of several new datasets for an
under-resourced Uralic language.

We have laid out experimental computational
linguistics data creation and annotation system that
can use both existing rule-based tools as well as
large language models to aid the processs. One of
the goals of this experiment and the approach is
that we want to promote inclusion of more Uralic
languages in all of the common language technol-
ogy datasets. We are considering three separate
approaches to help creation of annotated gold data:

1. rule-based generators and generative language
models to generate a starting point for a data
set, to be proof-read and re-annotated by hu-
mans,

2. rule-based analysers creating annotated
dataset in legacy and ad hoc formats that are
converted and organised into a starting point
for human re-annotation, and

3. generative language models providing human
annotators with starting points or improve-
ments during annotation process

There are of course other possibilities as well,
these are based on our previous experience and iter-
ations with different datasets and projects. It must
be noted that the goal here is to generate something
comparable to human annotated gold corpus, so
we are not planning to automate data generation
or annotation. This has to be also contrasted to
the reality of limited human resources for working
with smaller Uralic languages, we do not necessar-
ily have a possiblity to hire 5 annotators to work
on data full hours for several months, but to ask
if the language experts who have other main jobs
as language experts can use hours or two here and
there on the task, this is one of the motivations of
our experiment as well.

2 Background

The Uralic languages, especially besides the bigger
national languages, are relatively under-resourced;
the size of freely available texts is measured in mil-
lions of tokens or less. However, Uralic languages
do have strong traditions of rule-based language
technology. Also, lately, the large language model
-based language technology has showed itself as a
viable option for some use cases. Our approach to
resource creation to overcome some of the under-
resourcedness problem is thus to see if we can

leverage the existing technology to supplement the
well-planned tactical selection of language dataset
resources. In this article, we suggest curating and
creating data that are highly relevant for the large
language model building industry and also for the
researchers of languages in language technology
and linguists as well. While majority of industry
and researchers concern themselves with basically
English and maybe handful of commercially plau-
sible majority languages of the world, we have
discovered some related research both from the
industry and the researchers who specialise in mi-
nority and under-resourced languages.

As one reference point, we study what technol-
ogy companies and central research groups in LLM-
based language technology have said about support
for smaller language in the recent years; One rea-
son for writing this article and its experiments is
also inspired by these works: Meta and FAIR re-
search group (Facebook’s AI Research) have re-
leased resources and studies under the moniker
of No language left behind (NLLB) (Costa-jussà
et al., 2022), also known for datasets and evalua-
tion schemes under Scaling neural machine transla-
tion to next 200 languages (FLoRES) (Team et al.,
2024). Unsurprisingly, this data set has so far
included only Finnish, Estonian, and Hungarian
when it comes to Uralic language inclusion. Al-
phabet and Google research have also been active
on extending the range of languages supported un-
der the name of next 1000 languages (Bapna et al.,
2022). They have also published several research
papers listing exactly the sources they use to gather
information and data on the languages (Ritchie
et al., 2024), this is directly useful information to
know that, if you want to be included in Google’s
considerations list of languages that might be sup-
ported or relevant, perhaps you want to have data
in the resources and datasets they use.

The resources that we use in this articles exper-
iments here have also been used for several years
now in the academic community as the go-to re-
source to measure if your tool works with the given
language. For example, the Universal Dependen-
cies (UD) treebanks (Zeman et al., 2024), are used
in a huge number of papers investigating compu-
tational linguistic methods in a large number of
languages, including the annual shared tasks in
syntactic parsing. It would thus appear that UD as
a resource has passed the test of time. Secondly we
have seen the Unimorph dataset, that concerns mor-
phology of languages, has been used widely in the
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research and applications. Namely with research
of morphophonology and machine learning there
have been regular shared tasks. We have explicitly
left out parallel corpora and machine translations
from this article for two reasons: firstly it is already
a main focus of the large corporations and research
groups working on the natural language engineer-
ing tasks and secondly our corpus selection is based
on aiming to have a large subset of professionally
human-translated texts as the source texts in these
datasets, we find these are much more valuable
than machine translated or post-edited texts, for the
early phases of big data building we are in.

For the experimentation of this article I have cho-
sen Inari Sámi as a target language; Inari Sámi is a
Uralic language, that does not as of now have many
of the resources that we are about to create. It is
a low-resource Indigenous language with limited
amount of speakers and written resources available,
but an active speaker community that writes new
texts. We have existing tools in rule-based language
technology available from the well-known free and
open source repository1. Furthermore, the most
recent versions of large language model -based sys-
tems have been seen to support Inari Sámi (instead
of just refusing to handle it and deferring to profes-
sionals as earlier versions did). Finally, we have a
computational linguist who is not a native speaker
but is capable of working with the language and
has contacts to language experts, we find this is
sufficient for initial experimentation, but of course
for serious language data building, more expert
knowledge is needed.

For some the work on dataset creation there has
been previous works, for example in Universal De-
pendencies and rule-based analyser there are exist-
ing methods that have been used for other existing
uralic dependencies treebanks, such as the North
Sámi (Tyers and Sheyanova, 2017) and Karelian
treebanks (Pirinen, 2019). For generation of the
UniMorph data, some of the datasets are generated
based on rule-based generators (Batsuren et al.,
2022), strictly speaking Wiktionary can also be
considered as rule-based morphological generation,
however, we have not found this mentioned explic-
itly in existimg articles about unimorph.

3 Methods

Our experimentation concerns the use of existing
language technology tools to help the creation of

1https://giellalt.github.io/lang-smn

Figure 1: ChatGPT generating data for Inari Sámi Uni-
Morph dataset.

the datasets while following the rules and ideals be-
hind the given datasets. For example, when Univer-
sal Dependencies guidelines dictates that the depen-
dency annotation must be manual or human made,
we do not use the tools to generate unchecked 1-
best annotations that would pollute the dataset. The
most common strategy here is to give all plausible
hypotheses from the automatic analysis to the lin-
guist to post-edit, but another option is that the
post-edited analyses are verified to be plausible
analyses of the system (our end goal is to have
a gold standard that agrees with the analyser and
linguistic expertise).

For the existing rule-based systems, we have
downloaded and installed well-known GiellaLT
softwares, which are freely available from the
GitHub with an open source licence (Pirinen et al.,
2023).2 The LLM experimentation is performed
using a ChatGPT, the state-of-the-art chatbot in-
terface to a closed-source, commercial neural net-
work.3 We have chosen ChatGPT since it is the
most popular one, it has freely usable version avail-
able for most Uralic language researchers even
without expensive AI budget. An example of Chat-
GPT performing UniMorph dataset generation task
can be seen in Figure 1.

When working with a preexisting computational
linguistic, rule-based system, one of the main en-
gineering efforts lies on the conversion. Although

2https://giellalt.github.io
3The version tested at the time of writing identifies itself

as GPT-4, which was the newest model at the time we began
experimenting but has probably been outdated by the time of
the publication.
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it sounds trivial, there is a lot of linguistic and en-
gineering work to be taken into account here: the
actual format of the analyses is rarely exactly the
same, so a mapping needs to be devised, for exam-
ple, converting “noun” analyses from +N to N; or
NOUN. The mappings can also be 1:n or m:1, merg-
ing and joining ‘tags’, as well as more involved
re-writings. There are a lot of other technical minor
details related to such generations and conversions
that are beyond the scope of this article, for ex-
ample, we needed an algorithm that could remove
duplicate forms that is aware of Unicode normalisa-
tion forms and folding to avoid having the linguist
read word forms that look exactly the same sev-
eral times. The topic of conversions in itself is
large enough to deserve its own article,4 for the
purposes of this article we will point the readers to
our github repositorium containing freely available
scripts.5 Some examples of conversions are given
in the Figure 2.

The experiments with LLMs are based on
the currently available free ChatGPT interface
prompted in English. We begin prompting with the
most straightforward requests, e.g. “can you gen-
erate a unimorph annotated list of all word-forms
Inari Sámi noun táálu?”, “create a CONLL-U an-
notated version of this sentence”, etc.

It might be noteworthy, that since our goal is
inclusion of our Uralic languages in the relevant
datasets, there is also a component of social en-
gineering involved in all of the dataset creations.
Merely producing text files that contain acceptable
data is only a first step. The datasets we have se-
lected to experiment with, the selection has been
also based on the openness and documentation of
the contribution process; all of the given datasets
exist on GitHub, and the contribution process is
detailed in the documentation and happens largely
over GitHub only. This is in contrast to the com-
mercially backed datasets mentioned earlier; while
it would be very valuable to have all Uralic lan-
guages in the No Languages Left Behind and Next
Thousand Languages, the way to contribute here is
not immediately so obvious and available to larger
audiences.

4we have attempted to write one such article, even at very
condensed format it easily exceeds 8 pages that is the maxi-
mum for average conference article in language technologies.

5anonymised

4 Corpora and Data Selection

The corpora available for low-resource Uralic lan-
guages are scarce and limited. The whole corpora
of publically available web crawl data is typically
less than the millions of tokens that is often adver-
tised as minimum requirement of large language
models. Furthermore, the data that is available
is limited by licences, quality, and genres: While
some argue that all data that can be crawled is free
to use for language technologies, in practice eth-
ical use requires selecting only the data that has
explicitly been licenced with a suitable licence,
such as Wikipedia or data coming from govern-
mental public domain records—or that has been
personally licenced with the author for the spe-
cific use. That furthermore limits both quality—
wikipedia data is written by language learners—
and genres—government’s publication are mainly
politics, healthcare and such.

In this experiment we have used primarily freely
licenced data from Saami international corpora
(SIKOR), (SIKOR, 2021) but we have also per-
formed a short experiment on self-created and self-
translated data that large language model should
not contain from beforehands.

5 Experimental results

The main results of our experiment will be the
actual datasets we can produce. To quantify the
usefulness of the langauge technology tools we
have measured post-edit distances. We have also
performed a linguistic error analysis to quantify the
errors made, the effect on the time/effort tradeoff
is further discussed in the Section 6.

In our experiment in creating datasets for Uni-
morph, we used both the rule-based system and
the LLM to generate the full datasets, that can be
read and corrected by a human. The results of
generating are shown in the table 1. The expected
forms is based on the linguistic grammars we have
available (Morottaja and Olthuis, 2023). We have
measured the numbers of forms generated, Cov-
erage counted as proportion of generated unique
forms out of expected and Accuracy as proportion
of fully correct forms and analyses of all generated.
In general rule-based approach is close to the gold
standard, which is expected from rule-based sys-
tems, the LLM has also generated a smaller subset
of forms with lower accuracy.

In our experiments in Universal Dependencies
annotation, we used the rule-based system to gen-
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E.g. Finite State Morphology to Unimorph

táálu táálu+N+Sg+Nom <-> táálu táálu N;SG;NOM
táálust táálu+N+Sg+Loc <-> táálust táálu N;SG;LOC
tálustân táálu+N+Sg+Loc+PxSg1 <-> tálustân táálu N;SG;LOC;PSS1S

E.g. VISL CG 3 to Universal Dependencies

"<mun>"
"mun" Pron Pers Sg1 Nom @SUBJ> #1->2

:
"<juuhim>"

"juuhâđ" <mv> V TV Ind Prt Sg1 @FMV #2->0
:
"<vuolâ>"

"vuolâ" N Sem/Drink Sg Acc @<OBJ #3->2
^^^
|||
vvv

# textid = example.1
# text = mun juuhim vuolâ
1 mun mun PRON Pron Pers Case=Nom|Number=Sing|Person=1|PronType=Pers 2 nsubj _ _
2 juuhim juuhâđ VERB V TV Mood=Ind|Number=Sing|Person=1|Tense=Past 0 root _ _
3 vuolâ vuolâ NOUN N Sem/Drink Case=Acc|Number=Sing 2 obj _ _

Figure 2: Conversions between traditional rule-based analyses and target dataset formats

POS Expected RB RB RB LLM LLM LLM
forms forms Cov % Acc % forms Cov % Acc %

Nouns 58 100∗ 100 % 14 15 % 21 %
Verbs 57 55 96 % 99 % 22 39 % 0 %
Adjectives 51 61 100 % 14 20 % 10 %

Table 1: Unimorph dataset creation statistics. Expected forms is number of forms based on the grammar, RB from
rule-basd generator and LLM from large language model, Coverage and Accuracy measured in % units. ∗ Some
extra forms in rule-based model are due to allomorphy which was not accounted for expected forms.

127



System Full WER Dep WER

Rule-Based 0.47 0.22
LLM 1.00 0.52

Table 2: Caption

erate ambiguous listing of all potential readings
of the sentence with annotations, according to the
guidelines in previous works by Pirinen (2019), and
asked LLM to generate similar hypotheses likewise.
In Table 2 we measure the post edit distance of the
sentences fixed and re-annotated, the error rates
are calculated as E = S+I

N , where E is the error
rate, S is number of substitutions made, I is the
insertions made, and N number of readings (i.e. N
is number of CONLL-U lines with an index). We
do not have D for deletions since both methods
generated correctly generated one token per token
in the input and there are so far no retokenisation re-
quirements (multi-word tokens, multi-token words
etc.), however LLM missed some punctuation to-
kens causing an insertion to be required. The full
error rate basically counts whole lines of CONLL-
U when making matches and dep error rate just the
dep field.

6 Discussion

We have tested rule-based and LLM-based anno-
tations as a help in linguistic work. Currently, for
morphology we get clearly better results with the
rule-based tools and the results are good enough
that it makes work on dataset creation more effec-
tive. If we analyse the errors that the systems make,
we see that rule-based system includes some results
with linguistically motivated potential errors, like
wrong stem alternation or missing accent in a suffix.
The errors in LLM generated version are that it just
uses seemingly random suffixes with unchanged
stem, it also uses some forms like cases that do
not exist in Inari Sámi (but for example exist in
Finnish), all in all cleaning this data would possi-
ble even be slower than writing the data by hand.
When we error-analyse the dependency analysis
the results get more interesting, like both starting
points require quite a significant amount of work
to get to gold-standard state, but this is also to
be expected if reference the past experiences of
UD annotation from converted or machine anal-
ysed starting point. What is interesting is that the
LLM can sometimes generate quite accurate de-

pdendency subgraphs of certain expressions, for
example personal names, we assume this is due
to them appearing in very similar form in existing
English documentations, where high level depen-
dency structure is the same even if there are slight
variations in the morphological level.

There are a large number of different large lan-
guage models and generative artificial intelligence
that could possibly be used to experiment this and
that is a common feedback we get. We are using
a version of a popular LLM that is available to us,
without excessive extra costs. This is also available
to most researchers who are the target audience of
this paper.

A common feedback we get, that there are vari-
ous techniques that should be used for low resource
setup, like fine-tunings, transfer learnings, in con-
text learnings, prompting techniques and so on. We
are experimenting in a situation where we start with
zero data for the fine-tuning task, we are the ones
who will create these data initially, so the use of
such data will generally be a future research topic,
after we have done the initial data creation. As the
methodology here is extremely fast moving and
outdates itself in matter of months, we try to be-
gin by only importing either approaches that have
been proven and stabilised, perhaps in majority lan-
guage context, into out lesser resourced languages,
or we can perform experimentation that does not
tie up too much valuable and scarce resources. An-
other interesting future research question would be
whether it is more beneficial and time-effective to
fine-tune early or on-goingly, given the constraints
in data and human resources we face in the pro-
cessing of smaller Uralic languages. We have not
found an easy enough recipe to do transfer learn-
ing that would not take us more time than actually
working on the data creation as described by the
approach of this article. Our impression is further-
more that there is currently ongoing research on
this topic that we hope will yield some answers that
are relevant to us as well.

It is exciting to see that, even if the large lan-
guage models have rathar disappointing accuracy
in generating and annotation of smaller Uralic lan-
guages, they are able to generate something that is
relevant to the task and occasionally some word-
forms or annotations are even correct. This sug-
gests that maybe with further fine-tuning, prompt-
ing, in-context learning, transfer learning, and so
forth, there could be a usable version of LLM-aided
language data annotation and generation in the fu-
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ture.
One question for future work is of course how

to integrate these findings to a workflow and soft-
wares for annotation. In this experiment we used
normal text editors and raw data formats for data
annotation, which is suitable for programmers and
short experiments, for the full scale linguistic anno-
tation this would be integrated to a specific editor.
And that raises the question of if the ideal way
to help linguistic jobs would bear a user interface
similar to what we get in the email post writing
programs, office tools and programming editors
today with a so-called co-pilot?

7 Conclusion

We performed several experiments to find out an
efficient way of creating NLP datasets for smaller
Uralic languages. We have found that using both
existing rule-based technology and large language
models can help rapid creation of the data, but
neither approach is without its caveats. The gold
standard remains fully human annotated data, but
in lack of that it should be considered if we
can achieve reasonable amounts of resources with
computer-aided annotation modes.

Limitations

The experimentation on large language models is
done using one closed source commercial system
and is not reproducible at all, however, this is a
common practice in the science of natural language
processing in 2024.

The experiments were performed by language
learner instead of native speaker or expert, the qual-
itative results may differ when language experts are
working on the same pre-processed data.

Ethics

The large language models used in this experimen-
tation have wasted an estimated several hundreds
of litres of drinking water 6 and not insignificant
amount of energy (Strubell et al., 2019).7 If LLM
method is taken in to use in the development of
annotated gold corpora and data sets, this needs
to be taken into consideration until the providers
of LLMs resolve the excessive use of natural re-
sources.

6https://www.thetimes.com/uk/technology-uk/ar
ticle/thirsty-chatgpt-uses-four-times-more-water
-than-previously-thought-bc0pqswdr

7https://disconnect.blog/silicon-valley-is-s
acrificing-the-climate-for-ai/

No underpaid crowd-sourcers were involved in
performing the linguistic tasks, all annotations and
evaluations were made by fully paid colleagues.
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ičiūtė, Ika Alfina, Avner Algom, Khalid Alnajjar,
Chiara Alzetta, Erik Andersen, Lene Antonsen, Tat-
suya Aoyama, Katya Aplonova, Angelina Aquino,
Carolina Aragon, Glyd Aranes, Maria Jesus Aranz-
abe, Bilge Nas Arıcan, �Hórunn Arnardóttir, Gashaw
Arutie, Jessica Naraiswari Arwidarasti, Masayuki
Asahara, Katla Ásgeirsdóttir, Deniz Baran Aslan,
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Abstract

In this paper, we leverage an exclusive En-
glish dataset to train diverse multilingual clas-
sifiers, investigating their efficacy in adapting
to Finnish data. We employ an exclusively En-
glish classification dataset of UN Sustainable
Development Goals (SDG) in an education con-
text, to train various multilingual classifiers and
examine how well these models can adapt to
recognizing the same classes within Finnish
university course descriptions. It’s worth not-
ing that Finnish, with a mere 5 million native
speakers, presents a significantly less-resourced
linguistic context compared to English. The
best performing model in our experiments was
mBART with an F1-score of 0.843.

1 Introduction

The list of 17 sustainable development goals
(SDGs) established by the United Nations (UN)
has gained significance in assessing the societal,
humanitarian, and environmental impact of compa-
nies in EU. This is particularly relevant for large
companies compelled to include robust sustainabil-
ity reporting in their annual reporting to authori-
ties1. As a response to this growing importance,
numerous universities and educational institutions
have incorporated the UN SDGs into their aca-
demic curricula. This development prompts a cru-
cial inquiry into how educational institutions, at
a higher administrative level, can ascertain which
specific SDGs are being integrated into different
degree programs (see Kopnina 2020; Chankseliani
and McCowan 2021).

To address this concern, adopting smaller lo-
cal models —specifically distil-mBERT, mBERT,
mBART, and XLM-RoBERTa— tailored to the con-
tent of course descriptions proves beneficial for

1https://finance.ec.europa.eu/capital-markets-
union-and-financial-markets/company-reporting-and-
auditing/company-reporting/corporate-sustainability-
reporting_en

universities. Such an approach facilitates compli-
ance with the General Data Protection Regulation
(GDPR)2, ensuring the preservation of data pri-
vacy more than reliance on commercial large lan-
guage models. The selection of the models stems
from a need to accommodate linguistic diversity
and the intricacies of academic content, ensuring
accurate SDG classification while respecting data
confidentiality. Each model brings distinct advan-
tages: distil-mBERT and mBERT for their effi-
ciency and language coverage, and mBART and
XLM-RoBERTa for their superior cross-lingual
and contextual understanding capabilities, making
them well-suited for analyzing Finnish and English
course descriptions in the context of SDGs.

In our work, we experiment with the viability of
producing SDG classification data automatically
using a large language model (LLM) in English.
We use this English only data to train several multi-
lingual classifiers and study the scalability of these
models to Finnish data. Finnish, with only 5 mil-
lion native speakers, is considerably less resourced
than English. This is not to say that Finnish would
be particularly under-studied in the context of NLP,
given the vast amount of different NLP applica-
tions available for the language (see Hämäläinen
and Alnajjar 2021).

2 Related work

The examination of sustainable development within
the realm of NLP has been approached from vari-
ous perspectives, including investigations into fair-
ness in NLP (Hessenthaler et al., 2022), exploration
of poverty and societal sustainability through in-
terviews (van Boven et al., 2022), analysis of ar-
gumentation mining (Fergadis et al., 2021), and
community profiling (Conforti et al., 2020), among
other aspects. Our approach distinguishes itself
by striving to encompass all UN sustainable devel-

2https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX:32016R0679
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opment goals and implementing them within an
educational framework.

The effect of multilingual models has been stud-
ied before in several contexts such as sentiment
analysis (Hämäläinen et al., 2022) and persuasion
detection (Pöyhönen et al., 2022) using parallel
data in several languages. The findings suggest
that translation strategies have a huge impact on
the performance of the models.

Regarding the educational aspect of our study,
there exists ample prior research on integrating Sus-
tainable Development Goals (SDGs) into teaching
methods (Collazo Expósito and Granados Sánchez,
2020; Rajabifard et al., 2021; Kwee, 2021). How-
ever, this previous research is non-computational,
and as far as we are aware, there is no existing
computational research on this subject from the
standpoint of Natural Language Processing (NLP).

3 SDG Data

Our dataset, containing 5988 entries from Metropo-
lia University, was accessed via their API3, a re-
source available to staff and researchers upon for-
mal request and approval by the university’s IT
department. In acquiring and handling this data,
we observed strict ethical standards, including
anonymization of identifiable information and ad-
herence to the university’s data use policies, ensur-
ing the preservation of data confidentiality. This
dataset, spanning from 2010 to 2023, encompasses
a diverse range of courses across various depart-
ments and majors, offered in both Finnish and En-
glish. The time frame was chosen to provide a
comprehensive collection of course materials, aid-
ing in the robustness of our model training.

After the initial data collection, we utilized the
Vertex AI API4 to conduct batch processing, a piv-
otal step in annotating each course description with
the corresponding Sustainable Development Goals
(SDGs). The API facilitated the automation of this
task by allowing us to process large volumes of text
data and generate labels that indicate the relevance
of specific SDGs to the course content.

Our study focuses on the following SDGs: 3
(Good Health and Well-being), 7 (Affordable and
Clean Energy), 8 (Decent Work and Economic
Growth), 9 (Industry, Innovation, and Infrastruc-
ture), and 10 (Reduced Inequalities), selected for

3https://wiki.metropolia.fi/display/opendata/REST-
rajapinnat

4https://cloud.google.com/vertex-ai/docs/reference/rest

Figure 1: Distribution of courses per degree after the
initial cleaning step.

their significant relevance to the university curricu-
lum, as other goals were less represented, leading
to potential data imbalance. The data is formatted
as JSON objects for multilabel classification with
multilingual models; one typical entry would look
as follows: "input": "Heat Distribution Systems
in Buildings, the student learns: The building’s
heating power demand and its calculation. Differ-
ent heat distribution methods and devices. Ways
of adjusting the heating system. Water-circulating
radiator and floor heating system. Dimensioning
of pipework and selection of radiator, circulation
pump, expansion vessel and safety devices. The
student can calculate the heating power demand
of the building, can dimension the pipework, radi-
ators, circulation pump and expansion vessel and
safety devices.", "labels": [0, 1, 0, 0, 0], where the
input text is related to goal 7 Affordable and clean
energy.

Therefore, the entries are structured as "input" -
a detailed course description and "labels" - binary
encoding indicating the course’s relevance to the
selected SDGs.

Figure 2 displays the distribution of the Sustain-
able Development Goal (SDG) mentioned in the
training dataset.

4 Cross-lingual Models for SDG
Prediction

In this study, we utilized four advanced multilin-
gual models: Distil-mBERT (Sanh et al., 2019),
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Model Strengths Weaknesses
Distil-mBERT Efficient with significant language understanding Nuance understanding may be limited
mBERT Comprehensive language comprehension Finnish-specific tuning may be less
mBART Strong in deep contextual understanding High computational requirements
XLM-RoBERTa Excellent in cross-lingual tasks Possible compromise in Finnish depth

Table 1: Comparative Analysis of Multilingual Models

Figure 2: Distribution of SDG mentions within the train-
ing dataset.

mBERT (Devlin et al., 2019), mBART (Tang et al.,
2020), and XLM-RoBERTa (Conneau et al., 2020),
each uniquely suited for processing Finnish, a lan-
guage with limited NLP resources. These models
were selected for their balance between computa-
tional efficiency and linguistic depth, crucial for
handling Finnish.

Our dataset, split into 70% training, 15% val-
idation, and 15% testing, primarily consisted of
English for training and validation, with Finnish
reserved for testing. This approach was intended to
test the models’ transfer learning capabilities from
English to Finnish.

Each model underwent fine-tuning for multilabel
SDG classification using a PyTorch-based (Paszke
et al., 2019) framework. Key steps in the training
process included tokenization, encoding, and em-
ploying a BCEWithLogitsLoss function, as shown
in Equation (1).

BCELoss = − 1

N

N∑

i=1

[yi · log(σ(xi)) + (1 − yi) · log(1 − σ(xi))]

(1)

where σ(xi) is the sigmoid function applied to
the model’s output for the ith sample, yi is the true
label, and N is the number of samples.

This study not only demonstrates the effective-
ness of these models in a multilingual context but
also sheds light on the scaling behavior of LLMs,
particularly in adapting from high-resource to low-

resource languages. The findings provide valuable
insights into the adaptability of multilingual mod-
els, with a special focus on Finnish, illustrating
the broader applicability of these models in diverse
linguistic settings.

The exploration of these multilingual models
in predicting SDGs in Finnish highlights signifi-
cant insights into the scaling behavior and adapt-
ability of LLMs. Our strategic data split, along
with the tailored training and architecture of each
model, demonstrates our approach in tackling the
challenges of language representation within NLP.
This methodology is particularly pertinent in un-
derstanding how LLMs perform across languages
with varying resource levels.

5 Results and Evaluation

Table 2 provides an overview of the model’s per-
formance based on micro-average scores. The F1-
Score, which balances precision and recall, show-
cases the models’ effectiveness in multilabel clas-
sification across Sustainable Development Goals
(SDGs). Notably, the mBART outperforms the
others with an F1-Score of 0.843, indicating its
robustness in handling diverse SDGs.

Model Precision Recall F1-Score
distil-mBERT 0.749 0.557 0.547
mBERT 0.798 0.678 0.716
mBART 0.825 0.867 0.843
XLM-RoBERTa 0.842 0.824 0.829

Table 2: Models performance based on the micro scores

In addition, figure 3 depicts the F1 scores, which
represent the harmonic mean of precision and re-
call for each SDG. Our in-depth analysis of the
classifiers’ performance on a per-label (per SDG)
basis provides subtle insights into their prediction
capability and limitations.

These per-label findings highlight the impor-
tance of model architecture and training corpus
diversity in addressing the unique linguistic issues
given by each SDG. The variations in performance
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Figure 3: F1 Scores by SDG for Each Model

across objectives indicate that, while certain SDGs
are well-represented and easier to forecast with
current NLP models, others require additional re-
search and targeted data enrichment to improve
model performance.

6 Conclusions

This study takes a novel approach to assessing the
integration of the United Nations Sustainable De-
velopment Goals (SDGs) into university curricula.
We investigated the effectiveness of multilingual
classifiers in adapting to Finnish data, a language
with significantly fewer resources in the field of
Natural Language Processing (NLP). Our study
sought to ascertain the scalability of these models
in recognizing SDG-related content within Finnish
university course descriptions.

The findings show that multilingual models can
bridge the language gap effectively, with notable
success in identifying SDG-related content across
multiple languages. The performance varied across
SDGs, with some models excelling in some areas
while struggling in others. This variation empha-
sizes the significance of model selection based on
the target language’s specific characteristics and
linguistic nuances.

Our work, which aligns with workshop talks
on scaling behavior across linguistic settings, ad-
vances the NLP community’s understanding of mul-
tilingual model applicability in resolving language
resource inequities by utilizing Finnish as a case

study. The study opens the door to further investi-
gation into the use of multilingual models for other
low-resource languages.

In conclusion, the study successfully demon-
strates the feasibility of using English-trained mul-
tilingual models to process and analyze data in
Finnish, a language with limited resources. This
method not only provides a useful tool for educa-
tional institutions’ sustainability reporting, but it
also contributes to a better understanding of multi-
lingual NLP applications.

7 Limitations

While our study provides insights into the use of
multilingual models for Sustainable Development
Goal (SDG) prediction in Finnish, it is crucial to
consider several limitations:

• Subset of UN SDGs: Our research focused on
a subset of the UN SDGs. Extending our ap-
proach to encompass all SDGs would provide
a more comprehensive understanding of the
models’ capabilities across a broader range of
sustainability topics.

• Model Size and Performance Trade-offs:
We employed models like ’mBART-large-
50’, ’distilbert-base-multilingual-cased’, ’bert-
base-multilingual-cased’, and ’xlm-roberta-
base’, each varying significantly in size and
architecture. A detailed comparative analy-
sis of these models reveals notable trade-offs
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between their sizes and their precision and
F1 scores. Larger models tend to offer bet-
ter performance but at the cost of increased
computational resources and complexity. This
aspect is particularly relevant in the context of
scaling behavior in LLMs.

• Language Resource Limitations: While
Finnish is considered a low-resourced lan-
guage in NLP, it is still better represented than
many of the world’s approximately 7,000 lan-
guages. Our findings for Finnish may not
directly translate to other low-resource lan-
guages, especially those with very limited dig-
ital presence or NLP tools.

• Domain Specificity: Our study was confined
to the academic context of Metropolia Univer-
sity of Applied Sciences. The models’ perfor-
mance may not generalize to other educational
institutions, especially those offering a differ-
ent range of academic disciplines.

• Potential Model Biases: Our classifiers,
while effective in a controlled environment,
may have learned an oversimplified version of
the problem domain. There is also a risk of un-
known biases when these models are applied
in real-world settings.

In light of these limitations, our study should
be viewed as a stepping stone towards understand-
ing the scalability and adaptability of multilingual
models in handling low-resourced languages, par-
ticularly in the domain of educational sustainability
reporting.

8 Ethics statement

Our study’s focus on Finnish and English in
multilingual models raises concerns about their
performance and potential biases in other lan-
guages, especially those underrepresented in NLP
research. While we ensured adherence to data pri-
vacy and consent in our methodology, the limited
scope, centered on one university’s curriculum,
may not fully represent other educational contexts
or disciplines.

The findings highlight the need for broader lin-
guistic representation in NLP models to ensure fair-
ness and mitigate biases. Future research should
extend to diverse languages and educational set-
tings, adhering to ethical research standards and

prioritizing equitable representation in NLP appli-
cations.
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Abstract
Christian texts have been known to be
printed in Kola Saami languages since
1828; the most extensive publication is the
Gospel of Matthew, different translations
of which have been published three times
since 1878, most recently in 2022. The
Lord’s Prayer was translated in several
more versions in Kildin Saami and Skolt
Saami, first in 1828. All of these texts
seem to go back to translations from Rus-
sian. Such characteristics make these pub-
lications just right for parallel text align-
ment.
This paper describes ongoing work with
building a Kola Saami Christian Text Cor-
pus, including conceptional and technical
decisions. Thus, it describes a resource,
rather than a study. However, compu-
tational studies based on these data will
hopefully take place in the near future, af-
ter the Kildin Saami subset of this corpus is
finished and published by the end of 2024.
In addition to computation, this resource
will also allow for comparative linguistic
studies on diachronic and synchronic vari-
ation and change in Kola Saami languages,
which are among the most endangered and
least described Uralic languages.

1 Religious text production in Kola
Saami languages

Religious texts constitute a significant part of
the earliest documented data for all four Kola
Saami languages, chiefly translations of Chris-
tian texts which started to be created in the
same period of time for Akkala Saami, Kildin
Saami, and Skolt Saami. (No similar Chris-
tian texts are known to exist for Ter Saami,
though.) They include the Lord’s Prayer and
the complete Gospel of Matthew, each in dif-
ferent languages and versions, but also several
other texts. The oldest text is from 1828, the

youngest from 2022; the references of this pa-
per include a full list of sources.

Notable are the recent texts created by
Alexandra Antonova, in particular her Kildin
Saami translation of Arapović’s Jesus Friend
of Children – a shorter version of Children’s
Bible including Lord’s Prayer – and her com-
pletely new Kildin Saami translation of the
Gospel. This text includes two different new
translations of Lord’s Prayer printed at the
end of the book together with a translation
of Apostles’ Creed.

This book also includes a preface written in
Kildin Saami by a non-Saami author. This
text is relevant too because its language uses
Christian metaphors and Christian symbols
are explained, while using biblical terminol-
ogy. Another relevant text is a prayer written
by Saami author Jekaterina Korkina in Kildin
Saami and Russian, with which she introduced
a literary publication of hers (Korkina 2005).

These new texts not only add data to the
corpus in terms of quantity, but allow for in-
teresting comparative linguistic studies into
various dimensions. This is particularly true
because the idiolect of the recent transla-
tor Antonova (born 1932) is more than 100
years younger than that of Arvid Genetz’s na-
tive speaker informant Parfenty Pyanov (born
1821), while both speakers seem to have the
same dialectal background due to their family
ties in the original Kiillt siida. Furthermore,
the comparison between Antonova’s two trans-
lations of different New Testament texts – cre-
ated within a period of about a decade, but in-
cluding interesting deviations in spelling and
terminology – may potentially unravel some
linguistic mysteries around her own deriva-
tion of the Kildin Saami orthography standard.
Note also that the fragment of an intermedi-
ate manuscript version of Antonova’s transla-
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Table 1: Currently included texts

Year Text Language Word tokens Status
1826 (1828) Lord’s Prayer Kildin 59 Finished
1826 (1828) Lord’s Prayer Skolt Planned
1826 (1828) Lord’s Prayer Skolt Planned
1876 (1878) Lord’s Prayer Kildin 60 Finished
1876 (1878) Matthew (1–22) Kildin 13,114 Not proofread
1876 (1878) Matthew (23–28) Akkala 5,014 Not proofread
1876 (1879) Lord’s Prayer Kildin 62 Finished
1876 (1879) Matthew (1–22) Kildin 13,149 Not proofread
1876 (1879) Matthew (23–28) Akkala 5,001 Not proofread

≤1894 (1894) Matthew (1–28) Skolt Planned
≤1895 (1895) Lord’s Prayer Skolt Planned
≤1895 (1895) Primer Skolt Planned
≤1996 (1996) Jesus Friend of Kildin 8,180 Finnished
≤1996 (1996) Lord’s Prayer Kildin 63 Finished

1999 (1999) Orthodoxy Skolt Planned
≤2008 (2010) Matthew (1) Kildin 322 Finished

2005 (2005) Prayer Kildin 76 Finished
≤2009 (2022) Lord’s Prayer Kildin 60 Finished
≤2009 (2022) Matthew (1–28) Kildin 18,215 Not proofread
≤2014 (2022) Apostles’ Creed Kildin 71 Finished
≤2014 (2022) Lord’s Prayer Kildin 58 Finished

2022 (2022) Preface Kildin 559 Finished

tion (including the complete first chapter) is
also available to corpus studies because it has
been published in a research paper (Jermola-
jeva 2010).1

Furthermore, the Kildin Saami subcorpus
includes a small amount of data relevant to
study Kildin Saami learners’ language. In ad-
dition to the abovementioned preface, writ-
ten by L2 learner Scheller, lines 16:22 through
16:28 of Gospel of Matthew were translated by
Scheller (born 1977) and Elvira Galkina (born
1965).2 The first is a language researcher
and language activist. The latter has become
known as poet and author of children’s books
and song lyrics in Kildin Saami language, al-
though she describes herself as having full L1

1Approx. 50 individual words from Antonova’s
manuscript are also listed in a paper by Bakula (2016,
pp. 18–19) and could potentially be used for compari-
son.

2Both have published a relatively significant amount
of other texts in Kildin Saami, which are not Christian
but are available and could potentially be compared
too. See, e.g. the Wikidata Query Service (https://qu
ery.wikidata.org/), where relevant metadata for titles
with Galkina resp. Scheller as author or translator can
be found easily.

speaker proficiency only in Russian.3
Since literacy for the Akkala Saami has

never been established and no newer written
language published, the six chapters from the
Gospel are the only existing orthographic texts
in Akkala Saami.

Regarding Skolt Saami, the corpus is incom-
plete. New relevant texts have been produced
in contemporary Skolt Saami, but at the cur-
rent state of this research I have not had the
time and resources to identify and catalogue
all existent Skolt Saami texts. The only excep-
tion is a small pictorial dictionary named The
What, Why, and How of Orthodoxy (Kasala
1999). Since this work has a parallel version
in Finnish, it is perfectly suited for the current
project.

In addition to incomplete coverage of
Skolt Saami, I’ve also not yet systematically
searched for secondary or tertiary reprints
of original texts to include them in the cor-

3See the archived version of her professional CV at
http://web.archive.org/web/20240404155219/https://www.
masu.edu.ru/special/fip-saami/files/CVГалкина.pdf (2024-
04-04).
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pus. But plenty of them exist, first of all
Genetz’s own reprints of his transcripts of the
Gospel in Genetz (1879b) and Genetz (1891).
But also his Lord’s Prayer was reprinted in
Bergholtz (1894). Sjögren’s Lord’s Prayers
were reprinted in Dalton (1870). Note also the
more recent reprint of all these earlier versions
in Németh (1991).

2 Corpus data

All mentioned Saami text sources from the
19th century are in the public domain. The
same is true for versions in other languages
which are all potentially useful for text paral-
lelization but not inlcuded here.

Some of the Kola Saami texts were available
in digital form earlier, others were digitized
and proofread by me. Also Markus Juutinen
(University of Oulu) – with whom I exchanged
significant parts of these data – digitized and
proofread texts for his abovementioned study.
In addition, I worked together with Sergey
Nikolaev (a Saami from Russia, today living
in Oulu, Finland). Later I started uploading
texts to Wikisource,4 where proofreading and
indexing has since been continued with the
help of collaborators, who I don’t know per-
sonally.

Parts of the 1878 edition of the Gospel– cur-
rently including chapters 3 through 10 – have
been structured and made available as a cor-
pus by the Lingvodoc project led by Julia Nor-
manskaja (ILS RAS, Moscow). This corpus
is structured in XML (at the levels of chap-
ter, verse, word, and bound morpheme) and
includes the original orthography, a Russian
translation, tokenization of the original orthog-
raphy and a translation of each token in con-
temporary Kildin Saami, and a morphological
interlinearization with glosses.5

The user rights for Jesus Friend of Children
were cleared by the Language Bank of Finland
already in 1989, when the printed book was
digitized in a project led by Pirkko Suihkonen

4See, for instance, the index for Kildin Saami: https:
//wikisource.org/wiki/Category:Кӣллт_са̄мь_кӣлл (2024-
10-11).

5See https://lingvodoc.ispras.ru/corpora_all (2024-10-
11). The resource consists of one single file and does
neither include metadata about its origin or any speci-
fication of a user license. But the sole originator seems
to be Viktoria Bakula, professsor and specialist of Kola
Saami languages at Murmansk Arctic University.

(University of Helsinki).6 The digital data was
stored in pre-processed form – including text
files with pre-Unicode encoding and including
OCR errors – when I got in contact with the
Language Bank in 2015. I was allowed to cre-
ate a working copy of the repository for my
own research. After having fixed the encoding
and rebuilt Antonova’s spelling with the help
of a Pearl script and additional manual cor-
rection, and gave my improved version of the
corpus back to the colleagues in Helsinki. But
unfortunately, the Kildin Saami data has still
not been published by the Language Bank.

The user rights for the new translation of the
Gospel have yet to be cleared,7 but the copy-
right laws of Finland and the European Union
principally allow the use of such data as re-
search material – including communicating it
as part of research activities – even without
a specific agreement with the copyright hold-
ers. This includes the typical processes for text
and data mining of printed texts: digitizing as
well as digital storing and processing.8 It is
also legal to publishing fragments as data il-
lustrations for the purpose of teaching or in
scientific publications, like in this paper.

However, more specifically defined user
rights for Antonova’s translation of the Gospel
will hopefully lead to an open corpus publica-
tion in the future. Ideally, this can be done
using the functional user interface Korp, for
instance at GiellaLT in Tromsø, which pro-
motes Open Science and with whom Scheller
has been collaborating for several years.9 But
also the Korp platform at the Language Bank

6The metadata in the repository, dated July 10.
1998, specify that The texts of the computer corpus
of Kildin Sámi have been donated to the University of
Helsinki by the Institute for Bible Translation (Stock-
holm, Sweden) to be used as research material. Refer-
ence to the corpus has to be made in papers in which
it is used as a source.

7According to the publisher, i.e. the Stockholm
branch of Institute for Bible Translation, copyright is
held by the correctors of the text (researchers Elisabeth
Scheller at the Arctic University of Tromsø and Elvira
Galkina at the Arctic University of Murmansk) and
the legal heir of the translator (Antonova’s son Sergey
Antonov from Lovozero).

8This refers to the exceptions in the EU Directive on
Copyright in the Digital Single Market, which apply to
text and data mining in academic research. National
laws in EU countries follow the Directive. The name
of the relevant Finnish law is (in Swedish) Upphovs-
rättslag, see https://www.finlex.fi/sv/laki/ajantasa/1
961/19610404 (2024-11-01).

9See https://sanj.oahpa.no/about/ (2024-10-11).
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Table 2: Parallel text fragments from Lord’s Prayer in Kildin Saami; the two versions from 1876 origin
from the same spoken recording, which was first transcribed and later represented in Cyrillic orthography;
all versions but the first represent the one and the same dialect.

Speaker Dialect Text
1828 (unknown, b. ≤1800) Arsjogk […] Paſs låndſj tono namme. […] Amin.
1876 (Pyanov, b. 1821) Kiillt […] ḁᵢnn paᵢzxuv tōn' nomm; […] Amin.
1876 (Pyanov, b. 1821) Kiillt […] ань пазьхув тонэ нэм, […] Амин
1996 (Antonova, b. 1932) Kiillt […] святэ лян̄нч нэм̄м То̄н; […] Зоаб̄эль
2014 (Antonova, b. 1932) Kiillt […] Я пассьлувант нэм̄м То̄н; […] Аминь.
2022 (Antonova, b. 1932) Kiillt […] Анҍ пассьювв нэм̄м То̄н; […] Аминь.

of Finland – where similar parallel corpora for
other Uralic languages are already available10

– would be a logical option.
With the exception of Schekoldin’s primer,

all texts easily allow for alignment to par-
allel versions. These versions exist in be-
tween the Kola Saami languages: a) Lord’s
Prayer in Skolt Saami (currently 2 versions)
vs Kildin Saami (5 versions, plus one ortho-
graphic derivation), b) Gospel of Matthew in
Skolt Saami vs Kildin Saami (chapter 1; one
version in Skolt Saami and three versions in
Kildin Saami), c) Gospel of Matthew in Skolt
Saami vs Kildin Saami (chapters 2–23; one ver-
sion in Skolt Saami and two versions in Kildin
Saami), d) Gospel of Matthew in Skolt Saami
vs Akkala Saami (chapters 24–28, one version
each), and e) Gospel of Matthew in Kildin
Saami vs Akkala Saami (chapters 24–28, one
version each). But all of them can also easily
be aligned with other language versions of the
same texts, first of all to the Russian sources
of the Saami translations.

Another dimension for parallel alignment re-
sults from the fact that the Akkala Saami
and Kildin Saami translations of the Gospel
published by Genetz were first documented
in phonemic script (first published 1879) and
later normalized by Genetz in Cyrillic orthog-
raphy (first published 1878).

The overview in Table (1) lists the subparts
of the corpus and the currrent state of their
completion (year refers to the date of origin
(≤ marks a terminus ante quem), the data of
first publication is shown in parenthesis; word
tokens may be due to corrections later).

It seems that the very existence of these par-
10See https://clarino.uib.no/comedi/editor/lb-2020021121

(2024-10-11).

allel Christian texts has been known in general,
but not in detail by all researchers in the field.
For instance, a set of phonological studies by
Bakula (2016) and Normanskaja (2016)11 ig-
nores the existence of Pyanov/Genetz’s 1876
translation of the Gospel as a phonemically ex-
act transcript and builds on the orthographic
version instead. This is an omission which
made the results significantly less useful.

Also the work with the new translation of
the Gospel would likely have profited from a
more complete overview of earlier texts. De-
ducing from the description of the translation
and edition process in Scheller (2022) the two
text correctors (Scheller and Galkina) were not
aware of all different earlier versions of the
Lord’s Prayer, not even Antonova’s own. And
Scheller doesn’t mention in the preface that
Antonova’s earlier translation of New Testa-
ment texts would potentially be related to her
new translation of Gospel of Matthew. See,
for instance the Sermon on the Mount, which
Antonova translated in two different versions.
This may be counterintuitive for readers, even
if both versions are idiomatic Kildin Saami.12

3 Technical procedures and conventions

Building this corpus has been carried out for
two decades already as part of the author’s

11These papers were reprinted with minor modifica-
tions as Normanskaja and Bakula (2022) without ref-
erence to the original work.

12The 1996 translation by Antonova was published
by the Helsinki branch of Institute for Bible Transla-
tion, which specializes in the Uralic languages of Russia
and supported by an editorial team. The 2022 transla-
tion, published by the Stockholm branch, lacked re-
sources for thematic editorial checks. They had to
rely on the competence of the text originators and
could only support typography and typesetting (Brane
Kalcevic, email 2024-10-08).
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work with the Kola Saami Documentation
Project (KSDP)13 but did not aim at more
than a convenient corpus of interesting data
samples until very recently. Work on this cor-
pus has also never been funded by means of a
specific project grant.

At present, the corpus is stored and ver-
sioned in a private GitHub repository,14 be-
cause parts of it are protected by copyright
and can only be shared with research collabo-
rators.

All original texts have either been digitally
copied from other repositories or digitized by
means of OCR by me before being modelled
in XML. The data is encoded in UTF-8.

XLM markup follows the conventions of
KSDP (cf. Blokland et al. 2015, pp. 12–14).
There are other, more common formats avail-
able for modelling corpus data nowadays than
XML (e.g. JSON). But XML has been the
format of choice for KSDP because its data al-
ready includes a large amount of speech record-
ings and even video recordings, all of which
are annotated and time-aligned in XML with
the help of the tool ELAN.15 Adding writ-
ten corpus data in the same structure (even
though time-alignment is not relevant for writ-
ten data) makes cross-corpus searches very
simple. On the other hand, the used XML
structure is consistent and well documented
and can therefore easily be converted in other
formats if future users prefer to do so.

Since the original intention of this project
was different from digitization projects run by
archival institutions or libraries, original pag-
ination is not modelled in these corpus data.
Also, all non-textual graphical details on the
original pages are ignored because this corpus
is aimed to serve linguistic research.

All texts are first chunked at the chapter
level (if they are longer than one chapter).
This chunking resulted in separate files which
can be called “corpus sessions” (and which are
conceptually equal to corpus sessions consist-
ing of one continuous speech recording, e.g. an
interview or a procedural, in the case of mul-

13A description of the early stages of this project is
found in Rießler and Wilbur (2007).

14https://github.com/langdoc/KSCTC/(2024-11-21)
15ELAN was originally created for building, anno-

tating, and searching multimedia corpora, see https:
//archive.mpi.nl/tla/elan (2024-10-18).

timedia corpus data for Kola Saami). In the
case of the Gospel, each corpus session is chun-
ked for verses, in order to keeping the original
indexes for parallelization.

The different versions of Lord’s Prayer are
not printed in one consistent verse structure,
but manual alignment is simple for this short
text and done based on verses Matthew 9:6–
13 throughout all versions. Thus, parallel lo-
cations in the different versions of the Gospel
– including Lord’s Prayer – are linked to each
other by means of a pointer to chapters and
verses.

Whereas the verses in the Gospel are rela-
tively long and often include several sentences,
other texts are chunked for sentences. This is
how I typically also chunk my other written
corpus sessions because sentences are concep-
tually equal to utterances in my spoken corpus
data.

Textual structure at larger levels (headers,
empty lines, paragraphs, etc.) is modelled by
means of additional markup, added by me in
the text if needed.

No further lexical, morphological, or syn-
tactic tagging of the corpus has been carried
out so far. Currently, I focus on the consis-
tent and complete structuring of the Kildin
Saami parts and complete proofreading of the
Akkala Saami and Skolt Saami parts. But in-
spection and even systematic filtering of many
morphosyntactic forms is already possible us-
ing RegEx and lists of bound and free gram-
matical markers.

4 Preliminary linguistic observations

The parallel data in Tables (2) and (3) – il-
lustrating language use in worlds almost 200
years apart from each other – clearly show that
the Kildin Saami language has not changed
substantially since 1826.

These versions are relatively similar in terms
of syntax, morphology, and lexicon. But there
are also differences, some of them may indicate
language change, others are due to different
choices by the translators, or perhaps transla-
tion errors. For instance, Antonova’s syntax
is clearly more involved than the older transla-
tion. Perhaps this is because it tries to repro-
duce the underlying Russian constructions.

Antonova had been translating very produc-
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Table 3: Parallel text of Matthew 1:1 published 2022 (originators Antonova/Scheller/Galkina), 2010
(Antonova), and 1878 (Pyanov/Genetz) – compared with a North Saami translation from 1998.

Speaker Language Text (Matthew 1:1)
1878 (Pyanov) Kildin Isus Xristos, Dḁvid̊ aᵢlk’, Ābram aᵢlk’ pūldɵγ sāᵢn’.
2010 (Antonova) Kildin Авраам Альк Давид Альк Иисус Христос пуллдэгк.
2022 (Antonova) Kildin Ӣисус Христос, Авраам Альк, Давид Альк пуллдэгк.
1998 North Dát lea Jesus Kristusa, Dávveda bártni ja Abrahama bártni, sohka.

tively since the beginning of her writing in the
1980s. Her work is clearly based on the intu-
ition of a fully proficient and active L1 speaker.
But it is not much informed by earlier literary
work, not even her own work. This can be seen
in her different variants of Lord’s Prayer (Ta-
ble 2). Note, for instance the creative transla-
tion of “Amen” with a Saami discourse marker
in her 1996 version. This seems to originate
from a sudden inspiration but was revoked
again later and instead the Russian form of
this declaration is used.16

Interesting is also the order of the posses-
sive pronoun. Antonova puts it after the head
noun like in the Russian original, even though
the constituent order in Saami is much stricter
than in Russian and would normally not allow
this (see Table 2).

Also the comparison of the different ver-
sions of the Gospel reveals interesting find-
ings. Already the very first sentence (1:1)
is recorded in three different versions, includ-
ing a fragment of the unpublished manuscript
by Antonova which was mentioned by Scheller
(2022). This sentence describes Jesus Christ’s
descent after David and Abraham, thus in
chronological relation to the Babylonian cap-
tivity. Syntactically, this sentence consists
only of a noun phrase in all three versions (see
Table 3). But it can be observed in these ex-
amples that constituent order is different in
the old translation compared to Antonova’s
former version. Whereas Antonova uses a
strict head-final order even for all intermediate
constituents (which seems consistent with ar-
chaic Saami and reconstructed Uralic syntax),
Pyanov/Genetz put only the lexical nouns
in head-final position. The proper nouns in

16The spelling of this word not as Аминҍ – with the
so-called half-palatalization sign – clearly indicates this.
In Kildin Saami, нь marks the voiced palatal nasal /ɲ/
which doesn’t occur in this word.

the intermediate noun phrases are head initial
(this syntax looks closer to Russian). Interest-
ingly, in Antonova’s second version, the order
of constituents is scrambled in a completely
new way, which does not follow the logical con-
tent of the original biblical genealogy. This
change in the constituent order may be due to
a translation error, because Jesus Christ de-
scends from David’s lineage (after the exile),
who in turn descends from Abraham’s lineage
(before the exile).

Thus, already in its current form, the Kola
Saami Christian Text Corpus allows interest-
ing studies on diachronic and synchronic vari-
ation and change in Kildin Saami. The next
step will be the complete inclusion of the men-
tioned Akkala Saami and Skolt Saami texts.
The availability of this resource will hopefully
prompt new qualitative and quantitative lin-
guistic studies on these Uralic languages in the
future.
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