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Abstract

Fine-tuning large language models (LLMs)
with domain-specific instruction dataset has
emerged as an effective method to enhance
their domain-specific understanding. Yet, there
is limited work that examines the core charac-
teristics acquired during this process. In this
study, we benchmark the fundamental charac-
teristics learned by contact-center (CC) domain
specific instruction fine-tuned LLMs with out-
of-the-box (OOB) LLMs via probing tasks en-
compassing conversational, channel, and au-
tomatic speech recognition (ASR) properties.
We explore different LLM architectures (Flan-
T5 and Llama) and sizes (3B, 7B, 11B, 13B).
Our findings reveal remarkable effectiveness
of CC-LLMs on the in-domain downstream
tasks, with improvement in response accept-
ability by over 48% compared to OOB-LLMs.
However, we observe that the performance of
probing classifiers are relatively similar and
does not reflect the performance of in-domain
downstream tasks. A similar observation is
also noted on SentEval dataset that assess ca-
pabilities of models in terms of surface, syntac-
tic, and semantic information through probing
tasks. Our study challenges the premise that
probing classifiers can reveal the fundamental
characteristics learned by large language mod-
els and is reflective of the downstream task
performance, via a case-study of LLMs tuned
for contact center domain.

1 Introduction and Related Works

Large Language models (LLMs) have made sig-
nificant strides in recent years, with their abil-
ity to generate fluent text on variety of inputs
(Wei et al., 2022; OpenAl, 2023). The strategy
of fine-tuning the general-purpose models with
domain-specific data has led to performance im-
provements in domains with LLMs such as BioGPT
(Luo et al., 2022) and Med-PalLM (Singhal et al.,
2023) in biomedical research, CodeT5 (Wang et al.,
2021), CodeLLaMa in coding (Roziere et al., 2023),
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and Bloomberg-GPT (Wu et al., 2023) in finance,
demonstrating the need and advantage of domain
specific fine-tuning of LLMs. However, one do-
main that has received relatively little attention is
the contact center industry. Contact centers play
a crucial role in customer service and support for
various businesses. They address a broad spec-
trum of customer queries, from technical issues
to billing concerns. Incorporating LLMs into con-
tact center workflows have a potential to transform
the sector. However, noisy queries, spontaneous
conversational dynamics and domain specific un-
derstanding pose significant challenges for LL.Ms.
Adapting to these nuances is crucial for LLMs to
enhance their effectiveness in contact center.

Instruction fine-tuning (Longpre et al., 2023) has
emerged as one the promising approaches to de-
velop domain-specific LLMs. Assessing effective-
ness of LLMs often involves evaluating their per-
formance on specific downstream tasks. However,
probing the representations of the models on differ-
ent probing tasks provide a deeper insight into the
fundamental aspects of what language models cap-
ture and learn (Conneau et al., 2018). These tasks
have been instrumental in understanding the under-
lying characteristic of language models. Conneau
et al. (2018) introduced probing tasks in SentEval
to assess sentence embedding representations of
language models. Following this, studies like those
by Tenney et al. (2019) and Lin et al. (2019) have
applied layer-wise probing to BERT, shedding light
on its semantic and hierarchical processing capa-
bilities. While the majority of probing studies have
concentrated on general LMs, work by Kumar et al.
(2021) delved into the representation capabilities
of RoBERTa in contact center domain. Building on
this foundation, our study seeks to further under-
stand the intricacies of instruction-fine-tuned LLMs
in contact centers through specific research ques-
tions, aiming to uncover how these LLMs adapt
and learn within this specialized context:
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Figure 1: Quality of responses generated by CC LLMs versus OOB LLMs on downstream tasks in contact-center
domain using a scale of Extremely Bad response to Extremely Good response. We note that CC LLMs result in over
48% improvement in response acceptability (>=Acceptable) compared to OOB LLMs (Flan-T5, Llama-Instruct).

RQ1: How effective is instruction fine-tuning in
enhancing LLMs’ performance on downstream
tasks within the contact-center domain?

RQ2: What unique properties related to contact-
center interactions are acquired by LLMs fine-
tuned on CC instruction sets, compared to out-of-
the-box models?

RQ3: How does the choice of model architec-
ture and size influence LLMs’ performance on
probing tasks?

RQ4: Following domain-specific instruction
fine-tuning, what general-purpose fundamental
properties do LLMs retain?

2 Training Contact-Center LLM

In this work, we train a contact center-specific large
language model (CC-LLM) using a proprietary
dataset of ASR transcripts! from various sectors.
Through instruction fine-tuning, we adapt out-of-
box (OOB) LLMs to the contact center conver-
sations, characterized by multi-party interactions,
disfluencies, and ASR errors. Our training method-
ology involves generating diverse instructions for a
wide array of tasks, such as call summarization, di-
alog question answering etc., to tailor the model’s
capabilities for contact center applications. More
details is mentioned in Section A.1.

3 Probing tasks

Probing tasks tailored to the contact center domain
provide valuable insights into the capabilities and

'We cannot release the dataset due to proprietary reasons.
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limitations of LMs in this specific area, as demon-
strated in a previous study (Kumar et al., 2021). In
their work, the authors propose probing tasks to
investigate the conversational, channel, and ASR
properties of pre-trained LMs. We refer to these
probing tasks and utilize the details outlined in the
work to construct datasets to investigate the char-
acteristics of contact-center LLMs via the probing
tasks. Additionally, we also probe the LMs on a
benchmark probing task of SentEval suite (Con-
neau et al., 2018) that aims to uncover the linguis-
tic knowledge and underlying properties learned
by the model. SentEval suite consists of probing
tasks across the categories of surface information,
syntactic information and semantic information.

4 Implementation Details

We compare two model classes, namely Flan
(Longpre et al., 2023) and Llama (Touvron et al.,
2023) in the three categories: OOB foundation
model, OOB instruction model, and the CC instruc-
tion model. Following the previous work by Alain
and Bengio, 2017, we utilize one-layer linear MLP
classifier to train probing classifiers on the represen-
tations extracted from LL.Ms on the concatenated
input of {task-instruction, dialog/turn transcript).
More details is outlined in Section A.2.

5 Results and Analysis

5.1 RQ1: Performance on downstream tasks

We perform a qualitative assessment of the re-
sponses generated by CC and OOB-LLMs by cate-
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Tasks (3B) (11B) (7B) (13B) T5 T5 Instruct Instruct | T5 T5 Instruct Instruct

3B) (11B) (7B) (13B) (3B) (@11B) (7B) (11B)
Disfluency 72.12 7197 68.30 71.57 | 71.72 73.03  68.88 69.81 | 7224 7289 69.16 67.83
Pause 80.90 80.70 77.79 81.25 | 82.09 83.45 8045 80.25 | 81.78 83.00 76.85 79.24
Overtalk 86.95 89.55 8279 81.59 | 89.45 90.70 83.25 77.70 | 87.80 88.19 72.55 78.92
Question 7752 7449 7034 7431 | 77.59 7539  73.03 7433 | 7696 8037 76.22 77.15
Speaker 80.95 81.96 77.54 8270 | 82.55 83.39 80.26 80.21 | 82.11 8272 78.70 79.94
Resp. Length 67.65 69.35 6623 69.09 | 69.20 69.66  66.03 6729 | 68.88 68.79 67.27 67.95
Turn Taking  68.30 69.14 65.01 69.33 | 6430 67.66  69.62 68.65 | 66.83 69.59 62.50 63.45
Token Multi 5245 4932 40.71 42.64 | 5991 63.07 43.02 40.60 |59.31 60.73 41.62 42.85
Token Binary 60.50 60.48 50.07 5493 | 68.34 73.12 49.84 48.77 |70.11 70.07 49.88 50.14
Avg. Score 7193 71.88 66.53 69.71 \ 7390 7550 68.26 67.51 \ 74.00 75.15 66.08 67.50

Table 1: Benchmarking CC and OOB LLMs in terms of Macro F1 evaluated on contact-center probing tasks.

gorizing the responses generated by each of them
into one among following seven classes: Extremely
Good, Very Good, Good, Acceptable, Bad, Very
Bad, and Extremely Bad. The annotation process
in detail is mentioned in Section A.3. We analyze
the responses generated by the LLM groups, and
observe significant difference in the distribution
of quality of responses (refer Figure 1). Specifi-
cally, responses generated by OOB-T5 (11B) (Raf-
fel et al., 2020), OOB-Flan-T5 (11B), OOB-Llama
(13B) and OOB-Llama-Instruct (13B) models are
consistently skewed towards the lower end of the
quality spectrum. A majority of these responses
fall within the Bad to Extremely Bad categories,
indicating that without specific fine-tuning, OOB
models struggle to generate satisfactory responses
for contact center specific instructions. Conversely,
responses generated by CC-Flan-T5 (11B) and CC-
Llama (13B) models exhibit a notable shift towards
higher quality categories. A substantial portion
of responses generated by these models lands in
the Acceptable to Extremely Good range, demon-
strating their ability to comprehend and generate
contextually relevant responses for contact center
interactions. Specifically, 91% of responses from
CC-Flan-T5 and 87% of responses from CC-Llama
has score >=Acceptable compared to 22% and 39%
from respective OOB instruction models. This im-
provement in performance can be attributed to the
fine-tuning process with contact center data.

5.2 RQ2: Contact-center probing tasks

In order to investigate the conversational properties
learnt by CC-LLMs that lead to performance supe-
rior to OOB-LLMs, we evaluate these models on
the probing tasks in Section 3 and per the method-
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ology described in Section A.2. Although our prob-
ing tasks are carefully designed to uncover the la-
tent knowledge within these models, our findings
in Table 1 did not conclusively favor either type of
LLM. Specifically, we observe a mixed trend where
1 out of 4 CC models, CC-Flan-T5 (3B) have higher
average score and 2 out of 4 models, CC-Flan-T5
(11B) and CC-Llama (13B), have marginally lower
(< 0.5%) average score compared to their corre-
sponding OOB instruction-tuned counterparts. We
also note a similar observation when comparing
CC-LLMs with OOB foundation models wherein
3 out of 4 CC-LLMs have comparable or better
average score. This intriguing result prompts us to
delve deeper into several critical aspects of LLMs
and their fine-tuning process prompting us to put
forth following opportunities for exploration. Prob-
ing via Hidden Layer Representation: While this
method has been widely employed (Kumar et al.,
2021; Fayyaz et al., 2021; Thukral et al., 2021) to
unearth linguistic properties by language models,
we question whether it is sufficiently nuanced to
capture conversational intricacies. It is conceivable
that the differences we seek are not embedded in
the representations extracted but are instead con-
tingent on the decoding strategy employed during
the language generation process. This insight un-
derscores the pivotal role of decoding strategies
in converting latent embeddings into coherent se-
quences of tokens that reflect both the given instruc-
tion and input. It prompts us to consider that in-
structing and fine-tuning a general-purpose model
and a domain-specific model may ultimately hinge
on decoding proficiency rather than vastly diver-
gent learned representations. We believe that this
calls for a deeper investigation into designing right



OOB Foundation |  OOB Instruction Tuned | Contact Center
Probing Task: OOB-T5 OOB-Llama | OOB-Flan- OOB-Llama- | CC-Flan- CC-Llama-
robing fasks (11B) (13B) T5(11B)  Instruct (13B) | T5 (11B) Instruct (13B)

Bigram Shift 92.48 85.66 94.19 85.59 92.17 76.79
Coordination Inversion 79.36 68.65 77.59 71.68 76.59 70.30
Object Number 82.70 73.90 89.20 74.20 86.90 76.49
Odd Man Out 73.69 66.09 74.99 66.90 72.99 63.51
Past Present 88.99 84.17 89.19 85.19 89.59 82.98
Sentence Length 100.00 100.00 100.00 100.00 100.00 100.00
Subj Number 86.19 79.49 92.09 79.66 90.29 81.57
Top Constituents 68.85 73.98 74.65 67.44 75.78 58.55
Tree Depth 36.02 28.73 37.24 32.65 38.49 27.92
Average Score 78.70 73.41 |  81.02 73.70 | 8031 70.90

Table 2: Benchmarking CC and OOB LLMs in terms of Macro F1 evaluated on SentEval probing tasks.

probing strategies for recently popular generative
language models trained via instruction fine-tuning.
Re-designing probing tasks: The existing set of
probing tasks, although comprehensive, may not
fully encapsulate the diverse landscape of conver-
sational properties. Conversations are inherently
dynamic, context-dependent, and influenced by var-
ious factors, including the interplay between partic-
ipants, the history of the conversation, long-context
dependencies and the evolution of topics. However
the probing tasks in Kumar et al. (2021) are de-
signed for single utterance inputs. Such scenario
may not fully capture these dynamic aspects of con-
versation. It is plausible that more specific probing
tasks tailored to the characteristic of contact center
interactions are needed to fully conclude the learn-
ings of the LLMs. These tasks should ideally mir-
ror the challenges posed by real-world downstream
applications that help diagnose the contextual prop-
erties and the interplay in the conversations.

5.3 RQ3: Model architecture and model size

From our results in Table 1, we note that TS models
consistently outperform Llama models across the
three settings, OOB Foundation, OOB Instruction-
tuned and Contact Center, highlighting that T5’s
encoder-decoder architecture has better learnt to
comprehend conversational properties compared to
Llama’s decoder only architecture. Similarly, in
downstream task performance (Section 5.1), CC-
Flan-T5 (11B), although smaller in size, outper-
forms CC-Llama (13B). This outcome was surpris-
ing, especially considering Flan’s smaller size and
the Llama model’s widespread popularity in the
open-source community. It leads to question the
impact of model architecture versus size in accu-
rately comprehending the conversational contexts.
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5.4 RQ4: General purpose probing tasks

Post fine-tuning on contact center instruction data,
CC-Flan-T5 and CC-Llama show a reduced de-
pendency on fundamental linguistic properties as
evidenced by the decreased average score on Sen-
tEval probing suite. Consistent with prior findings,
the Llama models exhibits a lower score compared
to Flan models on general purpose probing task
as well. Additionally, we note that while perfor-
mance of CC-Flan-T5 is lower than OOB-Flan-T5
by 0.7%, this drop is 2.8% in Llama. This again
suggests distinct learning mechanisms between
encoder-decoder and decoder-only architectures,
warranting further investigation in the community.

6 Conclusion

Our study contributes to the growing body of re-
search on fine-tuning LLMs with domain-specific
instructions. In this work, we demonstrate that
CC-LLMs, CC-Flan-T5 and CC-Llama, exhibit su-
perior performance on downstream tasks within
the contact center domain. This finding reinforces
the effectiveness of fine-tuning LLMs with domain-
specific instructions, as expected. However, our
comparison between OOB and CC models on the
probing task reveals intriguing and unexpected ob-
servations. While the performance of CC-LLMs
are much superior to the OOB-LLMs on down-
stream tasks, the performance of probing classifiers
across the models shows no substantial differences.
This questions the efficacy of traditional probing
mechanisms and probing tasks in understanding
the LLMs. We also observe that the decoder model
(LIama-13B) consistently underperforms compared
to the lower sized encoder-decoder model (Flan-
11B) in all experiments This prompts more research
into the learning dynamics of these architectures.



Limitations

While our study provides valuable insights into
training a contact-center specific language model
and conducting linear edge probing, it is impor-
tant to acknowledge certain limitations in our work.
Firstly, our exploration of language models is lim-
ited to a couple of models belonging to two ar-
chitectures, one encoder-decoder and one decoder
style. We choose these models on the basis of their
effectiveness across different tasks as has been sur-
faced up in the research community, however, the
trends we observe may not necessarily hold true
for other models within the same class of archi-
tecture. Secondly, our work is based on the prob-
ing methodology of linear edge probing, which
applies a one layer linear MLP on hidden repre-
sentations. The performance and observations on
probing tasks may differ if a different probing setup,
such as an attention-based probing, is used. It is
crucial to explore alternative probing methods to
gain a more comprehensive understanding of the
language model’s characteristics. Moreover, the
set of probing tasks we utilize may not cover the
full range of characteristics that a language model
can encode. Additional probing tasks can be con-
sidered to do a more extensive study of the model’s
capabilities. Lastly, our research is conducted on
a proprietary dataset that cannot be released. This
limits the ability of other researchers to directly
compare their results or replicate our experiments.
Access to the dataset is crucial for future work in
this area, and we encourage the development of
publicly available datasets for domain-specific lan-
guage models.

Despite these limitations, our study underscores
the importance of domain-specific instruction mod-
els and highlights the limited capacity of general-
purpose language models to meet domain spe-
cific use-cases. Furthermore, we pose thought-
provoking questions that can guide further research
and contribute to the advancement of the research
community’s understanding of the properties en-
coded in generative language models in the new
era.
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A Appendix

A.1 Training Contact-Center
Instruction-Tuned LLM

Numerous closed-source (Brown et al., 2020; Ope-
nAl, 2023) and open-source (Touvron et al., 2023)
general purpose LLMs have demonstrated abilities
to address a diverse range of tasks in natural lan-
guage processing. However, specialised models
like CodeT5 (Wang et al., 2021), StarCoder (Li
et al., 2023), Med-PalLM (Singhal et al., 2023),
BioGPT (Luo et al., 2022), Galactica (Taylor et al.,
2022), BloombergGPT (Wu et al., 2023) empha-
size the significance of domain-specific models in
achieving exceptional performance within fields
like coding, bio-medicine, science, and finance.
These models excel at producing high-quality out-
puts and tackling domain-specific challenges, illus-
trating the need of tailored LMs in diverse domains.

Inspired by the above works, we leverage in-
house dataset’ of conversational interactions be-
tween agents and customers to train a CC-specific
LLM (CC-LLM) to model the properties of CC
conversations. Due to the spontaneous nature of
these conversations, the data is often nuanced with
characteristics such as multi-party speakers, disflu-
encies, overtalks, call transfers, etc. Furthermore,
the data is obtained post transcription from an au-
tomatic speech recognition (ASR) system, thus in-
troducing the challenge of dealing with ASR errors
such as insertions, deletions, and substitutions, in
turn establishing the need for a model robust to the
conversational properties. In this work, we adopt
an approach of instruction fine-tuning (Wei et al.,
2022; Longpre et al., 2023), which is fine-tuning
the language model on a mixture of tasks expressed
via natural language instructions.

The process of fine-tuning a LM for contact-
center applications involves three main compo-
nents: a contact-center dataset, instructions spe-
cific to contact center use-cases, and a language
model. To curate the contact-center dataset, we
collect ASR transcripts of English conversations
between agents and customers from various sectors,
such as e-commerce, ed-tech, logistics, etc. We ob-
serve an average word-error-rate (WER) of 14.3 on

2We cannot release the dataset due to proprietary reasons.
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these transcripts. The next step is to gather the in-
structions and their corresponding responses from
the collected calls. We employ three processes to
obtain these instructions:

* Initially, we utilize our previously annotated
data from use-cases such as sentiment detec-
tion, intent classification, entity recognition,
and question answering. We reformat this data
into triplets containing an {instruction, input,
output]. The instructions and outputs for these
tasks are aggregated through a semi-automatic
process involving human intervention. We
leverage the human-in-the-loop approach to
generate instructions and corresponding re-
sponses for the given task.

Following this, we expand the instructions
by employing a paraphrasing process. This al-
lows us to generate multiple styles of the same
instructions, thereby increasing the diversity
of the instruction set.

In addition to using the annotated data from
the past, we also gather new sets of instruc-
tions by instructing human annotators to gen-
erate relevant questions that can be asked and
answered during a call. Similar to the previous
step, we expand these generated instructions
using the paraphrasing process.

To assist the annotators in generating these tasks,
we provide them with a list of insights that we
aim to extract from the calls to address various
use-cases. Examples of such insights include un-
derstanding and tracking customer and agent behav-
iors, following the steps taken in the call to resolve
customer issues, and identifying different objec-
tions raised by the customers. The overall corpus is
constructed with a diversity of full call transcripts,
segmented call transcripts and individual speaker
turns. On an average each task-instruction is para-
phrased into 50 alternate instruction to make the
model generalizable to unseen variations.

Here are some important statistics on the inter-
nally curated contact-center dataset:

* Total corpus size: 110030
e Number of tasks: 59
e Number of instructions: 2468

Some example tasks considered in the dataset in-
clude reason for call, call summarization, seg-
mented call summarization, confirmed next steps,
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Task Task Instruction

Call Reason

Call Summarization
Segmented Call Summarization
Confirmed Next Steps
Question-Answering (QA)
Entity Extraction

Topic Segmentation

Text Rewriting (QA)

Sentiment Classification

Summarize the dialog

What is the primary call intent

Summarize a segmented portion of the dialog

List the confirmed next steps if any in the dialog

Answer the question based on context present in the dialog

List the entities present in the dialog

Segment the dialog into coherent topics

Rewrite a given piece of text in a fluent and grammatically correct form

Classify the sentiment of the customer in the call among positive, negative and neutral.

Table 3: Definitions of representative tasks considered in the internally curated contact-center dataset. These tasks

were utilized as the downstream tasks for RQ1 (Section 5.1).

Question-Answering (QA), entity extraction, topic
segmentation, text rewriting, sentiment classifica-
tion. Refer to Table 3 for instructions used for these
tasks.

Further, we fine-tune OOB-LLMs that are free
for commercial use on the curated dataset. Specifi-
cally, we obtain CC-Flan-T5 model by fine-tuning
the corresponding sized OOB-Flan-T5 model, and
obtain CC-Llama model by fine-tuning the corre-
sponding sized OOB-Llama-Instruct model. The
models were trained on 8 xA100 40GB GPUs
(p4d.24x larger) using Deepspeed ° library. The
models were fine-tuned for a total of 2 epochs. The
training time per epoch for Flan-T5 (11B) model
is 32 hours, while it take 17 hours to train Llama
(13B) for each epoch.

A.2 Implementation Details for Probing Setup
(RQ2, RQ3, RQ4)
In this section, we provide a detailed account of the

implementation specifics related to our investiga-
tion into LLMs fine-tuned on CC instructions.

* Representation Extraction: To initiate the
process, we extract representations from the
LLMs, harnessing their hidden states to en-
capsulate the contextual nuances present in
the transcripts as well as instructions which
are indicative of the tasks they are expected to
perform as demonstrated in a previous study
(Amini and Ciaramita, 2023). Our approach is
different from the authors in the sense that we
use a linear probe as opposed to an attentional
probe which is explained in more detail later
in this section. For encoder-decoder models,
we tap into the final encoder layer to obtain
representations for each token within the in-
put prompt. We adopt a suitable aggregation
method depending on the characteristics of

Shttps://github.com/microsoft/DeepSpeed
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the specific probing task. For single-token
probing tasks, we use the representation of
the target token. For other tasks, we obtain
an average of representations of all input to-
kens. On the other hand, in decoder-only
models, we utilize the last hidden layer of
the decoder block. The aggregation approach
for decoder-only models aligns with encoder-
decoder models for single-token probing tasks
but relies on the last token’s representation
for other tasks. This difference stems from
encoder-decoder models being bidirectional,
making each token representation contextual
to the entire sequence. In contrast, decoder
models process tokens sequentially from left
to right, making each token’s representation
contextual only to the tokens before it. There-
fore, we consider the last token’s representa-
tion as it encompasses information from entire
sequence.

For encoder-decoder models, the embedding
dimension spans 512, 1024, 2048, and 4096
tokens, while for decoder-only models, it en-
compasses 32001 and 65024 tokens. The
different embedding dimensions for the two
classes of models stems from the difference
in model architectures and context lengths
employed during pre-training and fine-tuning.
We employed a context length of 512 for all
models when extracting representations due
to the input prompts having a maximum se-
quence length of 507 tokens across probing
tasks. All models receive an input consisting
of a prompt, which is a combination of tran-
script generated from the input dialog, and an
instruction that defines the probing task being
conducted.

Hyperparameters: Post representation ex-
traction, we employ a Multilayer Perceptron
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(MLP) comprising a single hidden layer, uti-
lizing the extracted representations as fea-
ture inputs for probing. We adopt a sig-
moid and softmax activation function for bi-
nary and multi-class classification respec-
tively. We perform a hyper-parameter sweep
over the range - number of neurons in the
hidden layer € {50,100, 150,200}, learning
rate € {le — 3, le — 2,5e — 2}, batch size
€ {4,8,16,32,64} and choose the best set-
ting as evaluated on eval set. Additionally, we
employ Adam optimizer with a dropout rate
of 0.3, incorporate a weight decay of 0.00001,
and set the maximum number of epochs to 20.
Moreover, all experiments include early stop-
ping and check-pointing for the best model.

Compute Infra: Our experiments comprising
representation extraction and probe classifier
training were conducted on an AWS cloud in-
stance, specifically, the p4d.24xlarge instance,
equipped with eight GPUs, each boasting 40
GB of memory. The process of extracting
representations is computationally intensive,
chiefly because of the substantial embedding
dimensionality. On average, a single run of
the representation extraction job for decoder-
only models of size 13 billion parameters de-
mands 8-10 hours for completion, whereas the
corresponding timeframe for encoder-decoder
models of size 11 billion parameters is con-
siderably shorter, ranging from 1-2 hours. In
contrast, training of probing classifiers present
a lighter computational load and general tak-
ing around 0.5 hours for each classifier.

Sample instructions used for contact-center
probing tasks

— Disfluency Detection: Is the given spo-
ken utterance disfluent?

— Pause Classification: Does the speaker
take long pauses while speaking?

— Overtalk Detection: Are two speakers
talking over each other?

— Question Classification: Did the speaker
ask any question?

— Speaker Role: Who among the agent or
customer is the speaker for a given utter-
ance?

— Response Length: Is the expected re-
sponse to current utterance is short or
long?

— Turn Taking: Has speaker completed its
turn?

— Token Multi: What is the error category
of word {ref word} among insertion er-
ror, substitution error or no error?

— Token Binary: Is the word {ref word}
correct word in the given input

As mentioned in the previous section,
these instructions are concatenated with
the input (dialog or turn transcript) to ob-
tain the representations for training the
probing classifiers.

A.3 Annotation process for evaluating model
responses on contact center specific
downstream tasks in RQ1

In the execution of this study, an annotation proto-
col was established, aimed at quantifying the qual-
ity of the response on the parameters of consistency,
relevance, and fluency of responses generated by
the large language models. Annotation guidelines
were crafted, incorporating examples to illustrate
the application of quality metrics, ensuring unifor-
mity in annotator interpretation and application of
these criteria.

To prepare for this task, 7 in-house annotators
were subjected to a two-week training, designed
to familiarize them with the nuances of instruction
following large language models and interpreta-
tion of the response quality against the input of a
call transcript and an instruction. This training uti-
lized a dataset distinct from the evaluation corpus
to prevent overlap and bias. Throughout the annota-
tion process, the origins of the model outputs were
anonymized to preclude annotator bias towards any
specific model. Annotation agreement was moni-
tored and evaluated through a cross-annotator re-
view mechanism, yielding a Fleiss” Kappa score of
0.59. This score signifies moderate inter-annotator
agreement, validating the reliability of the annota-
tion process post-training.

Upon completion of the training week, the eval-
uation corpus was allocated among the annotators,
where each annotator had to go through all data
points across all models. The final response quality
was judged on the basis of majority vote of the
labels provided by the annotators.
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