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Abstract

Abstract Meaning Representation (AMR) is a
meaning representation (MR) designed to ab-
stract away from syntax, allowing syntactically
different sentences to share the same AMR
graph. Unlike other MRs, existing AMR cor-
pora typically link one AMR graph to a single
reference. This paper investigates the value of
paraphrase generation in low-resource AMR-to-
Text generation by testing various paraphrase
generation strategies and evaluating their im-
pact. The findings show that paraphrase genera-
tion significantly outperforms the baseline and
traditional data augmentation methods, even
with fewer training instances. Human evalua-
tions indicate that this strategy often produces
syntactic-based paraphrases and can exceed the
performance of previous approaches. Addition-
ally, the paper releases a paraphrase-extended
version of the AMR corpus.

1 Introduction

Abstract Meaning Representation (AMR) is a
widely popular semantic representation. It encodes
the whole meaning of a sentence into a labelled
directed and rooted graph, including information
such as semantic roles, named entities, and co-
references, among others (Banarescu et al., 2013).
Moreover, it has been successfully used in diverse
applications/tasks such as automatic summariza-
tion (Vilca and Cabezudo, 2017), and paraphrase
detection (Issa et al., 2018).

Its popularity is partly attributed to its extensive
use of mature linguistic resources, like PropBank
(Palmer et al., 2005), and its effort to abstract from
syntax. Figure 1 illustrates the AMR graph (Sub-
figure A) and the PENMAN notation (Matthiessen

(o / obligate-01
   :ARG2 (g / go-02

            :ARG0 (b / boy)))

o / obligate-01

g / go-02

b / boy

:ARG2

:ARG0

(A) Graph Representation

(B)    PENMAN notation

- The boy must go.
- The boy is obligated to go.
- It is obligatory that the boy go.

(C) Possible surface forms

Figure 1: AMR for the sentence “The boy must go."

and Bateman, 1991) (Sub-figure B) for the sentence
“The boy must go" along with other alternative sur-
face forms that, while syntactically and lexically
different, convey the same meaning.

Interestingly, AMR corpora, as far as we know,
include only one reference per AMR graph, not
leveraging their syntax-independent nature. In con-
trast, other semantic representations, such as those
in the WebNLG challenge (Gardent et al., 2017)
or the E2E dataset (Dušek et al., 2020), typically
provide multiple references for each representation.
Having multiple references is advantageous for de-
veloping Natural Language Generation systems, as
it helps them handle potential noise by increasing
data diversity (Dušek et al., 2020).

On the other hand, manually creating additional
references can be costly. Specifically, the words
used in surface forms are tightly connected to the
concepts in an AMR graph (Banarescu et al., 2013).
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Thus, references generated for an AMR graph
should ideally include only its concepts in their
canonical form or possible derivatives as much as
possible. For instance, the concept “boy" in Fig-
ure1 should not be replaced with “guy" in a surface
form, even if both terms are interchangeable. An
alternative to manual annotation is the automatic
generation of new references using paraphrase gen-
eration models. However, we must still adhere to
the aforementioned guideline.

Paraphrase generation has been valuable for data
augmentation in various tasks such as natural lan-
guage understanding (Okur et al., 2022), and task-
oriented dialogue systems (Gao et al., 2020). How-
ever, to our knowledge, this technique has not yet
been explored to enhance AMR-to-Text generation
performance or to develop a more robust AMR cor-
pus (apart from the work of Huang et al. (2023)).
Moreover, other methods in the literature that uti-
lize AMR parsers to generate new instances (Cas-
tro Ferreira et al., 2017; Mager et al., 2020; Ribeiro
et al., 2021) might outperform paraphrase genera-
tion. Nevertheless, we focus on low-resource sce-
narios where AMR parsing could negatively impact
the AMR-to-Text generation task.

This work seeks to assess the helpfulness of
paraphrases in the context of Low-resource AMR-
to-text generation for Brazilian Portuguese (BP).
More, specifically, we try to answer the question To
what extent can paraphrase generation contribute
to improvement of the AMR-to-Text Generation in
a Low-resource scenario? To answer this question,
we investigate two approaches for generating para-
phrases. The first approach employs a Portuguese
paraphrasing model (Pellicer et al., 2022). The sec-
ond approach uses English as pivot language and is
divided into two sub-approaches: one relies solely
on machine translation models, while the other also
includes an English paraphrase generation model.
In addition, we compare this strategy with other
well-known data augmentation strategy based on
automatic parsing.

Due to the possibility of adding unrelated para-
phrases introducing noise into the models, we ex-
plore using three selection criteria. These criteria
help select a specific number of high-quality para-
phrases. Finally, we examine if added paraphrases
can benefit when included in the development set
in a multi-reference training.

In general, our main contributions are:

• we investigate two paraphrase generation ap-

proaches (monolingual and cross-lingual) to
generate multiple references in AMR-to-Text
generation task;

• we conduct experiments and analysis to
prove the helpfulness of paraphrases for Low-
resource AMR-to-Text generation;

• we release a paraphrase-focused version of the
AMR corpus for Brazilian Portuguese.

2 Paraphrase Generation for producing
multiple references

To evaluate the helpfulness of paraphrasing for the
Low-Resource AMR-to-Text generation task, we
explore generating paraphrases for each reference
in the AMR corpus. In particular, we explore two
approaches for performing it. The first one assumes
the existence of paraphraser models for the target
language (in our case, Portuguese). The second one
is a cross-lingual approach that tackles the problem
under the assumption that there is no paraphraser
model for the target language; however, there is
a bilingual corpus or a translation model between
the target language and another richer-resource lan-
guage (e.g., English) and, possibly, a paraphrasing
model in the richer-resource. This way, we can use
this language as a pivot.

Figure 2 shows an example of both approaches.
The sub-figure A corresponds to the first approach,
whereas the other two (B and C) correspond to the
cross-lingual approach. In B, we only use machine
translation models, whereas in C, we also use a
paraphrasing model for the pivot language.

2.1 Portuguese Paraphrase Generation

This strategy uses a paraphraser model for Por-
tuguese to generate the candidate paraphrases for
reference. In particular, we use the model proposed
by Pellicer et al. (2022) (named PTT5-Paraphraser),
which was obtained by fine-tuning PTT5 (Carmo
et al., 2020) on the Portuguese subset from TaPaCo
corpus (Scherrer, 2020).

2.2 English-pivot Paraphrase Generation

Back-translation It is a simple way to gener-
ate paraphrases that consists of using a translation
model that translates the reference into a pivot
language (e.g., English) and another model that
does the inverse process. This strategy has success-
fully been used in tasks such as machine translation
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Até me ameaçaram de morte. (They even threatened me with death.)

Eles até me ameaçaram 
de morte. (They even 
threatened me with death.)
Algumas pessoas me 
ameaçaram de morte. 
(Some people threatened 
me with death.)
Me ameaçaram de morte. 
(They threatened me 
with death.)
…

They even threatened me 
with death.

Eles até me ameaçaram com a morte. 
(They even threatened me with death.)

Até me ameaçaram com a morte. 
Até me ameaçaram com a pena de 
morte.
Eles até ameaçaram me matar.
…

They even threatened me with the 
death.
They even threatened me with the 
death penalty.
They even threatened to kill me.
…

Até me ameaçaram com a morte. 
(They even threatened me with the 
death.)

Me ameaçaram de morte.
(They threatened me with 
death.)

They even threatened me 
with death.

INPUT

OUTPUT

(A) (B) (C)

Figure 2: Pipeline Example for Paraphrase Generation. (A) Portuguese approach: A sentence written in Brazilian
Portuguese (BP) is given to a Portuguese paraphrase model, and it generates the paraphrases. (B) English-pivot
approach: A sentence written in BP is given to a machine translation model that generates the corresponding
translation and then passes it to another translation model (back-translation) that generates a paraphrase of the
original sentence. (C) English-pivot approach: Similar to (B), but translation is passed into an English paraphrase
model to generate the paraphrases that are given to the back-translation model. In addition, a filtering criterion is
used to select the best paraphrases.

(Edunov et al., 2020) and data-to-text generation
(Sobrevilla Cabezudo et al., 2019).

We explore two ways of applying back-
translation. The first one consists of generating
only one output for each translation step. In this
way, we only generate one paraphrase for each in-
stance. The second one consists of generating only
one output in the first translation step and n outputs
in the second step (back-translation step).

Translations are generated by two translation
models (Portuguese-to-English and vice-versa) pro-
vided by MariaNMT (Junczys-Dowmunt et al.,
2018) and available at HuggingFace1

Back-translation + English Paraphrase Genera-
tion Similar to the previous strategy, it generates
only one output in the first translation step. How-
ever, the second step aims to generate “n" para-
phrases for the translation obtained previously by
using a paraphraser model in the pivot language.
Finally, another translation step converts the “n"
paraphrases into the target language.

The paraphraser model for English is similar to
the one proposed by Pellicer et al. (2022), which is

1Available at Helsinki-NLP/opus-mt-ROMANCE-en and
Helsinki-NLP/opus-mt-en-ROMANCE.

obtained by fine-tuning T5 (Raffel et al., 2020) on
the PAWS corpus (Zhang et al., 2019)2.

One of the main drawbacks of all the proposed
strategies is that the paraphrases generated can dif-
fer from the source reference in lexical terms due
to translation and paraphraser models. Therefore,
we explore some widely-used metrics used in para-
phrase evaluation for ranking and selecting the best
paraphrases for a target reference (Zhou and Bhat,
2021). In particular, we use BLEU (Papineni et al.,
2002), METEOR (Lavie and Agarwal, 2007)3 and
TER (Snover et al., 2006).

3 Experimental Setup

3.1 Dataset

We conduct experiments on the AMRNews, which
includes the journalistic section of the AMR-PT
corpus (Inácio et al., 2022)4. The AMRNews
corpus comprises 870 sentences from Brazil-
ian news texts manually annotated following the

2Available at https://huggingface.co/Vamsi/T5_
Paraphrase_Paws.

3In experiments, we only use the stem and the exact simi-
larity.

4AMRNews is available at https://github.com/
nilc-nlp/AMR-BP/tree/master/AMRNews.

Helsinki-NLP/opus-mt-ROMANCE-en
Helsinki-NLP/opus-mt-en-ROMANCE
https://huggingface.co/Vamsi/T5_Paraphrase_Paws
https://huggingface.co/Vamsi/T5_Paraphrase_Paws
https://github.com/nilc-nlp/AMR-BP/tree/master/AMRNews
https://github.com/nilc-nlp/AMR-BP/tree/master/AMRNews


666

AMR guidelines for Brazilian Portuguese (Sobre-
villa Cabezudo and Pardo, 2019). The corpus is
split into 402, 224, and 244 instances for training,
development, and test sets.

3.2 Settings

We evaluate different criteria such as the number
of paraphrases per instance added to the training
set (1-10), the metric used for selecting the best
paraphrases (BLEU, TER, and METEOR), and the
use of the paraphrases in two ways:

• Only-Train (T): We add paraphrases into the
training set, i.e., we use it as a paraphrase-
based data augmentation strategy.

• Train-Dev (B): We add paraphrases into the
training/development sets to verify if increas-
ing diversity in the development set can lead
to better performance. Besides, this approach
aims to create a multi-reference AMR corpus.

Finally, the new multi-reference AMR corpus
comprises AMR graphs, corresponding sentences,
and paraphrases (one per line). For training, each
input consists of a prefix and an AMR graph in the
PENMAN notation (eliminating the frameset num-
bers). We use the expression “gerar texto desde
amr:" (“Generate text from amr:") as the prefix for
each instance, and the output is the corresponding
sentence or paraphrase.

3.3 Baselines

Fine-tuning on AMRNews To evaluate the effec-
tiveness of paraphrasing in increasing the number
of references, we establish the baseline model by
fine-tuning PPT5 (Carmo et al., 2020) on the origi-
nal AMRNews, which includes only one reference.

Data augmentation by Parsing We explore an-
other data augmentation strategy. Specifically, we
train an end-to-end AMR parser and use it to anno-
tate a subset from the corpus Bosque (Afonso et al.,
2002)5 in a similar way to existing literature (Cas-
tro Ferreira et al., 2017; Mager et al., 2020). The
parser is trained by fine-tuning PTT5 on the AM-
RNews. The source side comprises the sentences,
and the target one comprises the AMR graphs in
PENMAN notation; however, we remove the vari-
ables from the PENMAN notation and use the ac-
tual concepts in the coreferences.

5Available at https://www.linguateca.pt/Floresta/
corpus.html.

This approach suffers from problems such as
the lack of parentheses or coreferences. This way,
we use the tool proposed by van Noord and Bos
(2017)6 to restore the AMR graphs. In total, we
add 4,126 instances to the training set.

4 Results and Discussion

Table 1 shows the overall results for the models on
the test set from the original AMR corpus7. We
report the results for each approach and each para-
phrase selection criterion, training the models un-
der the setting T. In general, we report BLEU (Pap-
ineni et al., 2002), METEOR (Lavie and Agarwal,
2007), chrF++ (Popović, 2017), and BERTScore
(Zhang et al., 2020)89.

Overall, we can see that all the paraphrase-based
models surpass the baseline in all the metrics, with
the largest difference of 3.81 for BLEU, 0.04 points
for METEOR, 0.05 points for chrF++ and 0.02
points for BERTScore10, proving the helpfulness
of this strategy.

Regarding the paraphrase generation strategy,
we observed that, as expected, paraphraser models
(both for Portuguese and English-pivot approaches)
produce better results than translation models alone.
Additionally, METEOR appears to yield slightly
better performance when using the paraphrase-
based approach and there are mixed results in
translation-based approaches.

We also note that all approaches outperform
the results obtained by the classic data augmen-
tation approach (Bosque-Augmented in Table 1),
requiring fewer instances to achieve better perfor-
mance. For example, the Portuguese approach only
needs approximately 2,000 instances to achieve
higher performance. Surprisingly, we can see
that even adding only one paraphrase per instance
(BACK-TRANSLATION 1-1 experiment in Ta-
ble 1) achieves comparable results.

The main drawback is that performance does not
improve with more than 8 paraphrases and may
even decrease (see Figure 4 and Figure 6 in Ap-
pendix A). It is suggested to evaluate whether in-
creasing instances in the classic data augmentation

6Available at https://github.com/RikVN/AMR.
7The model for each criterion is selected according to the

best metrics obtained in the development set
8We execute four runs for each experiment and show the

mean and standard deviation.
9Metrics are calculated by using the code available at

https://github.com/WebNLG/GenerationEval.
10We note that the last three metrics are reported in the

range 0.00-1.00.

https://www.linguateca.pt/Floresta/corpus.html
https://www.linguateca.pt/Floresta/corpus.html
https://github.com/RikVN/AMR
https://github.com/WebNLG/GenerationEval
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APPROACH CRITERIA BLEU METEOR chrF++ BERTScore
BASELINE 10.39 ± 0.48 0.29 ± 0.01 0.41 ± 0.01 0.82 ± 0.00
BOSQUE-AUGMENTED 11.35 ± 0.64 0.29 ± 0.01 0.43 ± 0.01 0.82 ± 0.00

PORTUGUESE PARAPHRASE
BLEU 13.01 ± 0.45 0.32 ± 0.01 0.44 ± 0.01 0.83 ± 0.00
METEOR 14.20 ± 0.41 0.33 ± 0.01 0.46 ± 0.01 0.84 ± 0.01
TER 14.02 ± 1.48 0.33 ± 0.02 0.44 ± 0.01 0.84 ± 0.01

ENGLISH-PIVOT

BACK-TRANSLATION 1-1 11.28 ± 0.87 0.29 ± 0.01 0.42 ± 0.02 0.82 ± 0.01

BACK-TRANSLATION 1-N
BLEU 14.00 ± 1.22 0.32 ± 0.01 0.44 ± 0.01 0.84 ± 0.01
METEOR 13.46 ± 1.16 0.32 ± 0.01 0.44 ± 0.01 0.83 ± 0.00
TER 11.89 ± 0.61 0.31 ± 0.01 0.43 ± 0.01 0.83 ± 0.01

BACK-TRANSLATION + PARAPHRASE
BLEU 13.43 ± 1.63 0.32 ± 0.01 0.44 ± 0.02 0.83 ± 0.00
METEOR 14.22 ± 0.54 0.33 ± 0.01 0.45 ± 0.01 0.83 ± 0.00
TER 14.30 ± 1.03 0.33 ± 0.01 0.45 ± 0.01 0.84 ± 0.01

Table 1: Overall results on setting T. We show the best models for each selection criterion. BOSQUE-AUGMENTED
is the method of parsing to incorporate more instances into the training set. BACK-TRANSLATION 1—1 represents
the method that generates one translation and then uses it to generate the corresponding back-translation. On the
other hand, BACK-TRANSLATION 1—N represents that one that generates one translation and uses it to generate
multiple possible back-translations. BACK-TRANSLATION + PARAPHRASE represents the method that uses
English paraphrase generation in the middle of the translation and back-translation steps.

approach could lead to better results or simply intro-
duce more noise (due to the extremely low-resource
setting), potentially harming performance.

To conduct a deep analysis, we answer some
questions about the number of paraphrases, the
paraphrase selection criteria, and the setting used
for augmenting data (T or B).

How many paraphrases are helpful? Regard-
ing setting T (where instances are only added to the
training set), Figures 4 and 6 illustrate the changes
in performance on the development set based on the
number of paraphrases used for data augmentation.

Overall, the best performance is achieved by
adding a few paraphrases (up to 5-6) for the Por-
tuguese paraphrasing approach. However, for the
English-pivot approaches, more paraphrases (7-9)
are needed. This may be due to a trade-off be-
tween quantity and quality: while English-pivot ap-
proaches may produce lower-quality paraphrases,
the increased diversity from adding more para-
phrases can enhance performance.

Another important point is that the back-
translation + paraphrasing strategy presents the
steepest decline in all metrics when more data is
added, especially with 10 paraphrases. This indi-
cates the need for careful selection of instances
when using this strategy. Conversely, other ap-
proaches show a gentler decline, with BERTScore
being the least affected metric. The semantic na-
ture of BERTScore likely explains its resilience to
synonyms and paraphrases in the outputs.

Additionally, the standard deviation for most
metrics rises with the addition of more paraphrases,
particularly impacting the BLEU score. This is

expected, as BLEU is a more restrictive metric. A
plausible explanation is that incorporating more
paraphrases in training makes the model more
likely to produce diverse paraphrases.

Figures 5 and 7 illustrate the results when mod-
els are trained under setting B. Different from ex-
periments on setting T (where 5-6 paraphrases are
enough), adding 7-9 paraphrases yields better re-
sults. However, adding 10 paraphrases results in
a performance drop, with both the Portuguese and
the English-pivot back-translation + paraphrasing
strategies being the most affected.

What are the best paraphrase selection criteria?
In setting T (Figures 4 and 6), the behavior varies
based on the paraphrase generation approach. For
the Portuguese method, METEOR metric perform
better when fewer paraphrases (5-6 paraphrases)
are added, but performance declines with more
paraphrases. This is likely because this metric
quickly select the best instances when paraphrases
are of good quality, assuming the Portuguese ap-
proach introduces less noise.

For English-pivot approaches, results along the
three metrics are similar. In particular, TER pro-
duces different trends. However, in test it shows
a drop with back-translation alone but comparable
results to the Portuguese approach when English
paraphrase generation is included, proving useful
in the absence of non-English paraphrase models.

In setting B, the Portuguese approach shows dif-
ferent results, with BLEU and TER as the best se-
lection criteria but high standard deviations. Evalu-
ating models on the test set reveals that while TER
achieves high performance in development, it de-
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creases in test set BLEU scores, reflecting TER’s
nature of not prioritizing exact words/n-grams. For
English-pivot approaches in setting B, similar be-
havior to setting T is observed, with BLEU and
METEOR producing the best results.

How much does the paraphrase’s quality af-
fect the performance? To assess how paraphrase
quality impacts AMR-to-Text performance, we
trained a model using one of the best settings but
replaced the best paraphrases with the worst ones.
We used the Portuguese approach, the METEOR
criterion, and 5 paraphrases. In the case of the
worst ones, we select the worst 5 paraphrases from
the experiment with 10 paraphrases.11

Table 2 shows the development set results and
similarity metrics between the paraphrases and
original training instances. The metrics include co-
sine similarity and the three selection metrics from
the experiments (BLEU, TER, and METEOR). All
similarity metrics showed a significant drop, with
cosine similarity being the least affected due to its
ability to handle synonyms and related words.

The overall performance decreased across all
metrics, with BLEU being less affected (a drop
of 0.34 points). Conversely, its standard deviation
doubled. It might confirm the hypothesis that para-
phrase generation serves as an oversampling strat-
egy in which some infrequent words/n-grams be-
come easier to decode because they become more
frequent but, at the same time, it introduces some
noise coming from less-related or nonsense words.

How much does including paraphrases in the
development set contribute? Given the current
corpus has only one reference per instance, we cre-
ated a multi-reference version of the test set. This
was done by applying a successful previous strat-
egy: using a Portuguese-based model trained with
five paraphrases per instance and METEOR as the
selection criterion. The resulting multi-reference
test set contains 1-6 references per instance.

Table 3 shows the performance of the
Portuguese-based model trained in both settings
(T and B) for each selection criterion, evaluated on
both one-reference and multi-reference test sets. In
the one-reference evaluation, adding paraphrases
to the development set yielded mixed results, in-
creasing standard deviation and affecting the BLEU
score the most. This suggests the strategy can be

11It is worth noting that we set a beam size of 20 during
experiments. This way, the experiment represents the best of
the worst scenarios.

helpful but also introduces noise and instability.
BLEU was the most beneficial selection criterion,
improving performance by 1.24 points (from 13.01
to 14.25), while TER caused a small BLEU perfor-
mance drop, correlating to previous analysis that
suggests TER is more prone to generate different
words/synonyms, keeping the meaning (as the other
metrics remain almost the same).

In the multi-reference evaluation, we confirm
that TER tends to produce more diverse outputs and
may not harm the output quality as the performance
in both settings (T and B) is almost the same (differ-
ently from the one-reference evaluation) in terms of
BLEU and better in terms of METEOR and chrF++.
On the other hand, the performance difference for
the BLEU and METEOR selection criteria is simi-
lar to the obtained in the one-reference evaluation.

5 Manual Revision

To gain insights into some results, we conduct a
manual revision. We select 112 instances from the
development set to identify the primary mistakes
and phenomena generated by the models.

We define two categories in the evaluation: valid
and invalid outputs. Valid outputs are further
divided into three sub-categories: “equivalent",
where the system output and the reference are the
“same" (with minor modifications such as the use
of determiners); “semantic", where the system out-
put is equivalent to the reference but uses different
words or non-syntax paraphrases; and “syntactic",
where the output is equivalent to the reference but
exhibits some syntax differences (e.g., changing
from active to passive voice).

Invalid outputs include 3 sub-categories: “miss-
ing", when the system output is similar to the refer-
ence, but omitted a few words; “partial hallucina-
tion", when the output contains part of the reference
and part of extra information not related to the in-
put/reference; and “total hallucination", when the
output is totally unrelated to the reference.

The analyzed approaches include the baseline,
the data augmentation by parsing approach, the Por-
tuguese paraphrasing approach (under the setting T
and B), and the two English-pivot sub-approaches
under the setting T. More details about the selected
models are described in A.3.

Table 4 shows the percentage of valid and invalid
outputs according to the distribution of their sub-
categories. In general, non-paraphrase approaches,
i.e., the baseline and the Bosque-augmented ones,
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SIMILARITY EVALUATION
COSINE BLEU TER METEOR BLEU METEOR chrF++ BERTScore

BEST 0.91 ± 0.09 54.87 ± 19.17 29.33 ± 28.35 0.73 ± 0.15 15.73 ± 0.59 0.37 ± 0.01 0.46 ± 0.01 0.84 ± 0.00
WORST 0.86 ± 0.11 40.55 ± 17.42 42.35 ± 40.10 0.59 ± 0.17 15.39 ± 1.28 0.35 ± 0.01 0.45 ± 0.01 0.83 ± 0.00

Table 2: Results for the Portuguese approach when the best 5 paraphrases (BEST) and the worst 5 paraphrases
(WORST) are added to the training set. The Portuguese approach uses the METEOR selection criteria for this
experiment. In addition, models are evaluated on the development set.

REF.
SETTING TEST

SET CRITERIA BLEU METEOR chrF++ BERTScore

One

T
BLEU 13.01 ± 0.45 0.32 ± 0.01 0.44 ± 0.01 0.83 ± 0.00
METEOR 14.20 ± 0.41 0.33 ± 0.01 0.46 ± 0.01 0.84 ± 0.01
TER 14.02 ± 1.48 0.33 ± 0.02 0.44 ± 0.01 0.84 ± 0.01

B
BLEU 14.25 ± 1.61 0.33 ± 0.01 0.45 ± 0.02 0.83 ± 0.01
METEOR 14.75 ± 1.35 0.33 ± 0.02 0.46 ± 0.01 0.84 ± 0.00
TER 13.77 ± 1.14 0.33 ± 0.01 0.45 ± 0.01 0.84 ± 0.00

Multi

T
BLEU 20.91 ± 1.02 0.38 ± 0.01 0.47 ± 0.01 0.85 ± 0.00
METEOR 21.76 ± 0.32 0.39 ± 0.01 0.49 ± 0.01 0.86 ± 0.01
TER 22.80 ± 1.82 0.39 ± 0.01 0.48 ± 0.01 0.85 ± 0.01

B
BLEU 22.19 ± 1.69 0.38 ± 0.02 0.49 ± 0.02 0.85 ± 0.01
METEOR 22.36 ± 1.54 0.39 ± 0.02 0.50 ± 0.01 0.86 ± 0.00
TER 22.83 ± 0.84 0.40 ± 0.01 0.50 ± 0.01 0.86 ± 0.00

Table 3: Best results on the test for the Portuguese
approach on setting T and B using one reference and
multi-references set. The results are shown for each
criteria.

produce more equivalent outputs (up to 15.18%).
However, they are more prone to generate total
hallucinations (up to 64.29%). In the case of the
Bosque-Augmented, it is expected since the AMR
quality of the augmented instances can add more
noise to the training.

Concerning the paraphrase approaches, we note
that the Portuguese one produces the best results,
generating more semantic and syntax-based para-
phrases than all remaining approaches. In particu-
lar, we can see that the percentage of syntactically
equivalent outputs surpasses the same percentage
on the Bosque-augmented approach by 8.03% (five
times). Furthermore, this approach also gets more
valid outputs in general (26.78%), beating the pre-
viously mentioned approach (20.54%).

On the other hand, English-pivot approaches are
also promising to generate syntactic-based para-
phrases; however, they are unsuitable for gener-
ating equivalent outputs, being overcome by the
Bosque-augmented approach almost twice (7.14%).
In addition, we note that the overall percentage of
valid outputs is lower than the obtained by the base-
line and the Bosque-augmented approach (19.64%
and 18.76% vs 22.32% and 20.54%), showing that
automatic metrics can hide some undesirable be-
haviour as English-pivot approaches gets better re-
sults in automatic evaluation. It could be explained
by the fact that generating more diverse (and less
related) paraphrases during training can add noise,

thus being prone to generate more hallucinations.
Analyzing the invalid outputs, we see that Para-

phrase approaches tend to omit some words in the
outputs, particularly Portuguese ones. This way,
some models generate “Ele ficou só" (“He was
alone.") instead of the reference “Ele ficou literal-
mente só" (“he was literally alone."), omitting the
word “literalmente" (“literally").

Concerning the hallucinations, it is worth not-
ing that all approaches produce a high number of
hallucinations (47.32%-64.29%). This can be pro-
duced by the limited size of the original dataset
and the high relation/node sparsity, however, more
research should be done to confirm this hypothesis.
About the approaches, paraphrase approaches are
less prone to generate total hallucinations, being the
best Portuguese approach and the worst English-
pivot approach that applies Back-translation and
Paraphrase generation. We can see an example in
Figure 3.

As we can see in Figure 3, paraphrase ap-
proaches produce outputs more related to the ref-
erence, demonstrating the effectiveness of the ap-
proach. Another interesting finding we found is
that the major gain of this approach raises in the
ability to produce the tokens included in the AMR
representation, i.e., paraphrase approach helps to
better identifying concepts but not relations be-
tween them. We analyze this by using a sample
that comprises only totally hallucinated outputs
in the baseline model and verifying to what class
(valid/invalid) they belong after applying the para-
phrase approach. The results show that 13.23% of
the outputs are fixed in the paraphrase approach,
but 17.65% and 17.65% are classified as missing
and partial hallucination classes, respectively.

Finally, we find the occurrence of partial halluci-
nations in the outputs produced by the paraphrase
approach. Even though models can be better than
the baseline, they are more prone to generate addi-
tional expressions to the original one. For instance,
the model generates “outro problema político tem
um fundo político." (“another political problem
has a political background.") when the reference
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VALID
MISSING

HALLUCINATIONS
EQUIVALENT SEMANTIC SYNTACTIC PARTIAL TOTAL

BASELINE 15.18 0.00 7.14 9.82 8.93 60.72
BOSQUE-AUGMENTED 15.18 2.68 2.68 8.04 10.71 64.29

PORTUGUESE
PAR (T) 12.50 3.57 10.71 15.18 16.96 47.32
PAR (B) 10.71 3.57 8.93 17.86 14.29 50.00

ENGLISH-PIVOT
BT 1-N (T) 8.04 0.89 10.71 12.5 10.71 58.04
BT + PAR (T) 8.93 1.79 8.04 9.82 11.61 61.61

Table 4: Human analysis for the outputs provided by the different models (in %). PAR(T) represents the model that
uses paraphrases only in the training set. PAR (B) represents the model that uses paraphrases in both training and
development sets. BT 1—N (T) represents the model that follows the BACK-TRANSLATION 1—N strategy and
BT + PAR (T) represents the model that follows the BACK-TRANSLATION + PARAPHRASE strategy described
in in Sub-section 2.2 and Table 1.

(q / quantity 
:quant 20000
:time (d / date-entity 

:year 2017))

Reference Foram 20 mil em 2017 
(There were 20 thousand in 2017).

Baseline o que é 20000 ? 
(what is 20000?)

Bosque-augmented a partir de 2017 , serão oferecidas 20 
mil passagens . 
(As of 2017, 20,000 tickets will be offered.)

Portuguese 
approach (T)

em 2017 , serão 20000 . 
(in 2017, it will be 20000)

Portuguese 
approach (B)

em 2017 , o número é de 20000 . (in 
2017, the number is 20000.)

English-pivot (T)
(Back-translation + 
Paraphrase Generation) 

no total , 20000 serão gastos em 2017 .
(in total 20000 will be spent in 2017.)

English-pivot (T)
(Back-translation 1-N) 

em 2017 , serão 20000 000 .
(in 2017 , it will be 20000 000 .)

AMR Graph

Figure 3: Output comparison between the reference, the
baseline, the Bosque-augmented approach and the best
models for each approach (including one that is trained
on setting B). The first lines for each model are the sen-
tences generated in Brazilian Portuguese, and the next
ones are the corresponding English translations. Non-
related n-grams are highlighted in red and a difference
in verb tense is highlighted in blue.

is “outro problema tem fundo político." (“Another
problem has a political background.").

Models are expected to produce hallucinations
as they are trained on a tiny corpus (402-4020 in-
stances); however, generating bad paraphrases can
exacerbate this behaviour. For example, we show
the paraphrases generated by one approach for the
reference “teve chance suficiente para se salvar .":

• teve chance suficiente para se salvar . (he had
enough chance to save himself.) - original

• você tem oportunidade suficiente para se sal-

var (you have enough opportunity to save
yourself)

• você teve uma chance de se salvar (you had a
chance to save yourself)

• para que você tenha uma chance de se salvar
(so that you have a chance to save yourself)

As we can see, most paraphrases are valid ones;
however, the last one is not related to the original
reference. We also show another example of the
approach that generates a non-related paraphrase
for the “entra em cena a comida".

• entra em cena a comida . (food comes into
play.) - original

• a comida está no local . (the food is on the
spot.)

6 Related Work

Paraphrase Generation has been widely studied in
Natural Language Understanding tasks such as dia-
logue systems (Quan and Xiong, 2019; Okur et al.,
2022), intent classification (Rentschler et al., 2022)
and slot filling (Hou et al., 2021). For Natural Lan-
guage Generation (NLG), we have found that using
multiple references leads to a more robust evalu-
ation (Gardent et al., 2017; Dušek et al., 2020).
Besides, it has been successful in neural translation
tasks (Zheng et al., 2018).

In the case of Low-Resource NLG, as far as
we know, there are few works. Gao et al. (2020)
proposes a paraphrase-augmented response genera-
tion framework that jointly trains paraphrasing and
response generation models to improve dialogue
generation. Besides, the authors describe a strat-
egy to generate paraphrase training sets. On the
other hand, Mi et al. (2022) proposes a target-side
paraphrase-based data augmentation method for
low-resource language speech translation.



671

7 Conclusion and Further Work

This study investigates the effectiveness of para-
phrases for the AMR-to-text generation task in
Brazilian Portuguese. Two paraphrase generation
strategies were explored: one using a model trained
on Brazilian Portuguese and the other using English
as a pivot. The quality of generated paraphrases
was evaluated using three automatic criteria, and
the impact of the number of paraphrases on model
performance was examined. Experiments were con-
ducted in two settings: adding paraphrases only to
the training set and adding them to both the training
and development sets.

Key findings include that paraphrase generation
is a powerful data augmentation strategy, outper-
forming the baseline and traditional data augmen-
tation in low-resource settings. However, not all
metrics respond equally, and careful selection of
paraphrases is crucial. The paraphrase-extended
AMR corpus showed slight improvement, with bet-
ter performance seen when more paraphrases per
instance were added. Regarding human evaluation,
Portuguese-based models generated more valid out-
puts but also omitted words, while English-pivot
models had lower performance and were more
prone to hallucinations.

As future work, we plan to curate the AMR cor-
pus with paraphrases and to explore new methods
for generating syntax-focused paraphrases. This
study acknowledges that its approach can only add
a limited number of paraphrases and suggests com-
bining it with classical data augmentation methods
to expand the AMR corpus. Finally, the AMR cor-
pus for Brazilian Portuguese and the associated
code will be made publicly available at https:
//github.com/msobrevillac/amr-paragen.
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A Appendix

A.1 Model Hyperparameters
Training Models are generated by fine-tuning the
Portuguese T5 (PTT5)12 on our diverse paraphrase-
based corpora. We use AdamW optimizer with
a learning rate of 5e-4, a maximum source and
target length of 120 and 80 tokens, respectively,
a batch size of 8, and a gradient accumulation of
4. The model trains by 12 epochs and is evaluated
after each epoch. We use perplexity as evaluation
criteria, and the training is halted if the model does
not improve after 4 epochs.

Decoding For the paraphrase generation, we use
a batch size of 32 and a beam size of 20. Also,
we use a top_k of 120 and a top_p of 0.98, and
early stopping with a maximum length of 80 tokens.
For text generation, we use a beam size of 5, a
maximum target length of 80 with early stopping,
an n-gram length that can be repeated is set to 1,
a repetition penalty of 2.5, and a length penalty of
1.0.

A.2 Results
Figures 4 and 5 show the performance changes for
BLEU selection criteria when more paraphrases per
instance are added in T and B setting, respectively.

Figures 6 and 7 presents the results for ME-
TEOR, chrF++ and BERT scores per selection crite-
rion and per number of selected paraphrases in the
T and B settings. The results reported are obtained
on the development set.

A.3 Models for Human Evaluation
• Data augmentation by Parsing (Bosque-

augmented in Table 1)

• Portuguese approach (T): We select one of
the best models for setting T. In particular,
the selected one uses METEOR as criterion
selection and 5 paraphrases.

• Portuguese approach (B): We select one of the
best models on the setting B. The selected one
includes METEOR as criterion selection and
9 paraphrases.

• English-pivot approach (Back-translation):
We select one of the best models for the setting
T. The selected one includes TER as criterion
selection and 8 paraphrases.

12Available at https://huggingface.co/unicamp-dl/ptt5-base-
portuguese-vocab.
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Figure 4: BLEU scores per selection criterion and per
number of selected paraphrases in the T setting. Results
are shown on the development set.

• English-pivot approach (Back-translation +
Paraphrase): We select one of the best mod-
els for setting T. The selected one includes
METEOR as criterion selection and 9 para-
phrases.

Figure 5: BLEU scores per selection criterion and per
number of selected paraphrases in the B setting. Results
are shown on the development set.
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Figure 6: METEOR, chrF++ and BERT scores per selection criterion and per number of selected paraphrases in the
T setting. Results are shown on the development set.

Figure 7: METEOR, chrF++ and BERT scores per selection criterion and per number of selected paraphrases in the
B setting. Results are shown on the development set.
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