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Abstract

While large multimodal models (LMMs) have
obtained strong performance on many multi-
modal tasks, they may still hallucinate while
generating text. Their performance on detect-
ing salient features from visual data is also
unclear. In this paper, we develop a frame-
work to generate faithful and salient text from
mixed-modal data, which includes images and
structured data ( represented in knowledge
graphs or tables). Specifically, we train a
small vision critic model to identify halluci-
nated and non-salient features from the im-
age modality. The critic model also gener-
ates a list of salient image features. This
information is used in the post editing step
to improve the generation quality. Experi-
ments on two datasets show that our frame-
work improves LMMs’ generation quality on
both faithfulness and saliency, outperforming
recent techniques aimed at reducing halluci-
nation. The dataset and code are available at
https://github.com/TahsinaHashem/FaithD2T.

1 Introduction

In many real-world scenarios, data is presented
in mixed modalities, in which complementary in-
formation is contained. Examples include prod-
uct brochures, scientific/technical publications, and
news articles. Structured data-to-text generation is
the task of generating natural language sentences
from the data in a structured format, such as tables,
knowledge graphs, or databases. Researchers have
proposed several models to make this structured
information more accessible to humans, aiming to
generate fluent, informative, and faithful text de-
scriptions or summaries from the structured data.
This task has a wide range of applications across
different industries and domains i.e. house adver-
tising, financial reporting, automated journalism,
medical reporting, e-commerce product descrip-
tions, generating biographies, etc.

Significant progress has been made in data-to-
text generation tasks. Several well-known models
have utilized pre-trained language models (PLMs)
such as BART (Lewis et al., 2019), T5 (Raffel et al.,
2020) or GPT (Radford et al., 2019) with appropri-
ate structure-aware frameworks (Colas et al., 2022;
Han and Shareghi, 2022; Li et al., 2024) to generate
text descriptions from the structured data. However,
the importance of multimodal input with structured
data was not extensively addressed. The problem
was explored on a small scale by (Gatti et al., 2022;
Yang et al., 2023). Their proposed model aimed to
generate a one-line summary sentence from a given
table and an associated image. They showed that
integrating vision data with structured data would
lead to more informative and relevant text. How-
ever, the research did not consider their generation
task’s saliency and faithfulness.

Recently, several open-sourced large multimodal
models (LMMs) (Liu et al., 2023d; Zhu et al., 2023;
Dai et al., 2023) show promising performance in a
variety of multimodal tasks (Bai et al., 2023; Liu
et al., 2024; Lu et al., 2022; Yin et al., 2023a; Gupta
et al., 2023) i.e. image captioning, visual ques-
tion answering, multimodal conversation, cross-
modal retrieval, etc. In this research, we exploit
these powerful LMMs to generate text from struc-
tured data (knowledge graph and table) with im-
ages. We have examined the performance of two
prominent LMMs, LLaVA-1.5 (Liu et al., 2023d)
and MiniGPT4 (Zhu et al., 2023) on two adver-
tising multimodal (structured data with images)
datasets i.e. the real-estate house dataset (Das et al.,
2021) and the e-commerce product dataset (Shao
et al., 2019). The models generate good-quality ad-
vertising text but have two types of limitations: (1)
generate some hallucinated information that is not
aligned with the vision input; (2) unable to detect
salient image features. These limitations hamper
the faithfulness and saliency of the generated text.

Figure 1 shows an example input and output

https://github.com/TahsinaHashem/FaithD2T


647

INPUT

Knowledge Graph Images

OUTPUT Output Analysis

Title: Luxurious 1 Bedroom Apartment in Glen Waverley

Welcome to your dream home! ………The walls are painted in a warm, inviting

color, and the room is well-lit by natural light from the large window with wooden

shutters. The hardwood floor in the center of the room …….. The walls are painted

white, and the carpet on the floor adds a soft touch. The bed is made with a white

comforter and a green blanket, and there is a small window above the sink with a

white wooden frame. The bathroom is modern and clean, with a white porcelain

bowl and a white wooden seat for the toilet. The sink has a white porcelain bowl

and faucet, and the floor is tiled with light grey tiles. The apartment is located in the

heart of Glen Waverley, close to………………………………………..

Hallucinated Image Features:

▪ Walls are painted in a warm, inviting color

▪ A white wooden seat for the toilet

Not-Salient Image Features:

▪ Walls are painted white

▪ A white comforter, a green blanket
▪ White porcelain bowl
▪ Sink, Faucet

Missing Salient Image Features:

▪ A quiet tree lined residential street

▪ Open plan kitchen/meals/living areas
▪ Dining Table with Chairs
▪ Kitchen with stainless steel appliances
▪ Beautiful Paintings hanging on the wall

transport

Unit

nearest 
school

property-type

num. of 
bedrooms

num. of parking 
spaces

type

gender-type

num. of 
bathrooms

leased date

agency 
name

close_to

House

Glen Waverley 
Secondary College

1

1

1

GLEN WAVERLEY

Wed 13-May-15

Jellis Craig - Brunswick

Co-Ed

Secondary
has

nearest park

close_toshop

location

Figure 1: A Sample Input and Output of an LMM: MiniGPT4. The Output Analysis lists the errors.

of an LMM: MiniGPT4. The input consists of a
small KG about a house, which contains informa-
tion on its internal features and neighborhood, and
the corresponding images of the house, which gives
a detailed outlook of the properties, from a real-
world real-estate KG (Das et al., 2021). The output
shows the text generated by the LMM. The gener-
ated text describes the graph features of the house
accurately but struggles to describe the image fea-
tures accurately. The Output Analysis lists some
limitations of LMM: The LMM mentions some
features (i.e. hallucination, highlighted in red) that
are not aligned with the input images. The LMM
also lists some features (i.e. not-salient features,
highlighted in orange) that deteriorate the saliency
of the generated text while missing some features
in the ground-truth text (i.e. salient features, high-
lighted in green) that are important to make the text
attractive for advertising purposes.

Visual hallucination problems of LMMs cause
a serious negative impact on visual-to-text genera-
tion and reasoning tasks (Liu et al., 2023a; Wang
et al., 2023a; Gunjal et al., 2024a; Jing et al., 2023).
Researchers have started proposing different strate-
gies (Liu et al., 2023a; Wang et al., 2024; Sun et al.,
2023a; Zhou et al., 2024; Yin et al., 2023b) to re-
duce object hallucinations. Most of the techniques
are based on instruction-tuning (Liu et al., 2023a,b)
or filtering the hallucination information from the
training data (Wang et al., 2024; Yu et al., 2023)
and then fine-tuning the models with the revised
version of the dataset. This process of preparing
such a good number of high-quality instructions or
datasets is time-consuming and costly. Some re-

searchers (Sun et al., 2023a) have utilized reinforce-
ment learning from human feedback in training the
LMMs using reward models. Another alternate
way of mitigating hallucination is post-hoc detec-
tion and correction frameworks (Zhou et al., 2024;
Yin et al., 2023b). These methods are cost-friendly
and showed good performance in mitigating hallu-
cinations in the generated test.

Our proposed framework follows the detection
and correction strategy but instead of fine-tuning
LMMs, we train a small vision language model
(VLM) (Li et al., 2023a) as a transparent vision
critic model that can detect the errors of the text
generated by LMMs with an explanation and list
the missing salient image features of the text gener-
ated by LMMs. Finally, we update the generated
text using LLM from the feedback of the critic
model using an appropriate prompt.

The contributions of our research work are:

• Propose a novel task of generating faithful and
salient natural language text from structured
data and images.

• Design a framework to train a small vision
model to act like an interpretable vision critic
model that can verify the faithfulness and
saliency of the features as well as list the miss-
ing salient image features of the text generated
by LMMs.

• Experimental Results demonstrate the effec-
tiveness of our model over existing baselines.
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2 Related Work

2.1 Multimodal Data to Text generation

Several structure-enhanced pre-trained language
models (Han and Shareghi, 2022; Li et al., 2024;
Tang et al., 2023; Liu et al., 2022) showed good per-
formance in structured data-to-text generation tasks.
However, very few works (Gatti et al., 2022; Yang
et al., 2023) have been done in multimodal data-to-
text generation tasks. An initial attempt was made
by Gatti et al. (Gatti et al., 2022) to generate a
one-line summary sentence from vision-augmented
tabular data. They proposed a VT3 multimodal
transformer that consists of a BART model (Lewis
et al., 2019) and a vision transformer (Liu et al.,
2021), that can generate text auto-regressively. A
different approach was proposed to overcome a
large amount of annotated training data require-
ment (Yang et al., 2023). They proposed a mul-
timodal prompt learning framework to accurately
generate titles for novel products with limited la-
bels. However, both models aim to generate a one-
line summary sentence. They cover a small number
of vision features without verifying the saliency
and faithfulness of their generated text. Whereas,
in our problem, we focus on generating a long ad-
vertising text that should contain all the salient and
faithful features of the vision data.

Recently, the large multimodal models (Zhu
et al., 2023; Liu et al., 2023d; Dai et al., 2023;
Ye et al., 2023) have shown remarkable success in
various multimodal tasks such as image caption-
ing (Lin et al., 2014), visual question-answering
(VQA) (Antol et al., 2015) and multimodal con-
versation (Liu et al.). Hence, our research work
exploits these powerful LMMs to generate salient
and faithful text from multimodal data.

2.2 Hallucination in LMMs

Although LMMs demonstrate strong performance
across multiple benchmark tasks and produce qual-
ity results, they struggle with the problem of visual
hallucination. This issue occurs when the gener-
ated responses do not align with the visual input.
Researchers investigated this phenomenon in the
realm of object hallucination (Li et al., 2023b; Liu
et al., 2023c; Biten et al., 2022), where the gener-
ated content features objects that do not match or
are not present in the input image. Recently, it has
been shown (Zhai et al., 2023) that this multimodal
hallucination happens because the vision encoder
does not accurately ground images. They tend to

depend more on their built-in knowledge rather
than the visual input provided. Furthermore, em-
pirical studies by Wang et al. (Wang et al., 2023b),
have shown that these models focus more on previ-
ously generated tokens than on the image features.

2.3 Hallucination Mitigation of LMMs

Researchers have already proposed a number
of alternative strategies to minimize the visual
hallucination problem of LMMs. Some focus
on improving the quality of instruction tuning
data. LRV-Instruction dataset (Liu et al., 2023c),
VIGC (Wang et al., 2024), M-HalDetect (Gunjal
et al., 2024b) are examples of such high-quality pre-
pared datasets. Some tried to refine the model train-
ing techniques like reinforcement learning from hu-
man feedback (RLHF) in LLaVA-RLHF (Sun et al.,
2023b), or optimization models in FDPO (Gun-
jal et al., 2024b). Some researchers apply post
hoc detection and correction strategies such as
LURE (Zhou et al., 2024) that is based on object
co-occurrence, uncertainty, and position in text;
and Woodpecker (Yin et al., 2023b) that extracts
key concepts and validates the visual knowledge
using object detector and VQA model.

For a more cost-effective approach, we adopt the
post-hoc detection and correction approach. We
train a small pre-trained VLM that can be used in
cooperation with LLM to mitigate both the visual
hallucinated features and non-salient features.

3 Method

To generate high-quality text, finetuning LMM may
not be feasible for proprietary models, and it may
not be practical due to the prohibitively high re-
source and data requirements. Thus, we propose
a cost-effective post-hoc detection and correction
approach that trains a small VLM to act as a vi-
sion critic model that identifies errors in the LMM-
generated text. With the feedback provided by the
critic model, a capable LLM (such as GPT-3.5) is
then employed to update the text using this feed-
back.

Figure 2 depicts the overall architecture of our
proposed method. Given the text generated from
the mixed-modal data by the LMM, we first prompt
a capable LLM (such as GPT-3.5) to extract the list
of image features from the text by filtering out fea-
tures from the structured data. With this list and the
images as input, we employ our trained vision critic
model to identify hallucinated image features and
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20

----------
----------
----------
----------
----------

1. LMM Generates
Erroneous Summary

▪ Feature-1:Salient
▪ Feature-2:Not-Salient
▪ Feature-3: Hallucinated
▪ Feature-4: Not-Salient
▪ Feature-5: Salient

1. --------------
2. --------------
3. --------------
4. -------------
5. -----------------

2. LLM Lists 
Visual Features

Images

----------
----------
----------
----------
----------

3b. Salient Feature Generator
Small Vision Critic Model

Features with Label

✓ Recently renovated;
✓ Stylish interiors;
✓ Open plan living;
✓ Sliding doors;
✓ Well-lit kitchen;

List of Salient Features

4. Updating 
Summary

3a. Feature Identifier
Small Vision Critic Model

LLM
GPT-3.5

Images

Images

LLM
GPT-3.5

Salient and Faithful 
Summary

Figure 2: The Pipeline of our Framework for Salient and Faithful Multimodal Data to Text Generation 1) Generating
Text using LMM 2) Extracting Image Features from the Text using GPT-3.5 3) Trained Vision Critic Model gives
feedback to LMM 4) LMM update the Text by making corrections.

non-salient image features in the text. The critic
model also generates salient image features that are
missing from the text. Finally, we prompt the LLM
to remove the hallucinated and non-salient features
from the text and append the missing salient image
features to the text.

3.1 Problem Formulation

Given a training dataset D = (X,Y ), in
which X = {(s1, i1), (s2, ii), . . . , (s|D|, i|D|)} is a
mixed-modal dataset that consists of pairs of struc-
tured data si (i.e. knowledge graphs or tables) and
(multiple) images ii, and Y = {y1, . . . , y|D|} is
a set of reference text for each xi, our aim is to
train a model that generates a text passage ŷj for
xj = (sj , ij) that is both faithful to sj and ij and
contains the salient image features in ij . Note that
Y may contain hallucinated information.

We assume the structured data is either a
knowledge graph or a table. Let KG = (V,E)
represent a knowledge graph, where V =
{e1, e2, . . . , e|V |} represents the entity set and
E = {rij} ⊆ V × V represents the relations
connecting the entities. For the tabular data, let
T = {(a1, v1), (a2, v2), . . . , (am, vm)} represents
a table with m number of attribute-value pairs. Ev-
ery type of structured data contains an image set.
Let I = {i1, i2, . . . , il} represents the correspond-
ing image set.

3.2 Training a Small Vision Language Model

We choose a small vision language model (VLM)
BLIP-2 (Li et al., 2023a) to act as a critic model.

BLIP-2 addresses the modality gap by employing
a lightweight Querying Transformer (Q-Former).
BLIP-2 utilizes a generic and efficient pretrain-
ing strategy that bootstraps vision-language pre-
training from off-the-shelf frozen pretrained im-
age encoders and frozen large language models
(LLMs). It shows good performance on visual
question-answering tasks, image captioning tasks,
image-text retrieval tasks and visual commonsense
reasoning tasks (Park et al., 2024).

Recently, it has been shown (Kim et al.)
that Parameter-efficient fine-tuning (PEFT) (Man-
grulkar et al., 2022) maintains competitive perfor-
mance while requiring much less computational
memory. Thus, we apply LoRA (Hu et al., 2021)
to the Q-Former and the base LLMs, Flan-T5-XL,
of the BLIP-2 model. This allows us to fine-tune
the BLIP-2 model in a cost-effective way.

In the following two subsections we discuss our
training process in detail for the two critic tasks:

3.2.1 Classifying Image Feature

We observe that LMMs cannot reliably distin-
guish salient features from non-salient features
and hallucinated features, degrading the quality
of generated text. Thus, we train the vision
critic model to become an expert in detecting
whether a feature is salient, non-salient or hal-
lucinated given an input image. We formulate
this task as a generation problem, where a set
x = (i, f) is given to BLIP-2 vision critic model,
with i being an image and f being a feature,
and the output is a textual output of the label
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y ∈ {salient, non-salient, hallucinated} with
an appropriate explanation. We use a standard con-
ditional language modeling loss function:

LCE = −
n∑

i=1

logP (yi|y<i, X) (1)

Our training data consists of a set of labeled image-
feature pairs along with the corresponding ratio-
nales for the three categories.

3.2.2 Listing Salient Image Features
We train our vision critic model to identify the
important i.e. salient features of a given image. We
formulate this task also as a generation problem,
where the vision critic model outputs a list of
salient features, Si = {[s1]; [s2], . . . ; [sm]} given
an image i. We fine-tune the vision critic model by
maximizing the log-likelihood:

LSi = −E(I,Si)∼D′ logP (Si|i) (2)

Here, the training dataset D′ = (i, Si) consists
of an image and a list of salient image features.
The training data generation process is discussed
in detail below.

3.2.3 Training Data Generation
We prepare labeled data (i.e., image features la-
beled with salient, non-salient, and hallucinated)
for training the critic model to classify the image
features. To generate this data, we take samples of
ground-truth texts and the corresponding LMMs-
generated texts. We also prepare image-features
pairs where each pair is a list of salient features for
the corresponding image. This data is used to train
the critic model to generate salient features of an
image. The entire training data generation process
involves the following steps:
(1) Extracting features from text: Both the
ground-truth text and the generated text contain
features from the structured data and the images in
an aggregated form. We use an LLM, i.e. GPT-3.5,
to list the features one by one from every sentence
of the texts following some in-context examples.
An example prompt can be found in Figure: 5
(2) Listing visible and non-visible features: Both
the ground-truth text and the LMM-generated text
contain hallucinated information. To prepare la-
beled visible (i.e., salient or non-salient) and not
visible (i.e., potentially hallucinated) features from
the images for training the critic model, we prompt
GPT-4V with input images and the list of extracted

features from (1) to verify whether the feature is
visible or not visible in the input images.
(3) Listing hallucinated features: We input GPT-
3.5 the structured data and the list of not visible
features that we obtain from (2) and prompt it to
list the features not aligned with the structured data.
Features that are not aligned with the structured
data will be labeled as hallucinated features since
they are neither visible in the image nor exists in
the structured data.
(4) Listing salient and non-salient features: We
ask GPT-3.5 to compare the visible image features
in the LMM-generated text with the ground-truth
visible image features. All visible features from the
ground-truth text are salient image features. Visible
features in the generated text that are similar to any
of the features mentioned in the ground-truth text
or the structured data are also salient features. The
remaining visible features in the LMM-generated
text are the non-salient features.
(5) Generating rationale for feature labels:
After preparing the labeled image-features pairs
for salient, non-salient, and hallucinated categories,
we prompt GPT-3.5 to generate a one-sentence ex-
planation for why a feature might be labeled salient
or not salient. For the hallucinated feature, we use
the default explanation that: "The feature is not
visible in the image". These rationales make our
vision critic model interpretable and leads to im-
prove the accuracy of the critic model in feature
labeling tasks.
All the prompt templates are shown in appendix B.

3.3 Post-hoc Text Editing from the Feedback
given by the Critic Model

We design an appropriate prompt to utilize an LLM
(GPT-3.5) for updating the LMM-generated text ac-
cording to the feedback of the trained vision critic
model. The update operation is done in two steps.
Firstly, non-salient and hallucinated image features
are pruned from the text. Secondly, salient image
features are appended to the pruned text. Figure 10
shows the prompt template in the Appendix.

4 Experiments

4.1 Dataset

We conduct experiments and evaluation on two
multimodal data-to-text generation datasets: the
House dataset of real-estate house listings (Das
et al., 2021), containing images and knowledge
graphs; and the Product dataset of Chinese e-
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commerce clothing products (Shao et al., 2019),
containing images and attribute-value information
in a tabular format. In both datasets, the ground-
truth text contains a significant amount of halluci-
nated information, making the task of generating
faithful text especially challenging. Table 1 shows
brief statistics of these two datasets.

Table 1: Statistics of the House and Product Datasets.

Dataset Avg. Avg. Avg.
# triples # images Text length

House 22.8 3 153
Product 7.4 1 110

The House dataset is a large real-estate and
point-of-interests (POI) dataset of Melbourne, Aus-
tralia (Das et al., 2021). It includes 53,220 records
of house sales transactions from 2013 to 2015. It
consists of three types of POIs, namely regions,
schools, and train stations, along with their cor-
responding features. Each sample in the dataset
includes (1) a ground-truth advertisement text, (2)
a KG describing house and POI features, and (3)
multiple images of the house. However, the given
ground-truth text contains a significant level of hal-
lucinated information. We use 3, 100 samples for
training the vision critic model and 100 test sam-
ples for testing the performance of the critic model.
We prepared labeled image-feature pairs according
to section 3.2.3. Details of the training data-split
ratio are shown in Appendix E.
The Product dataset is from a Chinese e-
commerce platform of clothings, consisting of
119K samples of advertising text, a clothing spec-
ification table, and a single image of the clothing.
Each table is a set of attribute-value pairs describ-
ing a piece of clothing. The ground-truth advertis-
ing text also contains hallucinated information. For
training of the critic model, we have used 4, 700
samples and for testing, we used 340 samples. We
prepared labeled image-feature pairs according to
section 3.2.3. Details of the training data-split ratio
are shown in Appendix E.

4.2 Baseline Models

Two prominent LMMs, namely MiniGPT-4 (Zhu
et al., 2023) and LLaVA-1.5 (Liu et al., 2023d)
are used as the baseline models. We also com-
pare with two recent post-hoc hallucination detec-
tion and correction models, LURE (Zhou et al.,

2024) and Woodpecker (Yin et al., 2023b). Due
to resource constraints, we only experiment with
LURE on MiniGPT-4. The backbone model of
LURE is MiniGPT-4. Woodpecker utilizes GPT-
3.5-turbo as its corrector, grounding DINO (Liu
et al., 2023e) as its object detector and BLIP-2-
FlanT5-XXL (Li et al., 2023a) as its visual question
answering model.

4.3 Preliminary Analysis
We conducted a preliminary analysis of the per-
formance of MiniGPT-4 and LLaVA-1.5 with the
100 test samples of the House and 340 test sam-
ples of the product datasets. For each model, we
input the structured data and images and prompt it
to generate an advertising text passage. The struc-
tured data (KG or table) is given in a linearized
format for a better understanding by the LMM (Li
et al., 2024). As LMMs are unable to accept as in-
put multiple images simultaneously, for the House
dataset, we input images one by one and ask the
LMM to list the key features of the input image.
Detailed prompt templates are shown inref A in the
supplementary files. We observe that the LMMs
can accurately list features from the structured data,
but struggle to list the image features correctly.

The following common errors are observed in
the generated texts by the LMMs:

• Missing salient image features: LMMs
sometimes miss some important image fea-
tures in the generated text that are essential
for advertising purposes. We consider the im-
age features listed in the ground-truth text as
the standard salient image features.

• Hallucinated image features: LMM-
generated text sometimes contain image fea-
tures that are not present in input images.

• Non-salient image features: LMMs some-
times mention features from the images that
are not attractive to customers. These features
deteriorate the saliency of the text.

Figure 1 shows the text generated by MiniGPT4
from a sample in the House dataset. The output
analysis lists the erroneous features (i.e., halluci-
nated or not salient) in the text as well as the miss-
ing salient image features.

4.4 Experimental Settings
In our framework, we keep the LMM and the LLM
frozen. We finetune the small vision language
model Blip-2 (Li et al., 2023a). We apply PEFT
fine-tuning (Mangrulkar et al., 2022) to the BLIP-
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Table 2: Main results on the House dataset. Bold font denotes the best results for each backbone model.

Model Saliency Faithfulness

BLEU METEOR ROUGE-L BERTScore CLIP Score

Baseline Model
MiniGPT4 8.08 25.28 13.44 83.98 23.92
MiniGPT4-Woodpecker 8.15 27.13 13.34 83.91 23.89
MiniGPT4-LURE 11.01 16.63 14.44 84.33 23.86

Our Model
MiniGPT4-Pruned 10.13 23.14 15.13 84.71 24.30
MiniGPT4-Appended 10.69 28.08 15.58 85.15 24.26
MiniGPT4-Combined 11.98 26.09 16.50 85.36 24.59

Baseline Model
LLaVA-1.5 11.34 29.82 16.06 85.10 23.92
LLaVA-1.5-Woodpecker 9.81 29.93 14.86 84.66 23.89

Our Model
LLaVA-1.5-Pruned 13.74 27.36 16.87 85.67 24.29
LLaVA-1.5-Appended 13.52 31.65 17.35 85.72 24.49
LLaVA-1.5-Combined 15.01 29.29 17.33 86.01 24.63

2-FlanT5-XL model (Li et al., 2023a). We apply
LoRA (Hu et al., 2021) to both the Q-Former and
the base LLMs, Flan-T5-XL. For the House dataset,
we fine-tune both critic models (for feature classifi-
cation and for generating missing salient features
respectively) for 25 epochs. For the Product dataset,
we fine-tune both critic models for 50 epochs. The
batch size for both datasets is set to 16. The maxi-
mum length of the output text sequences is set to
350 tokens for the House dataset and 200 tokens
for the Product dataset. We adopt Adam (Kingma
and Ba, 2014) as the optimizer and set the learning
rate to be 5e-5. We used one A40 48GB GPU for
all the experiments.

4.5 Main Results

Our main experiment aims at the faithfulness and
saliency of the text generated by LMMs from the
mixed-modal data. For saliency evaluation, we con-
sider the image features contained in the ground-
truth text as ground-truth salient features. For faith-
fulness evaluation, we need to pre-process the text
to obtain faithful features as the ground-truth text
contains hallucinated information. Specifically, we
prompt GPT-3.5 to list features from ground-truth
text, and prompt GPT-4V to remove hallucinated
features from this list (i.e., features that are nei-
ther visible in the image nor exist in the structured
data). Finally, we prompt GPT-3.5 to generate a
paragraph containing the faithful features. Note
that, the faithful features in the ground-truth text
are also salient. Thus, in this way, we obtain the
salient and faithful ground-truth text. The prompt
template can be found in the appendix.

We use automatic metrics to measure both faith-
fulness and saliency of generated text. We employ
standard metrics BLEU (Papineni et al., 2002), ME-
TEOR (Banerjee and Lavie, 2005), ROUGE-L (Lin,
2004) and BERTScore (Zhang et al., 2019) to mea-
sure saliency of the generated text by comparing it
with the pre-processed ground-truth text. To verify
the faithfulness of the generated text with respect to
the input image(s), we utilize the CLIP score (Hes-
sel et al., 2021), which is widely used (Zhou et al.,
2024; Jing et al., 2023) to measures text-image
alignment.

Table 2 and Table 3 present the results on the
House and Product datasets respectively. We eval-
uate our method, denoted “-Combined”, against
the baselines and other post-hoc hallucination de-
tection and correction models (LURE and Wood-
pecker). From the results of both datasets, we
can observe that our method achieves the best per-
formance, outperforming the baseline models and
other hallucination-reduction techniques on most
settings. Specifically, our method not only outper-
forms Woodpecker and LURE in reducing halluci-
nation (i.e. improving faithfulness), it also achieves
the best result in preserving saliency.

Some qualitative examples of pre-processed
ground-truth text and the text generated by different
models can be found in Appendix F.

4.6 Ablation Studies

To investigate the effect of our two trained critic
models, we experiment on both datasets with two
variants of our full method (i.e., -Combined): “-
Pruned”, which only removes hallucinated and
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Table 3: Main Results on the Product dataset. Bold font denotes the best results for each backbone model.

Model Saliency Faithfulness

BLEU METEOR ROUGE-L BERTScore CLIP Score

Baseline Model
MiniGPT4 9.49 23.24 15.83 85.63 22.62
MiniGPT4-Woodpecker 10.42 23.79 16.66 86.20 22.99
MiniGPT4-LURE 10.19 20.39 15.42 85.47 22.71

Our Model
MiniGPT4-Pruned 10.69 21.06 16.48 86.06 22.81
MiniGPT4-Appended 10.19 24.59 16.23 86.15 22.74
MiniGPT4-Combined 11.17 22.51 16.84 86.34 22.96

Baseline Model
LLaVA-1.5 13.89 24.79 18.52 87.47 23.14
LLaVA-1.5-Woodpecker 12.47 24.74 18.20 86.99 23.19
Our Model
LLaVA-1.5-Pruned 13.90 21.55 18.48 87.58 23.34
LLaVA-1.5-Appended 13.71 25.58 18.43 87.47 23.18
LLaVA-1.5-Combined 15.07 22.84 18.58 87.61 23.34

non-salient features identified by our critic model;
and “-Appended”, which only appends missing
salient image features generated by our critic
model. As we see in Table 2 and Table 3, both
variants positively contribute to improving saliency
and faithfulness.

We also assess our trained critic models’ (based
on fine-tuning BLIP-2 on our training data) perfor-
mance with the non-fine-tuned BLIP-2 model at
the feature-level. Table 4 shows the feature clas-
sification accuracy of our trained critic model-3a
and non-fine-tuned BLIP-2 model on three types
of image features: hallucinated, salient, and non-
salient in the test set of the House data. It is ob-
served that although the non-fine-tuned BLIP-2
model achieves equal accuracy in identifying hal-
lucinated features, its performance is significantly
worse in identifying salient and non-salient features
compared to our trained critic model.

Table 4: Evaluation of image feature classification accu-
racy into hallucinated (Hal), salient (Sal) and non-salient
(Non-Sal) labels on the House Dataset.

Model Hal Sal Non-Sal

Trained BLIP2 Model-3a 96.12 92.93 71.20
Non-fine-tuned BLIP2 Model 96.12 57.32 41.77

Our critic model-3b generates a list of salient
features from the input image. We measure the
quality of the generated list of salient features
in terms of saliency and faithfulness. Table 5
shows the comparison between the two models.
We measure the saliency of the generated fea-
tures list by comparing this generated features

list with the list of ground-truth salient features
using Sentence-BERT (SBERT) similarity score
(Reimers and Gurevych, 2019). For faithfulness,
considering the images, we use CLIPScore (Hes-
sel et al., 2021). The SBERT score shown in Ta-
ble 5 shows that our model-generated salient fea-
tures are more similar to ground-truth salient fea-
tures compared to the salient features generated by
the non-fine-tuned BLIP-2 model. The CLIPscore
shown in Table 5 shows the generated features are
comparably-aligned with the input images.

Table 5: Evaluation of generated salient features on the
House Dataset.

Model SBERT Score CLIP Score

Trained BLIP2 Model-3b 54.87 27.05
Non-fine-tuned BLIP2
Model

45.01 27.46

5 Conclusion

In this paper, we propose a novel approach to gen-
erating text that is both faithful and salient from
mixed-modal data that includes images and struc-
tured data. To ensure salient and faithful text gen-
eration, we train a small vision critic model to: (i)
identify the hallucinated, salient and non-salient
features, and (ii) generate a list of salient features
from images. This information is used in the post
editing step to improve generation quality. Experi-
mental results on two mixed-modal datasets demon-
strate that our framework outperforms recent large
multimodal models as well techniques specifically
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designed to reduce hallucination in terms of faith-
fulness and saliency metrics.
Limitation and Future work Our critic model
sometimes prunes subjective features such as
"Eye-catching", "Amazing opportunity", "Elegant
beauty", "Piece of luxury" etc, which are essential
for making the advertising text attractive. In fu-
ture, we will consider this issue. In addition, we
also plan to explore the saliency and hallucination
problem in other modalities such as videos and
audios.

Ethical Considerations

Our model utilizes existing pre-trained vision lan-
guage model, thus the ethical concerns associated
with these models would also be applicable to our
proposed framework.
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A Prompt Template for Text Generation
from LMM

The two prompt templates for House dataset are
shown in Figure 3 and in Figure 4

B Prompt Template for Training Data
Generation

(1) Extracting features from text: Prompt tem-
plate for Extracting features from the sentence of
the text is shown in Figure: 5.
(2) Listing visible and non-visible features:
Prompt template for listing visible and not visi-
ble features from the list of features is shown in
Figure: 6.
(3) Listing hallucinated features: Prompt tem-
plate for listing hallucinated features is shown in
Figure: 7.
(4) Listing salient and non-salient features:
Prompt template for listing salient and not salient
features is shown in Figure: 8.
(5) Generating rationale for features: The
prompt template for generating rationale is shown
in Figure 9.

C Prompt Design for Post-hoc Text
Editing using LLM

The prompt template is shown in Figure: 10 for
updating the text using LLM GPT-3.5 according to
the feedback of the critic model.

D Prompt Design for Preparing Salient
and Faithful Ground-truth Text

We use the prompt in Figure: 11 to extract the
faithful and salient features from the hallucinated
ground-truth text. Then using the prompt in FIg-
ure: 12, we generate a final salient and faithful
ground-truth text.

E Data Split Ratio for Training the Critic
Model

Table 6: House Data split ratio for Critic Model-3a

Data #Num. of Instances
Training Samples 9517
–Hallucination Features 5478
–Salient Features 2703
–Not-Salient Features 1336

Validation Samples 1418
–Hallucination Features 845
–Salient Features 409
–Not-Salient Features 164

Table 7: House Data split ratio for Critic Model-3b

Data #Num. of Instances
Training Samples 10,359

Validation Samples 1155

Table 8: Product Data split ratio for the Critic Model-3a

Data #Num. of Instances
Training Samples 13202
–Hallucination Features 2529
–Salient Features 6795
–Not-Salient Features 3878

Validation Samples 2219
–Hallucination Features 393
–Salient Features 1243
–Not-Salient Features 583

F Generated Samples

Figure 13 and Figure 14 show qualitative exam-
ples of sample graph-images, sample tabular data-
image, the pre-processed ground-truth texts, and
the texts generated by different models on the
House dataset and Product dataset, respectively.

Table 9: Product Data split ratio for Critic Model-3b

Data #Num. of Instances
Training Samples 4235

Validation Samples 471
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Prompt Template New for LMM
House Dataset Test Sample-1 (Linearized Graph with Images)

#INPUT Prompt:
Consider the uploaded Image of a House
List the Key features of this image for House Advertising.

#OUTPUT:
Key features of image:1: 
The key features of this image are: a large glass wall, a wooden deck with chairs, a swimming pool, and a view of the surrounding city.

Key features of image:2: 
This image shows a rooftop patio with a large table and chairs, a small table with two chairs, and a large planter with plants. The view from the rooftop is of a 
cityscape with skyscrapers and trees in the foreground. The sky is clear and sunny, and there is a blue and white striped awning over the patio. The patio is 
surrounded by a railing made of metal and glass, and there are several large windows on the side of the building. The building is made of concrete and glass, 
with a modern design.

Key features of image:3
The image shows a modern, minimalist bathroom with a white wall tiles, a grey toilet, and a mirror above the sink. The toilet is mounted on the wall and there 
is a white towel rack next to it. The sink is made of white porcelain and there are two towels hanging from the rack. The shower area is visible in the 
background, and there is a grey tiled floor. The walls have large white tiles and there is a small window with a white curtain. The overall impression is of a 
clean, modern, and functional bathroom.

…………………..
…………………..

Figure 3: Prompt Template for LMM to generate key features of the image for House dataset

Prompt Template New for LMM
House Dataset Test Sample-1 (Linearized Graph with Images)

#INPUT Prompt:
Consider the House Linearized Graph:
This house location Manningham. This house property type Apartment. This house address 642/654 Doncaster Rd, Manningham VIC 3108, Australia. This 
house sold price 526000. This house leased date Sat 23-May-15. This house agency name Vicprop - MELBOURNE. This house agency address Level 10, 179 
Queen Street Melbourne Vic 3000 . This house number of bedrooms 2. …………………………………………………………………..

Also consider the key features of the images of the House:

Key features of image:1: 
The key features of this image are: a large glass wall, a wooden deck with chairs, a swimming pool, and a view of the surrounding city.

Key features of image:2: 
This image shows a rooftop patio with a large table and chairs, a small table with two chairs, and a large planter with plants. The view from the rooftop is of a 
cityscape with skyscrapers and trees in the foreground. The sky is clear and sunny, and there is a blue and white striped awning over the patio. The patio is 
surrounded by a railing made of metal and glass, and there are several large windows on the side of the building. The building is made of concrete and glass, 
with a modern design.
…………………..
…………………..

Now Generate a Real-estate advertising summary with an appropriate title that summarizes all the features of the House Linearized 
Graph and the key features of the images of the House.

#OUTPUT:
Title: Luxurious 2-bedroom Apartment in the Heart of Melbourne
This stunning 2-bedroom apartment is located in the heart of Melbourne, just minutes away from the city's top attractions. With a prime location, this 
apartment offers breathtaking views of the surrounding city and is surrounded by tall trees and other buildings. The apartment has ducted heating, air-
conditioning, a dishwasher, a dining room, a large glass wall…….

Figure 4: Prompt Template for LMM to generate text for House dataset
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Prompt Template for Labelled Critic Data Generation

PhD Progress Review SeminarTahsina Hashem

Prompt
You are given a Sentence. You have to list the features one by one from the Sentence. 

Examples:
#Few In Context learning Examples

Sample INPUT:
Sentence: This fantastic home boasts 3 spacious bedrooms, modern fully tiled bathroom with spa, and 
separate laundry with additional toilet, fully landscaped rear garden with water tank leading to the remote 
control double lock up garage.

Sample OUTPUT:
List of Features:
1. 3 bedrooms
2. Spacious bedrooms
3. Fully tiled bathroom
4. Bathroom with spa
5. Separate laundry
6. Additional toilet
7. Fully landscaped rear garden
8. Garden with water tank
9. Remote control double lock up garage

Figure 5: Prompt Template for LLM to extract list of features from a sentence

Prompt Template for Labelled Critic Data Generation

PhD Progress Review SeminarTahsina Hashem

Prompt
You are given a List of Features and a set of uploaded images. 
You have to verify whether a particular feature is “Visible” or “Not Visible” in the images. 

Examples:
#Few In Context learning Examples

Sample INPUT:
Is the feature-''Lace veranda” is visible in the uploaded images? Answer 'Yes' or 'No'. If 'Yes', then mention the image number.
Is the feature-''Corner lot” is visible in the uploaded images? Answer 'Yes' or 'No'. If 'Yes', then mention the image number.
Is the feature-'' Hardwood floors” is visible in the uploaded images? Answer 'Yes' or 'No'. If 'Yes', then mention the image number.

Sample OUTPUT:
Lace veranda: Yes, Visible in Image 1
Corner lot: No.
Hardwood floors: Yes, Visible in Image 1, Image 2, Image 4

Figure 6: Prompt Template for GPT-4V to list visible and not visible image featuresPrompt Template for Labelled Critic Data Generation

PhD Progress Review SeminarTahsina Hashem

Prompt
You are given a Features List and a House Linearized Graph. 
You have to only list those features from the ‘Feature List ' that are not supported by the 'House Linearized Graph’.

Examples:
#Few In Context learning Examples

INPUT:
#Not Visible Image Features List
#House Linearized Graph

OUTPUT:
#List of Hallucinated Features

Figure 7: Prompt Template for LLM to list hallucinated features
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Prompt Template for Labelled Critic Data Generation

PhD Progress Review SeminarTahsina Hashem

Prompt
You are given two lists: List-1, List-2 and a House Linearized Graph. Your task is to Classify the features of List-2 into two groups: 

Salient Features: The features from List-2 which are similar with any of the features of List-1 or supported by the 'House Linearized Graph’
Not-Salient Features: All the remaining features from List-2 that are not classified as Salient Features

INPUT:
#List-1 :: Visible Image Features List from Ground-Truth Text (Salient Image Features List)
#List-2 :: Visible Image Features List from the LMMs (Salient and Not-Salient Image Features List)
#House Linearized Graph

OUTPUT:
#List of Salient Image Features and Not-Salient Image Features

Figure 8: Prompt Template for LLM to list salient and not salient image features

Proposed Framework:
Training a Vision Critic Model using Critic Data

29Tahsina Hashem

❖Part-1: Labeling the Generated Image Features

PhD Progress Review Seminar

Is the feature: “Fireplace”- Salient or Not-salient or Hallucinated ?

The feature of a House image: "Double-fronted block facade home" is an important feature for a real-estate advertising, 
because ..?  "Complete within one sentence“.

The feature of a House image: “Double-fronted block facade home" is an important feature for real-estate advertising
because it signifies architectural distinction, spaciousness, and curb appeal, drawing attention and interest from potential buyers.

Prompt Input to LLM:

Output from Zero-Shot LLM (ChatGPT-3.5):

The feature of a House image: “Black Roof " is not an important feature for a real-estate advertising, because ..? 
"Complete within one sentence“.

The feature of a House image: “Black Roof " is not an important feature for real-estate advertising because it is a relatively 
common and neutral characteristic that does not significantly enhance the property's appeal or value.

Output from Zero-Shot LLM (ChatGPT-3.5):

Prompt Input to LLM:

Figure 9: Prompt Template for LLM to generate rationale for salient features and not-salient features

Proposed Framework:
Prompt for Updating the Generated Summary Using GPT-3.5 from 
the Feedback of the Vision Critic Model

32Tahsina Hashem

✓ We have designed an appropriate prompt to update the erroneous summary generated by LMMs

Consider the following Text:
#Text:……

Remove the following features from the Text :
#List of Not-salient and Hallucinated Features

Update the summary by considering the following features: 
#List of Salient Features

Note: Do not make any other modification of the Summary.

PhD Progress Review Seminar

Figure 10: Prompt Template for LLM to do post-hoc correction of the generated text according to the feedback of
the critic model
Prompt Template for Labelled Critic Data Generation

PhD Progress Review SeminarTahsina Hashem

Consider the Linearized Graph/Tabular Data and the Images.
You are given a "List of Features". 

Your task is to list only those features form the "List of Features", that are not aligned with the Linearized Graph/Tabular Data or the Images.

INPUT:
#Linearized Graph/Tabular Data
#Images
#List of Features

OUTPUT:
#List of Faithful Features

Consider the following "List of Features". 

Now generate a real-estate advertising summary with all the features from the "List of Features". 

INPUT:
#List of Features

OUTPUT:
#Advertising Text

Figure 11: Prompt Template for GPT-4V to list faithful and salient features from the ground-truth text
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Prompt Template for Labelled Critic Data Generation

PhD Progress Review SeminarTahsina Hashem

Consider the Linearized Graph/Tabular Data and the Images.
You are given a "List of Features". 

Your task is to list only those features form the "List of Features", that are not aligned with the Linearized Graph/Tabular Data or the Images.

INPUT:
#Linearized Graph/Tabular Data
#Images
#List of Features

OUTPUT:
#List of Faithful Features

Consider the following "List of Features". 

Now generate a real-estate advertising summary with all the features from the "List of Features". 

INPUT:
#List of Features

OUTPUT:
#Advertising Text

Figure 12: Prompt Template for LLM to make a paragraph with the faithful and salient features

House Knowledge Graph and Images:

Essendon 

Railway Station. 

House

nearest 
school

property-type

address

num. of 
bedrooms

num. of parking 
spaces

type

gender-type

num. of 
bathrooms

sold price
leased date

agency 
name

has 

nearest train 
station

House

Essendon East Keilor 
District College 
Senior Campus

1380000

3

1

2

Essendon

Sat 30-May-15

Nelson Alexander Real 
Estate - Essendon

36 Edward St, Essendon VIC 
3040, Australia

Co-Ed

Secondary

courtyard

has
nearest park

has
dining room

location

This house location Essendon. This house property type House. This house address 36 Edward St, Essendon VIC 3040, Australia. This house sold price 1380000. This house leased date 
Sat 30-May-15. This house agency name Nelson Alexander Real Estate - Essendon. This house agency address 1019 Mount Alexander Road Essendon Vic 3040 . This house number of 
bedrooms 3. This house number of bathrooms 1. This house number of parking spaces 2. This house has courtyard yes. This house has dining_room yes. 
This house has its nearest park yes. This house number of carport spaces 1. This house number of garage spaces 1. This house nearest Train station Essendon Railway Station. This 
house distance to closest railway station 9 mins walking distance. This house nearest school Essendon East Keilor District College Senior Campus. Essendon East Keilor District College 
Senior Campus gender-type CoEd school. Essendon East Keilor District College Senior Campus school-type Secondary. 

9 mins walking 

distance

distance to closest
railway station 1019 Mount Alexander Road 

Essendon Vic 3040 

agency
address

Knowledge Graph Images

Pre-processed Ground-truth text:

Stunning Edwardian Charm in Prestige Essendon Location!: This grand home features three spacious bedrooms, a central bathroom, elegant formal lounge, dining room, and
adjoining kitchen. Enjoy high ceilings, lead-light windows, a cellar, hallway storerooms, and a wrap-around verandah overlooking the expansive north-facing backyard. With a
garage, carport, and walking distance to local parks and Essendon Station, this elevated corner block boasts a total land area of 603sqm. Don’t miss out on this rare opportunity to
own a piece of Edwardian history in one of Essendon’s most sought-after neighborhoods!

Our model:
Spacious 3-bedroom House in Essendon with Picket Fence and White Porch: This advertisement is for a charming classical Victorian home in the urban area of Essendon,
Melbourne. The house has a picket fence surrounding the front yard, a small porch with a white railing and two small windows, a small tree, and a small garden. The key features of
the image are the yellow exterior and white trim, small garden, and white wooden porch with large windows and wooden frames. Located on a generous block, this charming home
boasts original period features that add to its character. The spacious living room is perfect for families looking for a cozy, well-maintained, and well-located house in Essendon.
Additional information provided includes the address (36 Edward St, Essendon VIC 3040, Australia), sold price ($1380000), leased date (Sat 30-May-15), agency name (Nelson
Alexander Real Estate - Essendon), agency address (1019 Mount Alexander Road Essendon Vic 3040), number of bedrooms (3), number of bathrooms (1), number of parking spaces
(2), whether it has a courtyard, a dining room, a nearby park, the number of carport spaces (1), the number of garage spaces (1), proximity to the nearest train station (9 mins walking
distance), and the nearest school (Essendon East Keilor District College Senior Campus). The image key features are also highlighted, making this property an ideal choice for those
seeking a Victorian home with period charm in Essendon.

Woodpecker model:

Charming 3-Bedroom House in Essendon with Picket Fence and White Porch: This advertisement is for a spacious 3-bedroom house located in the desirable area of Essendon,
Melbourne. The house features a charming yellow exterior with white trim, giving it a warm and inviting feel. The front yard is enclosed by a classic picket fence, adding to the
overall charm of the property.Upon entering the house, you are greeted by a small porch with a white railing, providing the perfect spot to relax and enjoy the surroundings. The
porch is adorned with two large windows, allowing for plenty of natural light to fill the interior space.The house is well-maintained and in good condition, with a small garden and a
tree adding to the overall appeal. The key features of the image include the yellow exterior with white trim, the small wooden front door, and the white wooden porch with large
windows and wooden frames.In addition to the visual features, the House Linearized Graph provides important information about the property. The house is located at 36 Edward St,
Essendon VIC 3040, Australia. It was sold for $1380000 and was leased on Sat 30-May-15. The agency responsible for the property is Nelson Alexander Real Estate - Essendon,
located at 1019 Mount Alexander Road Essendon Vic 3040. The house offers 3 bedrooms, 1 bathroom, and 2 parking spaces, including 1 carport and 1 garage. It also features a
courtyard and a dining room. The nearest park is within walking distance, providing a convenient outdoor space for recreation.For families looking for a cozy and well-located
house, this advertisement is perfect. The property offers a spacious interior, a picket fence, and a small garden, creating a welcoming and comfortable atmosphere. The proximity to
Essendon Railway Station, which is just a 9-minute walk away, adds to the convenience of the location. The nearest school, Essendon East Keilor District College Senior Campus, is
also within close proximity, making it an ideal choice for families with school-aged children.Don’t miss out on the opportunity to make this charming house in Essendon your new
home. Contact Nelson Alexander Real Estate - Essendon today to arrange a viewing.

LURE model:
The house is a 3-bedroom house with 1 bathroom and 2 parking spaces, located in a quiet neighborhood with easy access to parks and public transportation. It has a beautiful
outdoor living area and a modern kitchen and living room with plenty of storage space. The bedrooms are spacious and bright, and the house is equipped with ducted heating and
cooling. The house is located in Essendon, just minutes away from local shops, cafes, and restaurants. The area has several parks and reserves, perfect for recreation. The location is
just a few minutes’ walk away from Essendon Railway Station, which is a major transport hub. The house is in close proximity to several schools, including Essendon East Keilor
District College Senior Campus, which is a CoEd school. Overall, this house is a great option for those looking for a charming and convenient place to live.

MiniGPT4 model:
Spacious 3-bedroom House in Essendon with Picket Fence and White Porch: This advertisement is for a charming, small yellow house in the urban area of Essendon, Melbourne.
The house has a picket fence surrounding the front yard, a small porch with a white railing and two small windows, a small tree, and a small garden. The house is well maintained
and in good condition. The key features of the image are the yellow exterior and white trim, small garden, small wooden front door, and white wooden porch with large windows and
wooden frames.The House Linearized Graph provides additional information about the property, including its address (36 Edward St, Essendon VIC 3040, Australia), sold price
($1380000), leased date (Sat 30-May-15), agency name (Nelson Alexander Real Estate - Essendon), agency address (1019 Mount Alexander Road Essendon Vic 3040), number of
bedrooms (3), number of bathrooms (1), number of parking spaces (2), whether it has a courtyard, a dining room, a nearby park, the number of carport spaces (1), the number of
garage spaces (1), proximity to the nearest train station (9 mins walking distance), and the nearest school (Essendon East Keilor District College Senior Campus). The image key
features are also highlighted.This advertisement is perfect for families looking for a cozy, well-maintained, and well-located house in Essendon with a picket fence and a small
garden.

Figure 13: Example of generated text on the House dataset.
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Product Tabular Data and Image:

Attribute Value

type skirt

style casual

style sporty

skirt style pleated

Tabular Data Image

Pre-processed Ground-truth text:
Introducing our latest product that combines romantic and soft beauty with a relaxed and neat style. This design
highlights the integration of sporty and casual styles, making it popular with young girls. The dynamic layers of the
pleated skirt hem add a hint of sweetness, while effectively embellishing the curve of the buttocks and highlighting the
slim waist. Don’t miss out on this stylish and flattering addition to your wardrobe!

Our model:
The product is a pleated skirt with a slimming effect, featuring a structured triangular design at the hemline that reveals
the lines of your legs. The four distinctive hem designs give the skirt a modern touch, making it a stylish and versatile
addition to any wardrobe.

Woodpecker model:
Sample-1: The product is a loose-fitting silhouette outlining a hooded sweater style, showcasing a classic design that
exudes a relaxed and energetic feeling. The color-blocking drawstring design with crystal patches adds decoration and
captures attention. The fleece lining provides warmth, making you feel soft and cozy. Sample-2: The product is a pleated
skirt([pleated]) with a structured triangular design at the hemline that reveals the lines of your legs. The four distinctive
hem designs give the skirt a modern touch. The product stands out with its unique shape, collar contrast color embroidery
stitching, and striped element, which is timeless fashion. Sample-3: The product is a collared shirt with a stand-up collar
and unique shape. The shirt has a sporty style and is made of a

LURE model:
The image is of two women wearing pleated skirts. The first woman is wearing a mint green skirt, while the second
woman is wearing a mint green skirt. Both skirts have a pleated design and a shorter hemline. The women are standing
next to each other and smiling. The image is shot from the waist up, so only their heads and upper bodies are visible. The
background has a repeating pattern of small circles. The setting is casual, outdoors, with a bright pink or red pigment
used on the walls and floor.

MiniGPT4 model:
Sample-1: The product is a loose-fitting silhouette outlining a hooded sweater style, showcasing a classic design that
exudes a relaxed and energetic feeling. The color-blocking drawstring design with crystal patches adds decoration and
captures attention. The fleece lining provides warmth, making you feel soft and cozy. Sample-2: The product is a pleated
skirt with a structured triangular design at the hemline that reveals the lines of your legs. The four distinctive hem
designs give the skirt a modern touch. The product stands out with its unique shape, collar contrast color embroidery
stitching, and striped element, which is timeless fashion. Sample-3: The product is a collared shirt with a stand-up collar
and unique shape. The shirt has a sporty style and is made of a

Figure 14: Example of generated text on the Product dataset.
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