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Abstract

We study the limitations of Large Language
Models (LLMs) for the task of response gen-
eration in human-machine dialogue. Several
techniques have been proposed in the litera-
ture for different dialogue types (e.g., Open-
Domain). However, the evaluations of these
techniques have been limited in terms of base
LLMs, dialogue types and evaluation metrics.
In this work, we extensively analyze differ-
ent LL.M adaptation techniques when applied
to different dialogue types. We have selected
two base LLMs, Llama2. and Mistral;, and
four dialogue types Open-Domain, Knowledge-
Grounded, Task-Oriented, and Question An-
swering. We evaluate the performance of in-
context learning and fine-tuning techniques
across datasets selected for each dialogue type.
We assess the impact of incorporating external
knowledge to ground the generation in both
scenarios of Retrieval-Augmented Generation
(RAG) and gold knowledge. We adopt consis-
tent evaluation and explainability criteria for
automatic metrics and human evaluation pro-
tocols. Our analysis shows that there is no
universal best-technique for adapting large lan-
guage models as the efficacy of each technique
depends on both the base LLM and the specific
type of dialogue. Last but not least, the assess-
ment of the best adaptation technique should
include human evaluation to avoid false expec-
tations and outcomes derived from automatic
metrics.

1 Introduction

In recent years, Large Language Models (LLMs)
have been employed for the task of response gener-
ation in human-machine dialogues (Hosseini-Asl
et al., 2020a; Izacard and Grave, 2021; Komeili
et al., 2022). Such models have been applied to
several dialogue types, including Open-Domain
Dialogues (i.e. informal conversations about triv-
ial matters), Knowledge-Grounded Dialogues (i.e.

T Equal contribution.

conversations with a system that provides factual
responses), Task-Oriented Dialogues (i.e. conversa-
tions where the system helps a user to achieve a spe-
cific goal), and Question Answering (i.e. question-
answer exchanges given context).

However, recent studies have shown the short-
comings of LLMs as dialogue model surrogates
as they are prone to generate toxic, biased, and ir-
relevant responses (Zhang et al., 2020; Mousavi
et al.,, 2022, 2023; Lin and Chen, 2023). To
adapt LLMs to dialogue types, different techniques
have been employed such as in-context learn-
ing (Brown et al., 2020; Chen et al., 2023; Meade
et al., 2023; HudecCek and Dusek, 2023) and fine-
tuning (Wang et al., 2022; Komeili et al., 2022;
Huang et al., 2023). Furthermore, strategies such
as grounding (Gopalakrishnan et al., 2019; Zhao
et al., 2023) and Retrieval-Augmented Generation
(RAG) (Lewis et al., 2020; Borgeaud et al., 2022)
have been proposed to improve the generation qual-
ity.

Currently, the performance of the aforemen-
tioned techniques in adapting LL.Ms across differ-
ent dialogue types is understudied. Previous studies
have evaluated these techniques in a specific dia-
logue type only (Raposo et al., 2023; Zhang et al.,
2023). Such studies are based on different base
models and are assessed via incomparable evalua-
tion methodologies.

In this work, we conduct an extensive study on
the efficacy of different techniques to adapt LLMs
for multiple dialogue types. We select Llama-2
Chat (Llama2.) (Touvron et al., 2023) and Mis-
tral Instruct (Mistraly) (Jiang et al., 2023) as base
LLMs, and experiment with in-context learning and
fine-tuning in the context of four dialogue types: a)
Open-Domain Dialogues (ODDs), b) Knowledge-
Grounded Dialogues (KGDs), ¢) Task-Oriented Di-
alogues (TODs), d) Question Answering (QA). Be-
sides, we assess the impact of incorporating exter-
nal knowledge by considering retrieved knowledge
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and gold knowledge. In the retrieved knowledge
scenario, we use RAG to add the knowledge to the
model’s input. We assess the performance of each
technique using the same automatic metrics and
comparable human evaluation. We further com-
pute the contribution of each segment of the input
vector by using integrated gradients as an explain-
ability attribution method. We evaluate the models
using an open human evaluation protocol (Mousavi
et al., 2022) designed for dialogue contextualiza-
tion, appropriateness, correctness, and validity. In
summary, the main contributions of this paper are:

* Adaptation of Llama2s and Mistral; using
fine-tuning and in-context learning! in four
different dialogue types and corresponding
corpora;

* Assessment of the impact of grounding the
response generation on external knowledge,
both in cases of retrieved knowledge and gold
knowledge;

* Extensive study on the efficacy of each tech-
nique using automatic evaluations and human
evaluation, including explainability and cate-
gorization analysis of natural language gener-
ation errors.

2 Literature Review

Open-Domain Dialogue (ODD) In earlier studies,
sequence-to-sequence models have been trained for
response generation in open-domain dialogues (Li
et al.,, 2017). However, such models suffered
from generating generic or inappropriate responses
(Zhang et al., 2020). To improve the generation
quality, studies grounded the generation on exter-
nal knowledge, such as persona statements (Wolf
etal., 2019; Kasahara et al., 2022; Xu et al., 2022b),
the personal graph of user interactions (Mousavi
et al., 2023), and retrieved documents (Huang et al.,
2023). While the previous works developed data-
driven models using training/fine-tuning, recent
studies have explored the potential of in-context
learning with LLMs (Qian et al., 2023).
Knowledge-Grounded Dialogue (KGD)
Sources such as Wikipedia have been used as
unstructured knowledge to ground the generated
responses (Dinan et al., 2019; Gopalakrishnan
et al., 2019; Komeili et al., 2022) to generate

'The code is available at https://github.com/
sislab-unitn/Fine-Tune-or-Rag

consistent and factual answers. To improve the
generation quality, previous works have studied
the impact of knowledge selection (Qin et al.,
2023; Sun et al., 2023), different knowledge
representations (Mousavi et al., 2023; Yang
et al., 2023), additional knowledge elements (e.g.
dialogue acts, topics) (Hedayatnia et al., 2020),
training without knowledge supervision (Han et al.,
2023), and in-context learning (Chen et al., 2023).

Task-Oriented Dialogue (TOD) LLMs have
been fine-tuned for TOD modeling for joint
dialogue state tracking and response genera-
tion (Hosseini-Asl et al., 2020b; Kulhanek et al.,
2021; Wang et al., 2022; Ding et al., 2024), and ro-
bustness to spoken interactions (Thulke et al., 2024;
Mousavi et al., 2024). Recent studies focus on
augmenting the TOD modeling with unstructured
knowledge access (Feng et al., 2020; Kim et al.,
2020, 2021). In this regard, He et al. (2024) have
proposed a pipeline for retrieval and grounded re-
sponse generation. Raposo et al. (2023) compared
in-context-learning and fine-tuning, but considered
retrieved replies from previous dialogues as knowl-
edge.

Question Answering (QA). In the most general
setting, relevant documents need to be retrieved
to provide an answer (Lee et al., 2019; Qu et al.,
2020). Some studies have proposed to select the
documents with the highest similarity with the ques-
tion computed between their BERT encodings (Lee
et al., 2019; Karpukhin et al., 2020). With this re-
trieval strategy, some studies have fine-tuned LLMs
to condition the generation on the retrieved docu-
ments through grounding (Lewis et al., 2020; Izac-
ard and Grave, 2021) or cross-attention (Borgeaud
et al., 2022). Other works generated the answers
using in-context learning with zero-shot (Levine
et al., 2022; Cho et al., 2023). A survey com-
pared existing generation-only, retrieval-only, and
RAG models (Zhang et al., 2023) but with differ-
ent base models, hindering the comparison of the
techniques.

3 Experiments

We study and compare in-context learning and
fine-tuning as techniques to adapt LLMs for
human-machine dialogues. We select Llama-
2 Chat (Llama2g) (Touvron et al., 2023) and
Mistral Instruct (Mistraly) (Jiang et al., 2023)
as base LLMs, and experiment in the context
of four dialogue types: Open-Domain Dialogue
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(ODD), Knowledge-Grounded Dialogue (KGD),
Task-Oriented Dialogue (TOD), and Question An-
swering (QA). For each technique and dialogue
type, we assess the impact of grounding the gen-
eration on documents in the scenarios of retrieved
knowledge (RAG) and gold knowledge.

3.1 Datasets

In our experiment, we have selected a dataset for
each of the four dialogue types (see §A.1 for selec-
tion). The statistics of these datasets are summa-
rized in Table 1.

Open-Domain Dialogue (ODD) We select Dai-
lyDialog (Li et al., 2017), a widely-used dataset
of human-human dialogues crawled from various
websites used by English learners to practice. The
final dataset contains 13k written dialogues with an
average of 8 turns per dialogue.

Knowledge-Grounded Dialogue (KGD) We
experiment on Wizard of Wikipedia (Dinan et al.,
2019), a dataset of dialogues between two partici-
pants with the roles of apprentice and wizard. At
each turn, the wizard can access a set of documents
(passages from Wikipedia) and use it to incorpo-
rate factual knowledge in their reply. The dataset
contains 20k dialogues about one of 1359 distinct
topics and provides an unseen set of documents for
testing.

Task-Oriented Dialogue (TOD) We select the
dataset proposed for the first track of the ninth
Dialogue System Technology Challenge (Kim
et al., 2020), an augmented version of MultiwOZ
2.1 (Eric et al., 2020). The dataset spans over 7
domains and contains 9k multi-domain dialogues.
The dialogues include turns where the system needs
to access an unstructured knowledge base of 2900
documents (FAQs) to provide a correct response.

Question Answering (QA) We select Narra-
tiveQA (Kocisky et al., 2018), a dataset of 47k
questions with free-form answers based on 1.5k
books and movie scripts. The question-answer
pairs are formulated based on summaries of the
books and movies.

3.2 Techniques

We evaluate in-context learning and fine-tuning as
techniques to adapt LLMs for response generation
in the selected dialogue types. In-context learning
is a technique that uses instructions and examples
to condition the generation. Instead, fine-tuning
further trains the model (completely or partially)
on the task of interest using a smaller-scale dataset

. Avg. #Ext.
Type Dataset #Dials #Turns  Know.
ODD  DailyDialog 13k 8 —
KGD  WoW 20k 9 61
TOD  DSTC9 Track 1 -9 19 2900
QA NarrativeQA “47k 2 1572

Table 1: Selected datasets for each dialogue type: Open-
Domain Dialogue (ODD), Knowledge-Grounded Di-
alogue (KGD), Task-Oriented Dialogue (TOD), and
Question Answering (QA). #Ext. know. indicates the
number of documents in the unstructured knowledge
base. T In KGD the content of the knowledge base dif-
fers at each turn with an average of 61 + 22 documents.
* Question-answer exchanges.

than the pre-training phase. In a dialogue setting,
fine-tuning should feach LLMs to behave as di-
alogue models and account for each state of the
conversation between speakers.

As a baseline, for both techniques, we consider
the context (i.e. the question for QA, the history
for ODD, KGD, and TOD) as the input and use
the default prompt structure of the models to sepa-
rate user and system turns. Additionally, for TOD
we append the dialogue state (a summary of user
requirements), following previous work on this di-
alogue type (Wang et al., 2022; Ding et al., 2024).
For KGD, we prepend the topic to the start of the
dialogue.

3.3 Knowledge

Incorporating external knowledge for the task of
response generation has been shown to improve the
factual accuracy (He et al., 2024) and contextual-
ization (Mousavi et al., 2023) of responses.

For each of the selected types but for ODD, we
consider their corresponding unstructured knowl-
edge base. Regarding KGD, we consider passages
from Wikipedia, while for TOD we consider FAQs
related to services and places (e.g. restaurants, ho-
tels, taxi booking). For QA we consider all the
summaries of the books and movies.

For both in-context learning and fine-tuning, we
study the impact of knowledge on the generated
responses, in two scenarios:

* Retrieved knowledge: we retrieve k docu-
ments from the unstructured knowledge base;

* Gold knowledge: we use the ground truth
document.

For the retrieved knowledge scenario, we use the
Retrieval Augmented Generation (RAG) strategy.
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Model Technique K];::)t‘:ll'::;e Perplexity
0obD KGD TOD QA
No Know. 64.13 35.17 25.15 1442.26
In-Context Learning  Retrieved Know. 33.10 24.72 625.08
Gold Know. 24.40 23.81 298.16
Llama2¢
No Know. 5.67 t001  7.63 £oo1  3.06 £o01 12.03 +0.06
Fine-Tuning Retrieved Know. 6.95 +001 397 o001 547 £o002
Gold Know. 438 to01  3.12+o001  4.98 +o.01
No Know. 14.19 15.31 9.82 91.42
In-Context Learning  Retrieved Know. 14.75 9.76 42.58
. Gold Know. 9.81 9.37 16.74
Mistral;
No Know. 6.41 +o01  8.67 o001  3.56 o001 14.11 +o0.01
Fine-Tuning Retrieved Know. 7.78 001 3.61 o001  5.97 o0
Gold Know. 517 o001 3.58 £o01  4.88 +o.01

Table 2: Automatic Evaluation Perplexity of Fine-Tuning and In-Context Learning with Retrieved (top-3) and
Gold (ground-truth) knowledge, on Llama2~ and Mistraly, in different dialogue types: Open-Domain Dialogues
(ODDs), Knowledge Grounded Dialogues (KGDs), Task-Oriented Dialogues (TODs), and Question Answering
(QA). Results for fine-tuned models report mean and standard deviation over three runs.

We use an off-the-shelf retriever? (model details in
§A.2) to retrieve documents from the unstructured
knowledge base. First, we encode all the docu-
ments considering their content together with their
topic (KGD), place or service name (TOD), or title
(QA) (Karpukhin et al., 2020). Then, at each turn,
we retrieve the k most similar documents based on
L2 distance with the encoded context. Finally, we
feed the retrieved documents to the base models
together with the context to generate a response.

In the gold knowledge scenario, we directly
feed the model with the ground truth documents.
This serves as an upper bound for RAG. Addition-
ally, this strategy allows us to study the ability of
the techniques to incorporate knowledge in the re-
sponses.

3.4 Models

We select the widely-used 7B version of Llama2¢
and Mistral; as base models. For in-context learn-
ing, we experiment with three instructions for each
dialogue type and select the best based on the de-
velopment set performance. For fine-tuning, we
use LoRA, a parameter-efficient technique that has
shown comparable performance to fine-tuning all
parameters (Hu et al., 2021). Further details about
the parameters are reported in §A.2.

4 Evaluation

We conduct a comparative study on the impact of
in-context learning and fine-tuning to adapt LLMs

2https://github.com/langchain-ai/langchain

for dialogues. We select Llama2~ and Mistral; as
base LLMs and experiment in four dialogue types:
ODDs, KGDs, TODs, and QA. For each dialogue
type, we study the impact of external knowledge,
both retrieved and gold. Further details about the
implementation and the resources used are avail-
able in the appendix (§A.2).

4.1 Automatic Evaluation

Currently available automatic metrics used for the
task of response generation are not interpretable
and correlate poorly with human judgments (Liu
et al., 2016; Sai et al., 2022; Mousavi et al., 2022).
Therefore, we focus on perplexity as it is derived
from the objective function used to fine-tune the
models, and present other metrics in §A.3.

Table 2 reports the perplexity of Llama2 and
Mistral; on the test set of each dialogue type. In
all dialogue types, fine-tuned models have obtained
better performance compared to in-context learning.
When considering the impact of external knowl-
edge, models fine-tuned on TODs show that knowl-
edge slightly increases perplexity. The high per-
plexity obtained by in-context learning models on
QA can be explained by two reasons: first, be-
sides the knowledge, only the question is used as
context; second, while the ground truths are partic-
ularly short (4.26 tokens on average), these models
generate long responses, making them unlikely to
include the correct answer in the first few tokens.
This does not happen for fine-tuned models since
they are trained to generate shorter responses. Nev-
ertheless, the best results have been obtained with
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% of Tokens w. Significant Contribution in Each Segment

Dialogue .
Model Type Technique . Topic/Dialogue Dialogue
Instruction S . Knowledge
tate History
kGp . InContextLearning 2185 _ 2860 _ _ _ __ 1597 _ _ 3358
Llama2c Fine-Tuning 39.43 13.80 46.77
7op . In-ContextLeaming 2598 _ 1954 = _ 1646 _ _38.02
Fine-Tuning 27.19 8.04 64.77
kGp . InContextLeaming o0 1485 ___1610
Mistral; Fine-Tuning 65.55 11.00 23.45
qop . In-ContextLeaming 6905 _ 1019 1124 932 _
Fine-Tuning 14.55 29.06 56.39

Table 3: Explanability Study Percentage of tokens with significant contribution to the generation in different
segments of the input vector for each model in Knowledge-Grounded Dialogues (KGDs), and Task-Oriented
Dialogues (TODs). All rows sum to 100. For KGD, the second column reports the contribution of the Topic,
while for TOD it reports the contribution of the Dialogue State. The Instruction segment is only present for

In-Context Learning.

gold knowledge. We report automatic evaluation re-
sults including retriever accuracy, overlap between
knowledge and response tokens, and other auto-
matic metrics in §A.3.

4.1.1 Explainability Study

To understand the contribution of each segment of
the input vector (i.e. instruction, context, knowl-
edge, topic, and dialogue state), we compute inte-
grated gradients (Sarti et al., 2023)° of input ele-
ments and select the most contributing input tokens
(top-25%). Table 3 reports the percentage of most
contributing tokens that fall in each segment (nor-
malized by the length of the segment). In general,
in both KGD and TOD, the dialogue history is the
least contributing segment, which might indicate
that only a part of the history is significant for re-
sponse generation. On the other hand, in KGD
the topic has a higher score than the dialogue his-
tory, suggesting its importance for response gener-
ation for this dialogue type. Interestingly, Mistral;
gives considerably more importance to the topic
than Llama2., decreasing the importance of the
knowledge segment. For the TOD type, the most
contributing segment is often the knowledge, reach-
ing over 50% with fine-tuning. This suggests that
knowledge is more relevant for TOD and that rele-
vance changes with respect to the dialogue type.

4.2 Human Evaluation

Considering the uninterpretability of automatic
evaluations, we conducted a human evaluation of

3We use Inseq to compute integrated gradients.

the generated responses to gain more insight into
the models’ performance. Mousavi et al. (2022)
proposed four dimensions to evaluate response gen-
eration based on the most common errors and quali-
ties. We evaluate the responses using their protocol
and three of their dimensions:

* Contextualization: the response includes ex-
plicit or implicit references to the dialogue
history (ODD, KGD, TOD) or the gold knowl-
edge (QA);

* Appropriateness: the response is coherent
and makes sense as a continuation of the dia-
logue;

* Correctness: the response is grammatically
and syntactically correct.

According to these dimensions, we evaluate the re-
sponses for all techniques, models, and knowledge
scenarios, in all dialogue types. The only excep-
tion is QA, where we do not evaluate "Appropri-
ateness" since the dimension considers coherence
with respect to a dialogue history but QA only has
question-answer exchanges. Instead, we extend the
protocol* by proposing a new dimension for QA:

* Validity: the response includes adequate in-
formation to answer the question.

For TOD we do not include a dimension to evaluate
whether the response is in line with user require-
ments, as this can be measured automatically (via

*The extended protocol is available at https://github.
com/sislab-unitn/Human-Evaluation-Protocol/tree/
vl.1
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Model Technique KI;Z:)t:}ll'::;e Contextualization Appropriateness  Validity

ODD KGD TOD QA ODD KGD TOD QA

No Know. 85 70 70 50 80 70 60 10

In-Context Learning  Retrieved Know. 75 65 70 75 45 35

Gold Know. 90 40 90 85 45 80
Llama2¢

No Know. 45 60 70 15 50 65 60 15

Fine-Tuning Retrieved Know. 65 90 45 80 80 45

Gold Know. 80 8 85 65 85 75

No Know. 920 80 70 20 85 85 65 20

In-Context Learning  Retrieved Know. 75 65 40 65 60 25

. Gold Know. 90 55 175 70 55 80
Mistral;

No Know. 55 90 8 25 55 80 80 20

Fine-Tuning Retrieved Know. 95 85 30 85 90 40

Gold Know. 80 75 70 65 70 70

Ground-Truth

95 80 95 90 100 85 95 90

Table 4: Human Evaluation Percentage of Contextualized, Appropriate (ODD, KGD, TOD), and Valid (QA)
responses for In-Context Learning and Fine-Tuning with Retrieved (top-3) and Gold (ground-truth) knowledge,
on Llama2c and Mistraly, in different dialogue types: Open-Domain Dialogues (ODDs), Knowledge Grounded
Dialogues (KGDs), Task-Oriented Dialogues (TODs), and Question Answering (QA).

dialogue state tracking metrics e.g., Joint Goal Ac-
curacy). The dimensions can either have a positive
or negative answer value, as well as "I don’t know"
to avoid forcing erroneous judgments on any of the
two sides. For "Contextualization" and "Appropri-
ateness”, we also ask the annotators to motivate the
negative judgments with the explanations proposed
in the original protocol. We present the explana-
tions and related results in §4.3.

We recruited 75 annotators on the Prolific plat-
form>, and we assigned 5 dialogues to each annota-
tor. After performing quality control, we approved
65 annotators with a compensation of 9.00£/hour
(marked as good on the Prolific platform). Due
to the large number of responses, each annotator
evaluated a different set of model responses for a
given dialogue. For the purpose of quality control,
for each dialogue type, two dialogues were overlap-
ping among five annotators, while the remaining
dialogues were annotated by one crowd-worker
with an overlap only on the ground truth. The
inter-annotator agreement measured with Fleiss’ s
(Fleiss, 1971) was 0.65 (substantial agreement).

As results of the human evaluation (Table 4),
we report the percentage of positively judged re-
sponses (Contextualized, Appropriate, Valid) for
Llama2¢ and Mistral; when considering different
adaptation techniques (Fine-Tuning and In-Context
Learning) and knowledge (No Knowledge, Re-
trieved Knowledge, and Gold Knowledge) across

5h’ctps://www. prolific.com/

different dialogue types. As for ODDs, we report
no results for the Retrieved and Gold Knowledge
scenarios since no knowledge was used for this dia-
logue type. Additional results on "Correctness" are
reported in §A.4.

Open-Domain Dialogue (ODD) Models fine-
tuned for ODD tend to generate considerably less
contextualized responses than models adapted us-
ing in-context learning. In particular, fine-tuning
Llama2 reduces contextualization by 40%, while
for Mistral; by 35%. Similarly, fine-tuning reduces
their appropriateness by 30% compared to their
in-context learning version. This contrasts with
automatic evaluation (Table 2), where in-context
learning obtained a higher perplexity (i.e. worse
results) compared to fine-tuning.

Knowledge-Grounded Dialogue (KGD) Con-
cerning KGD, the results are model-dependent.
When considering Llama2¢, in-context learning
provides, regardless of the knowledge, 10% more
contextualized responses compared to fine-tuning.
On the other hand, fine-tuning Mistral; on Re-
trieved Knowledge leads to the highest contextu-
alization (95%). However, using Gold instead of
Retrieved Knowledge reduces the contextualiza-
tion of the fine-tuned model by 15%. Furthermore,
when considering the best models, Llama2¢~ and
Mistral; have a higher contextualization than the
ground truth (10 to 15%), suggesting that models
copy more from the dialogue history. Similarly
to contextualization, adapting Llama2s with in-
context learning and Gold Knowledge provides

185


https://www.prolific.com/

70 I 1lama2 Fine-Tuning
[EZZ 1lama2 In-Context Learning
60 [ Mistral Fine-Tuning

[ZZ] Mistral In-Context Learning
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(%) LLM Responses with Errors

) Generic Hallucinated |

Not Contextualized

) Incoherent )

Not Appropriate

Figure 1: Percentage of LLM responses (y-axis) for
each error type (Not Contextualized and Not Appro-
priate) and their explanation (Generic, Hallucinated,
and Incoherent) (x-axis), for Llama2- and Mistral;,
adapted with In-Context Learning and Fine-Tuning in
Open-Domain Dialogues (ODDs).

the highest percentage of appropriate responses
(85%). Instead, fine-tuning (on Retrieved Knowl-
edge) or adapting Mistral; with in-context learn-
ing (using No Knowledge) provides comparable
appropriateness (85%). While according to auto-
matic evaluation (Table 2) fine-tuning is always
the best technique, human evaluation results show
comparable appropriateness and contextualization
for in-context learning and fine-tuning.
Task-Oriented Dialogue (TOD) When adapt-
ing Llama2s and Mistral; to TOD, the results
clearly show that fine-tuning is preferable over in-
context learning. In particular, if we consider the
best model for each technique, when fine-tuned
Llama2¢ generates 20% more contextualized re-
sponses, while Mistral; generates 15% more. Al-
though fine-tuned models benefit from external
knowledge, Retrieved and Gold Knowledge vis-
ibly reduce contextualization of in-context learning
models (at most by 30% for Llama2¢s and 15%
for Mistraly). Similar behavior can be observed
for in-context learning in terms of appropriateness,
where Gold Knowledge reduces Llama2¢ results
by 15% and Mistral; by 10%. This is in line with
the explainability study (Table 3), where models
adapted with in-context learning have a lower con-
tribution from the knowledge segment than their
fine-tuned version. In general, if we consider the
best models for each technique, fine-tuned models
generate 25% more appropriate responses.

Il [lama2 Fine-Tuning
204 [ZZ 1lama2 In-Context Learning
N Mistral Fine-Tuning
[ZZ] Mistral In-Context Learning

(%) LLM Responses with Errors

| Generic
Not Contéxtualized

Hallucinated o Incoherent |

Not App'mpriate

Figure 2: Percentage of LLM responses (y-axis) for
each error type (Not Contextualized and Not Appro-
priate) and their explanation (Generic, Hallucinated,
and Incoherent) (x-axis), for Llama2- and Mistral;y,
adapted with In-Context Learning and Fine-Tuning in
Knowledge-Grounded Dialogues (KGDs).

Question Answering (QA) In QA, results show
improved contextualization and validity when in-
cluding knowledge, with the best results obtained
with gold knowledge. When considering the best
model for each technique, in-context learning in-
creases the percentage of contextualized responses
by 5%. These results greatly differ from Table 2
and show how unreliable automatic evaluation can
be. Although models fine-tuned on No or Retrieved
Knowledge obtain comparable or higher validity
than in-context learning, adding Gold Knowledge
to adapt Llama2s and Mistral; with in-context
learning increases their validity respectively by 5%
and 10%. Finally, even with Gold Knowledge,
no model reaches the validity of the ground truth
(90%).

These findings indicate that the best technique
depends on the dialogue type and the base LLM.
Regarding the techniques, in-context learning leads
to more contextualized and appropriate responses
in ODDs, while fine-tuning improves contextual-
ization and appropriateness in TODs. Regarding
the base LLMs, in KGDs adapting Llama2¢ with
in-context learning leads to the best results, while
Mistraly benefits the most from fine-tuning. Fur-
thermore, in QA the quality of knowledge impacts
contextualization and validity the most, while adap-
tation techniques have a minor effect.
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Figure 3: Percentage of LLM responses (y-axis) for
each error type (Not Contextualized and Not Appro-
priate) and their explanation (Generic, Hallucinated,
Incoherent, and Unhelpful) (x-axis), for Llama2 and
Mistral;, adapted with In-Context Learning and Fine-
Tuning in Task-Oriented Dialogues (TODs).

4.3 Explaining Negative Human Judgments

To better understand the shortcomings of the tech-
niques, we investigate the motivations provided by
the annotators to support their negative judgments.
For each technique, we considered the scenario
with gold external knowledge as the theoretical
upper bound (except for ODDs where no exter-
nal knowledge is required). Following the original
protocol, we consider two explanations for Not
Contextualized responses:

* Generic: the response is generic or does not
contain any reference (implicit or explicit) to
the dialogue history (ODD, KGD, TOD) or
the gold knowledge (QA);

* Hallucinated: the response is inconsistent
with the information contained in the dialogue
history (ODD, KGD, TOD) or the gold knowl-

edge (QA).
Regarding Not Appropriate responses, the protocol

has proposed one explanation (as an alternative to
a free-form explanation):

* Incoherent: the response is not coherent with
the context.

To better characterize errors in TODs, we propose
an additional explanation:

* Unbhelpful: the response candidate is not help-
ful in fulfilling the user’s request.

Il 1lama2 Fine-Tuning
20 4 [ZZ Llama?2 In-Context Learning
[ Mistral Fine-Tuning
[ZZ] Mistral In-Context Learning

(%) LLM Responses with Errors

) Hallucinated |

Generic

Not Contéxtualized

Figure 4: Percentage of LLM responses (y-axis) for
each error type (Not Contextualized) and their explana-
tion (Generic, and Hallucinated) (x-axis), for Llama2&
and Mistral;, adapted with In-Context Learning and
Fine-Tuning in Question Answering (QA).

In this section, we report the percentage of nega-
tively judged responses with a certain explanation
out of all the responses.

Open Domain Dialogue (ODD) In ODDs (Fig-
ure 1), fine-tuning causes the generation of few
generic responses, while for in-context learning
none are present. Moreover, fine-tuned models gen-
erate around 30% more hallucinated responses, and
around 25% more incoherent responses.

Knowledge-Grounded Dialogue (KGD) In
KGDs (Figure 2), fine-tuning causes the genera-
tion of a few generic responses. Regarding hal-
lucinated responses, fine-tuning slightly reduces
them for Llama2~ but increases them for Mistral;.
Differently, fine-tuning slightly increases the inco-
herent responses for Llama2., but has no impact
for Mistral;.

Task-Oriented Dialogue (TOD) For the TOD
type (Figure 3), while for Mistral; fine-tuning has
no impact on generic responses, it reduces generic
responses by 15% for Llama2s. For both mod-
els, fine-tuning reduces the number of hallucinated
responses by 10%, and improves coherence by
around 20% both models. It further reduces un-
helpful responses by 10% for Llama2¢ .

Question Answering (QA) For the QA type
(Figure 4), fine-tuned models generate more
generic responses than models adapted with in-
context learning. Instead, fine-tuning results in
fewer hallucinated responses for Llama2q, al-
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though it has no effect for Mistral;.

5 Conclusion

We have conducted an extensive analysis on the effi-
cacy of fine-tuning and in-context learning to adapt
LLMs for different dialogue types. We have ex-
perimented with Retrieval-Augmented Generation
(RAG) and gold knowledge to assess the impact
of grounding the response generation on external
knowledge. We have studied the models’ perfor-
mance using consistent criteria in both automatic
(perplexity, explainability studies) and human eval-
uations.

Our study highlights the limitation of currently
available automatic metrics and the necessity of
conducting human evaluations to advance human-
machine dialogue research, as the evaluations by
human judges correlate poorly with automatic met-
rics. Furthermore, conducted human evaluations
indicate that there is no universal best-technique for
adapting LLMs to a dialogue type and the perfor-
mance of each technique depends on the base LLM
as well as the dialogue type. In addition, the cor-
rect incorporation of external knowledge depends
on various factors such as the retriever accuracy,
the representation of the knowledge, and the pres-
ence of noise (non-gold) documents, as it can be
the least contributing element in the input vector
according to explainability studies.

Limitations

Due to the limited computational resources, we
could experiment with 7B models, hampering us
in validating our findings on larger models. Fur-
thermore, the reproducibility of human evaluation
results may be subject to variability, due to possible
differences in the set of crowd workers.
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A Appendix
A.1 Datasets

We briefly present the reasons for selecting the
datasets.

Open-Domain Dialogue (ODD) Differently
from other datasets, DailyDialog dialogues only
involve two participants (Tiedemann, 2009; Baum-
gartner et al., 2020), are not audio transcrip-
tions (Godfrey et al., 1992), have more than two
exchanges between the participants (Rashkin et al.,
2019), and are not restricted by a persona (i.e. few
sentences describing the user’s interests) (Zhang
etal., 2018; Xu et al., 2022a).

Knowledge-Grounded Dialogue (KGD) Wiz-
ard of Wikipedia provides a test set with an un-
seen set of documents (Zhou et al., 2018; Komeili
et al., 2022) and its knowledge has not changed
over time (i.e. comparable with previous/future
studies) (Gopalakrishnan et al., 2019; Hedayatnia
et al., 2020).

Task-Oriented Dialogue (TOD) A few other
TOD datasets include unstructured knowledge ac-
cess but consist only of a spoken test set (Kim
et al., 2021), or provide no dialogue state annota-
tion (Feng et al., 2020). The dataset proposed in
the ninth Dialogue System Technology Challenge
augmented MultiwOZ 2.1 (Eric et al., 2020) with
knowledge access turns but removed the dialogue
state annotation. To always include the dialogue
state in our analysis, we recovered the dialogue
state annotation from the original MultiwOZ 2.1
dialogues, and we only considered the dialogues
from this dataset.

Question Answering (QA) We choose Narra-
tiveQA because it has a publicly available test
set (to evaluate the retriever) and answers are ex-
pressed as free-form text (to evaluate response gen-
eration) (Rajpurkar et al., 2016, 2018; Yang et al.,
2018; Kwiatkowski et al., 2019). Although the orig-
inal task always provides the correct document, we
also wanted to investigate the performance of the
retriever when considering documents with an aver-
age length of 600 tokens. Additionally, we avoided
splitting documents into smaller chunks (e.g. pas-
sages or sentences) because this would have made
the computation of the retriever performance more
challenging.

A.2 Implementation and resources

Models and parameters We fine-tuned the models
using LoRA (rank 32 and alpha 64) for a maximum

of 10 epochs with an early stopping patience of 2.
We chose AdamW (Loshchilov and Hutter, 2017)
as the optimizer and used a learning rate of 10™4
for Llama2¢ and 10~ for Mistral; (selected based
on the performance on the development sets). To
obtain an encoding for both documents and queries,
we used all-mpnet-base-v2°. We have then stored
the encoded documents in a FAISS vector store
(used for retrieval).

Input structure We separated the segments of
the input vector with their name followed by a
colon (i.e. "Dialogue state:", "Topic:", "Knowl-
edge:", "Question:", "Answer:") similarly to pre-
vious work (Izacard and Grave, 2021; Wang
et al., 2022; Chen et al., 2023; Sun et al., 2023).
For TOD, we represented the dialogue state as
a comma-separated list of domain slot value
triplets (Hosseini-Asl et al., 2020b; Wang et al.,
2022).

Instructions Table 5 reports the instructions
used for in-context learning experiments. For each
dialogue type, we have experimented with three
different instructions describing the task and the
various input segments (e.g. dialogue history, topic,
and knowledge). We have selected the best instruc-
tion based on the development set performance.

Generation We sampled 10% of the data (in
a stratified fashion, based on the length of the re-
sponses) from the development set of each dialogue
type. For each model, we used grid search to find,
for the sampled data, the combination of parame-
ters (top-p, top-k, and temperature) leading to the
highest BLEU-4. The best combination of parame-
ters was used to generate the responses for the test
set.

GPU Requirements Most computations were
performed on a single NVIDIA A100 GPU with
80GB, requiring less than 50 hours to execute. In a
few cases, we had to use two (i.e. fine-tuning the
models for QA using more than one document) or
three (i.e. integrated gradients) A100 with 80GB
each.

A.3 Additional Automatic Evaluation

To automatically evaluate the quality of the gen-
erated text, we have considered BLEU-4 (Pap-
ineni et al., 2002), F1 (i.e. unigram overlap), and
ROUGE-L (Lin, 2004). Furthermore, we have used
KF1 (Shuster et al., 2021) to measure the overlap
between the prediction and the knowledge selected

6https://www.sbert.net/docs/pr‘etr‘ained_models.
html
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Dialogue Type Instruction

nn

"This is a conversation between two people.

Use the context to write an engaging

ODD
reply for the other person.”
"Write a coherent continuation for the proposed conversation."”
"This is a conversation between two people about a Topic. Use the Dialogue and the
KGD additional Knowledge as context to write an engaging reply for the other person.”,
"Write a coherent continuation for the proposed conversation based on the additional
Knowledge. "
TOD "In the following conversation a user wants to achieve some goal and needs help from
an assistant. Continue the conversation with the response of the assistant.”
"Write a coherent continuation for the proposed conversation.”
0A "You are presented with a user’s Question about a movie or book. Answer to the user’s

Question using the information provided in the Context."

"Answer to the user’s question using the provided information (if available).”

Table 5: Instructions used to adapt the model to a specific dialogue type with in-context learning. We defined three
instructions for each dialogue type, describing the task and the various input segments (e.g. dialogue history, topic,
dialogue state, and knowledge). We selected the best instruction based on the development set performance.

by the annotators. For reproducibility purposes, we
have computed ROUGE-L using the official im-
plementation’ and all the remaining metrics using
ParlAI®. No pre-processing was performed on the
model-generated answers.

Table 6 reports the performance for each dia-
logue type. As mentioned in Section 4.1, the best
performance is obtained by fine-tuned models. Fol-
lowing, we analyze the results for each dialogue
type.

Open-Domain Dialogue (ODD) Although fine-
tuning achieves a higher BLEU-4, the results show
that both techniques produce very different re-
sponses with respect to the ground truth.

Knowledge-Grounded Dialogue (KGD) We re-
port the performance of the models on the unseen
test set (i.e. the knowledge base contains docu-
ments that are only present in the test set). The
results show that models adapted using fine-tuning
obtain a higher F1 than in-context learning. Fur-
thermore, the best models tend to copy more from
the gold knowledge compared to the annotators (as
shown in the ground truth).

Task-Oriented Dialogue (TOD) Differently
from the other types, Llama2 and Mistral; have

7https://github.com/google—research/
google-research/tree/master/rouge
8https://parl.ai

obtained the best performance in terms of BLEU-
4 when fine-tuned with no additional knowledge.
Further investigation suggests this happens because
of the high overlap between the knowledge used
for training and testing (82%). We report the per-
formance on the documents only available in the
test phase in Table 7 (TODT). In this scenario, gold
knowledge does indeed increase the performance
of the models.

Question Answering (QA) Although fine-tuned
models achieve the highest ROUGE-L, in-context
learning models tend to provide longer and possibly
more detailed responses, as reported in terms of
KF1. Because ground truths are particularly short
(4.26 tokens on average), models that generated
longer responses (especially models adapted with
in-context learning) were awarded a lower ROUGE-
L.

A.3.1 Retriever Accuracy

We study the performance of the retriever for each
dialogue type and report Recall@K in Figure 5.
Because of the size of the knowledge base (Table
1), the retriever achieves the lowest performance on
TOD. However, although the knowledge base for
QA is bigger than for KGD, the retriever achieves
a higher recall for QA. Further study suggest that,
although the retriever selects the gold sentence in
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External BLEU-4 KF1 F1 ROUGE-L

Model Technique Knowledge
ODD  TOD KGD TOD QA KGD QA
No Know. 0.2 085 11.61 13.66 526 12.68 5.59
In-Context Learning  Retrieved Know. 0.83 13,51 12.10 5.65 1291 14.86
Gold Know. 1.07 25.87 21.03 6.72 16.59 23.22
Llama2c
No Know. 03 6.72 1743 34.04 0.74 18.46 17.25
Fine-Tuning Retrieved Know. 433 2510 26.85 1.15 20.70 46.21
Gold Know. 539 7623 42.69 144 3841 73.38
No Know. 0.2 133 1096 13.01 484 11.04 6.94
In-Context Learning  Retrieved Know. 1.06 13.83 1253 6.09 1222 10.26
Mi Gold Know. 1.33 2595 2874 17.07 15.88 21.74
istral;
No Know. 09 4.09 1547 2927 0.67 18.63 12.73
Fine-Tuning Retrieved Know. 3.85 21.63 3044 1.18 20.49 45.40
Gold Know. 394 6836 43.04 146 3821 70.54
Ground Truth 100 100 37.79 3848 1.52 100 100

Table 6: Automatic Evaluation BLEU-4, KF1, F1 and ROUGE-L for In-Context Learning and Fine-Tuning with
Retrieved (top-3) and Gold (ground-truth) knowledge, on Llama2. and Mistral;, in different dialogue types:
Open-Domain Dialogues (ODDs), Knowledge Grounded Dialogues (KGDs), Task-Oriented Dialogues (TODs), and
Question Answering (QA).

Model Technique KExternal BLEU-4 KF1

nowledge ; p

TOD TOD TOD TOD

No Know. 0.85 060 13.66 12.39

In-Context Learning  Retrieved Know. 0.83 044 12.10 10.44

Gold Know. 1.07 2,67 25.87 23.77
Llama2¢

No Know. 6.72 433 3404 2573

Fine-Tuning Retrieved Know. 4.33 315 2685 2292

Gold Know. 539 850 42.69 4549

No Know. .33 1.12  13.01 1191

In-Context Learning  Retrieved Know. 1.06 1.02  12.53 10.36

. Gold Know. 1.33 370 2874 28.79
Mistral;

No Know. 4.09 583 2927 2547

Fine-Tuning Retrieved Know. 3.85 4.76 3044 25.61

Gold Know. 394 10.63 43.04 4940

Ground Truth 100 100 3848 3991

Table 7: Automatic Evaluation BLEU-4 and KF1 for In-Context Learning and Fine-Tuning with Retrieved
(top-3) and Gold (ground-truth) knowledge, on Llama2~ and Mistral;, in Task-Oriented Dialogues (TODs). t
indicates that only test turns with unseen knowledge were included.

only a few cases, the model retrieves a sentence
from the same paragraph more than 69% of the
time.

A.4 Human Evaluation

Table 8 reports the results for the "Correctness"
dimension of Human Evaluations. Except for ODD,
fine-tuning tends to improve correctness.

Table 9 presents the question and the answer
options for the proposed "Validity" dimension used
in QA.
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External Correctness

Model Technique
Knowledge ODD KGD TOD QA
No Know. 95 80 95 75
In-Context Learning Retrieved Know. 80 60 60
Gold Know. 80 70 80
Llama2¢
No Know. 65 90 70 75
Fine-Tuning Retrieved Know. 90 90 55
Gold Know. 85 85 85
No Know. 95 70 75 60
In-Context Learning Retrieved Know. 55 70 50
. Gold Know. 85 60 80
Mistral;
No Know. 65 85 80 50
Fine-Tuning Retrieved Know. 75 100 45
Gold Know. 70 80 85
Ground-Truth 95 70 85 80

Table 8: Human Evaluation Percentage of Correct (ODD, KGD, TOD, QA) responses for In-Context Learning and
Fine-Tuning with Retrieved (top-3) and Gold (ground-truth) knowledge, on Llama2~ and Mistral;, for different
dialogue types: Open-Domain Dialogues (ODDs), Knowledge Grounded Dialogues (KGDs), Task-Oriented
Dialogues (TODs), and Question Answering (QA).

Dimension Question Answer Option  Option Definition
valid The response candidate includes the right information from the context
to adequately answer the proposed question.
Validity Is the response Not Valid The response candidate does not include the right information from

candidate valid? the context to adequately answer the proposed question.

The response candidate includes some information that is adequate to

I don”t know answer the proposed question, but some that is not.

Table 9: Question and answer options presented to the annotators for the proposed Validity dimension.
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Figure 5: Performance of the off-the-shelf retriever for
each dialogue type. The retriever achieves the lowest
Recall@K on TOD because of the larger knowledge
base size (2900 documents). However, the retriever
achieves a higher Recall@K for QA, even though its
knowledge base is bigger than the one for KGD (355
vs. 61 & 21). Further studies indicate that, despite the
model is not capable to retrieve the exact sentence of
the annotator (KGD Sentence), the retriever selects a
sentence belonging to the same paragraph more than

Recall@K for different Dialogue Settings
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69% of the time (KGD Paragraph).

197



	Introduction
	Literature Review
	Experiments
	Datasets
	Techniques
	Knowledge
	Models

	Evaluation
	Automatic Evaluation
	Explainability Study

	Human Evaluation
	Explaining Negative Human Judgments

	Conclusion
	Appendix
	Datasets
	Implementation and resources
	Additional Automatic Evaluation
	Retriever Accuracy

	Human Evaluation


