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Abstract

While the WebNLG dataset has prompted much
research on generation from knowledge graphs,
little work has examined how well models
trained on the WebNLG data generalise to
unseen data and work has mostly been fo-
cused on English. In this paper, we introduce
novel benchmarks for both English and Russian
which contain various ratios of unseen entities
and properties. These benchmarks also differ
from WebNLG in that some of the graphs stem
from Wikidata rather than DBpedia. Evaluat-
ing various models for English and Russian on
these benchmarks shows a strong decrease in
performance while a qualitative analysis high-
lights the various types of errors induced by
non i.i.d data.

1 Introduction

Knowledge graphs (KGs) describe connections
between entities (e.g., people, places or events)
thereby representing knowledge about the world.
The task of KG-to-Text generation consists in ver-
balising the content of a KG. Much research on
KG-to-Text generation focuses on the WebNLG
dataset (Gardent et al., 2017) often restricting evalu-
ation to the WebNLG test sets. While these include
both seen (in domain) and unseen (out of domain,
OOD) data for English, no unseen test data is avail-
able for Russian. Furthermore, the input graphs all
stem from DBpedia and the texts are often stilted
as they are either crowd-sourced (English data) or
machine translated from the crowdsourced texts
and manually verified (Russian data).

To assess how well current NLG models per-
form on OOD KG-to-Text generation, we create
several novel benchmarks for both English and Rus-
sian which address these shortcomings and differ
from the WebNLG test sets in several ways. First,
they include both English and Russian — WebNLG
only has unseen test data for English. Second,
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they include both DBpedia and Wikidata' graphs —
WebNLG focuses on DBpedia graphs. Third, they
contain various ratios of unseen entities and proper-
ties — this allows for a detailed analysis of how the
type and ratio of unseen data impact performance.

Using these benchmarks, we then assess and
compare several KG-to-Text models. The results
show a strong decrease in performance for all mod-
els compared to results on in domain data. A quali-
tative analysis highlights the various types of errors
induced by OOD data suggesting directions for
further research on KG-to-Text.

2 Related Work

KG-to-Text Generation. The WebNLG chal-
lenges gave rise to different approaches for KG-
to-Text generation, most of the 2020 participat-
ing models being fine-tuned version of T5 (Raf-
fel et al., 2020) or BART (Lewis et al., 2020).
In the WebNLG 2020 challenge (Castro Ferreira
et al., 2020), human evaluation showed that models
which were based on these pre-trained encoder-
decoders produce the best texts in terms of fluency
(e.g., Yang et al. (2020); Agarwal et al. (2020)) but
lacked adequacy on unseen test sets exposing a no-
ticeable drop in performance regarding Relevance
(not all information mentioned in the text is present
in the input graph) and Data Coverage (not all in-
formation present in the input graph is verbalised
by the text).

For Russian, the two best performing models
are Kazakov et al. (2023) and Kumar et al. (2023).
Both models fine-tune a pre-trained model on the
WebNLG data with Kazakov et al. (2023) fine-
tuning the pre-trained FRED (Full-scale Russian
Enhanced Denoiser, 1.7M Parameter) model and
Kumar et al. (2023) mT5,5.. Neither of these
models were evaluated on unseen data.

1https://www.wikidata.org/wiki/Wikidata:
Main_Page
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Evaluation. Recent work has focused on creating
better evaluation benchmarks for data-to-text gen-
eration. In particular, Mille et al. (2021) introduced
various subtests (subpopulations) for different data-
to-text generation tasks including WebNLG. They
developed subpopulations based on input size and
the uniqueness of subjects, objects, and properties
present in the data. Their study showed that each
of these properties influences the results and that
the level of impact differs between Russian and
English. Similarly, in 2024, a new GEM chal-
lenge on Data-to-Text generation was launched
which includes parallel datasets to WebNLG fea-
turing counterfactual and fictional data.> This
challenge also evaluates data-to-text generation
models on graphs from Wikidata (Axelsson and
Skantze, 2023). These new test sets consist solely
of automatically combined graphs without any ref-
erence verbalizations, which excludes reference-
based evaluation and necessitate human evaluation.

Different from these works, we provide new un-
seen test sets for KG-to-Text generation which in-
clude references in both English and Russian. We
then used these test sets to evaluate the ability of
existing models to generalise to OOD data and to
analyse the types of errors that arise in their output
texts.

3 Creating New Benchmarks for English
and Russian

We aim to create benchmarks which support a fine-
grained assessment of how various types of unseen
items impact generation.

Terminology. An unseen element is a KG ele-
ment (entity or property) not seen in the WebNLG
training/dev data. An unseen category is a DBpe-
dia category which is not part of the 16 categories®
used in WebNLG to create the training data.

We create separate benchmarks depending on
whether the input graph contains unseen entities,
unseen entities and properties or unseen category.
While the latter two benchmarks permit assessing
how well models perform on out of domain data,
the former helps evaluating how much performance
degrades with varying ratios of unseen entities.

For English and Russian, we derive these bench-
marks from the KELM dataset (Agarwal et al.,

2https://gem-benchmark.com/shared_task

3The 16 categories used to anchor WebNLG data are: Air-
port, Astronaut, Building, City, ComicsCharacter, Food, Mon-

ument, SportsTeam, University, WrittenWork, Athlete, Artist,
CelestialBody, MeanOfTransportation, Politician, Company.

2021), a large dataset of (graph,text) pairs created
using distant supervision. For Russian, we addi-
tionally derive benchmarks from the WebNLG data
following a methodology similar to that used to
create the WebNLG unseen test set for English.

KELM. Agarwaletal. (2021) created the KELM
dataset in several steps as follows. First, Wiki-
data triples were heuristically aligned to Wikipedia
sentences yielding a dataset of approximately 6M
noisily aligned (graph, sentence) pairs and cov-
ering 1,041 Wikidata properties. Second, 15M
Wikidata graphs where created based on relation
co-occurrence counts and the corresponding text
was generated from these graphs using a TS model
fine-tuned on the silver 6M (graph,sentence) pairs.
The semantic adequacy (semantic match between
graph and text) and the fluency of 200 randomly
selected KELM (graph,text) pairs were annotated
by human judges (8 annotators, 2 judgements per
instance) on a 1-5 scale, yielding an average rate
of 4.36 for semantic adequacy and 4.60 for fluency.
Examples of KELM instances are shown in table 1.

WebNLG. The WebNLG dataset is a dataset
of (graph,text) pairs where graphs were extracted
from DBpedia and texts were crowdsourced to
match the input graph. For English, the training
data covers 16 DBpedia categories and the test set
has three subsets: Seen (490 instances), a test set
where graphs include only entities and properties
present in the training data; Unseen Entities (393 in-
stances), where graphs include entities not present
in the training data; and Unseen Categories (896
instances), a test set where graphs are rooted in
entities whose category does not belong to the 16
categories present in the training data.* For Rus-
sian, the training data only covers nine categories®
and all instances in the test set (1,200 instances)
are from the seen categories.

4 Creating Kelm Benchmarks

To create the KELM unseen test sets (KELM-E,
KELM-E+P), we first select subsets of KELM that
contain unseen entities and properties. We then
ask human annotators to verify the semantic ade-
quacy of the (graph, text) pairs (does the text match

*For each test set there are two versions, one for generation
and the other for semantic parsing. Here we only consider the
generation test sets.

SThese nine DBpedia categories are: Airport, Astronaut,
Building, CelestialBody, ComicsCharacter, Food, Monument,
SportsTeam, and University.
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Text Graph

The redshift of NGC 266 is 0.015537.  (NGC 266 , redshift, 0.015537)
Bowditch is a lunar crater which is lo-
cated at LQ22 on the Moon and named
after Nathaniel Bowditch.

(Bowditch_crater, located on astronomical location, Moon),
(Bowditch_crater, instance of, Lunar craters), (Bowditch_ crater,
location, LQ22), (Bowditch_crater, named after, Nathaniel
Bowditch)

Table 1: Examples from KELM dataset

the graph?) filtering out all pairs which are not = Human Validation on English Data. A man-

validated by the annotators. This yields novel un-
seen test sets for English. We create corresponding
test sets for Russian using machine translation and
manual correction by professional translators.®

In what follows, KELM refers to the dataset
created by (Agarwal et al., 2022) while KELM-
E, KELM-E+P refers to the two benchmarks we
derived from KELM.

Selecting a Subset of KELM. We extract a sub-
set of KELM such that (i) graph and text embed-
dings have high similarity, (ii) the dataset is bal-
anced across graph size and (iii) the distribution
of the Wikidata properties present in the KELM
dataset is preserved. The latter point helps ensuring
that our dataset has a wide variety of topics and is
not skewed towards frequent properties.

To extract this subset, we proceed as follows.
First, we compute graph and text embeddings us-
ing Le Scao and Gardent (2023) cross-modal KG-
Text model and we only keep those pairs whose
graph and text embeddings have a cosine similarity
greater than 0.9. We then remove quadruples (i.e.,
Wikidata facts that are not triples) and graphs that
have more than six triples’ as these are a minority
(less than 1%) and tend to have repetitive or un-
intelligible texts. We further compute the ratio of
unseen elements for each graph text pairs. Finally,
we select two types of unseen data: instances where
all properties are known but some entities are not
(unseen entities, KELM-E) and instances which
contain various ratio of unseen entities and proper-
ties (unseen entities and properties, KELM-E+P).

®An alternative would be to create a Russian dataset from
Wikidata and Wikipedia using (Agarwal et al., 2022) method-
ology. We adopted the MT approach instead because it is less
computationally intensive and it allows for the creation of a
parallel (graph, English text, Russian text) dataset.

"Creating a dataset for larger graphs is possible but would
require developing an alternative content selection procedure
to ensure that the selected subgraphs yield text that are coher-
ent and readable.

ual inspection of 100 random instances shows
that approximately one third of the data is poorly
aligned i.e., text and graph convey different con-
tent. We use crowd sourcing to filter out badly
aligned (graph,text) pairs. We use the Potato an-
notation tool (Pei et al., 2022) to create a website
for annotation and Prolific® to find participants for
the study. We provide a screenshot of the built
website in Appendix A. The participants were paid
14€ for annotating 100 instances and 2€ for the
qualification task (even if failed) which averages to
10.5€ per hour. Further details about the human
annotation protocol are given in Section A.

To evaluate the quality of each pair, we used the
WebNLG Challenge 2023 criteria for human evalu-
ation (Cripwell et al., 2023) whereby for each item,
the annotators were asked to answer the following
four questions (with binary yes/no answer for the
first three questions).

No omission. “Looking at each element of the
graph in turn, does the text express each of these el-
ements in full (allow synonyms and aggregation)?”.

No addition. “Looking at the text, is all of its
content expressed in the graph? (Allow duplication
of content.)”.

No unnecessary repetition. “Is any content in
the text unnecessarily repeated?”.

Fluency. “ Please rate the text shown in terms of
fluency on a scale of 1 to 5 where 5 is the highest
(best) score. Highly fluent text *flows well’ and is
well connected and free from disfluencies.”.

To ensure a good understanding of these criteria,
we made available an annotation codebook with
explanation and examples for each criterion. We
also run a prestudy consisting of 15 (graph,text)
pairs where 10 examples were taken from KELM
and 5 easier examples were created manually. We
made sure that the examples covered all possible

8https://prolific.com/
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answers for each yes/no criteria and were of dif-
ferent level of fluency. However, as it is hard to
evaluate fluency, we only verified if the participant
answered to all yes/no criteria correctly. To pass
this prestudy a participant must have annotated 10
out of 15 examples correctly. Only around 10% of
participants managed to pass the prestudy and the
data was annotated by 14 annotators. Table 2 shows
the number of instances created for each category
of unseen data before and after human validation.’
The results are consistent with our preliminary anal-
ysis with about 2/3 of the automatically extracted
data being deemed correct by the annotators.

E E+P

B A | B A
#instances 4,167 2,126 ‘ 3,800 1,312
# entities 7,801 4,038 | 11,264 4,078
# properties 57 53 394 296
# 1-triple G 3,725 1,917 374 176
# 2-triple G 334 172 326 127
# 3-triple G 53 27 647 295
# 4-triple G 9 1 755 256
# 5-triple G 3 0 782 240
# 6-triple G 43 9 916 218

Table 2: KELM Extracted Subsets for English and
Russian Before (B) and After (A) human validation
(E: graphs with unknown entities, E+P: graphs with
unknown entities and properties).

Creating the Russian Benchmark. We create
KELM-based benchmarks for Russian by automat-
ically translating the texts of the English KELM
benchmarks and manually verifying the resulting
translations. For Machine Translation, we use the
NLLB neural Machine Translation model (NLLB
Team et al., 2022). For human validation, we
hired four professional translators. As entities were
shown to raise translation issues (Shimorina et al.,
2019), we collected the Russian names of graph
entities by querying DBpedia for their Russian la-
bel using the property 'rdfs:label’ and provided the
translators with (i) the English text from KELM,
(i1) its translation into Russian and (iii) the Russian
translation of the KG entities present in the input
graph. Translators could copy and paste the NLLB

°One may notice the imbalance of the graph sizes for
KELM-E. This is a consequence of a condition that all proper-
ties should be seen in WebNLG training/dev data. The more

triples there are, the more properties there are in a graph and
thus the less the possibility that all of them are seen.

translation and modify it afterwards. The transla-
tors also had the possibility to mention any kind of
mistakes they notice.

Table 3 shows statistics on the changes intro-
duced by the translators to convert the machine
translated texts into valid Russian. To measure
the differences between the two texts, we use the
Levenshtein ratio. '© We see a low similarity ra-
tio indicating that, for Russian, machine translated
texts needs correcting.

KELM WebNLG
Translator Mean (STD) Mean (STD)

1 0.29 (0.15) 0.28 (0.16)

2 0.33 (0.15) 0.38 (0.16)

3 0.26 (0.15) 0.24 (0.18)

4 0.24 (0.15) 0.25 (0.16)

5 0.34 (0.16)
Total 0.28 (0.15) 0.30 (0.17)

Table 3: Modification statistics between MT transla-
tions and final human translations for KELM and
WebNLG test sets. Levenshtein ratio distance mean
and STD values for each translator separately and to-
gether.

Out of the 230 comments left by the translators,
214 concerned minor issues such as texts including
+ in front of positive numbers (the way they appear
in the data). In two cases, the graph did not match
a meaningful text and we removed either the whole
instance or a triple from the graph. Finally, there
were 14 instances where we modified both the En-
glish and the Russian sentence as these contained
mistakes regarding the gender of a person (like a
scientist was described as a man by default) or the
lexicalisation of field specific terms (like taxon’ in
Biology).

5 Creating WebNLG Benchmarks for
Russian

We derive two WebNLG Russian benchmarks from
the WebNLG English test set by first selecting
graphs with unseen categories or unseen entities

'%The Levenshtein distance indicates the minimum number
of insertion, deletion or substitution of individual characters
that are required to transform one sentence into another and
the Levenshtein ratio normalises this distance by the length
of the two sentences and inverts the score so that a perfect
match will have a score of 1.0, and completely dissimilar
strings will be assigned a value of 0.0 (LDistance: Levenshtein

Distance, LRatio: Levenshtein Ratio): LRatio(a,b) =1 —
LDistance(a,b)
len(a)+len(b)
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and second, translating the corresponding texts into
Russian.

As explained above, English WebNLG differs
from Russian WebNLG in that it covers 16 cate-
gories (vs. 9 for Russian) and the test set includes
an Unseen Category and an Unseen Entities test set.
To create an Unseen Category test set for Russian
(WebNLG-C, 1,251 instances), we simply select
from the English test set all instances which be-
long to the 7 categories not included in Russian
WebNLG training and dev data. The second test
set (WebNLG-E, 192 instances) consists of the in-
stances that are from seen categories in Russian
WebNLG train or dev set, but the entities are un-
seen.

These two subsets were then translated from En-
glish to Russian by 5 professional translators, who
have Russian as a native language. As for the val-
idation of the KELM translations, the translators
were provided with the English text, the NLLB
translation and the DBpedia Russian labels of the
graph entities and again we observe a high ratio of
changes introduced by the translators (Table 3).

Comparing the English texts to the correspond-
ing graphs, the translators spotted a few errors (165
instances were highlighted out of the whole test
set). Those errors include references to female sci-
entists or politicians by he/him, subject and object
interchanged in the text comparing to the KG data.
We created a new version V3.1 of the WebNLG
test data which integrates these corrections in the
English version of the data and will be uploaded to
the WebNLG website once this paper is published.

Table 4 summarises the created benchmarks in-
dicating the number of test instances for each lan-
guage and for each type of unseen data.

6 Assessing Generalisation

We evaluate current pre-trained Encoder-Decoders
on our benchmarks. Since the best approaches
in the 2020 edition of the WebNLG shared task
were based on T5 or mT5 (Yang et al., 2020; Cas-
tro Ferreira et al., 2020), we consider various ver-
sions of this model fine-tuned on the WebNLG
English/Russian training data. We also include in
our evaluation the Control-Prefixes (Clive et al.,
2022) model, a state-of-the-art model for KG-to-
Text generation as well as the models for Russian
submitted to the WebNLG 2023 Challenge (Crip-
well et al., 2023). We evaluate the models using
automatic metrics and run a qualitative analysis to

identify the most common errors occurring when
assessing current models on out of domain data.

Benchmark Nb. of Instances
Russian English
KELM
KELM-E+P
50/60 146 146
60/70 211 211
70/80 328 328
80/90 265 265
90/100 361 361
Total 1311 1311
KELM-E 2126 2126
WebNLG
WebNLG-C 1251 N/A
WebNLG-E 192 N/A

Table 4: KELM and WebNLG Unseen Benchmarks.
Number of (graph,text) pairs in each test set (E: Enti-
ties, E+P: Unknown Entities and Properties, X/Y: the
min and max ratio of unknown elements, C: Unknown
Category)

7 Quantitative Analysis

7.1 Models

English. We evaluate four models on the En-
glish benchmarks: the T5p,s model fine-tuned
on the WebNLG 2020 training data for English
(T54¢); the mTSp4s and mT54,.4. models fine-
tuned on the WebNLG 2020 training data for En-
glish and Russian (mT5pqse, f¢, MTS5147ge p¢); and
CP, a state of the art model for KG-to-Text genera-
tion (Clive et al., 2022)!! which uses tasks-specific
soft prompts (Control Prefixes, CP). We train this
model for 40 epochs on WebNLG 2020 English
training data with all the parameters provided by
the authors and using their code.'> When running
the finetuned model on new KELM test sets, we
pass categories (which are used as part of the pre-
fix) all equalled to 1.

Russian. We also evaluate mTS5pq, ¢ and
mT5;4ge, ¢ fine-tuned on WebNLG Russian train-
ing data on the Russian benchmarks. In addition,
we evaluate the mTO pre-trained model (mTS5 fine-
tuned on crosslingual tasks, (Muennighoff et al.,

11https://paperswithcode.com/sota/
data-to-text-generation-on-webnlg?p=
control-prefixes-for-text-generation

Phttps://github.com/jordiclive/ControlPrefixes
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Figure 1: BLEU scores for each model on English (Left) and Russian (Right) Test Sets.

2023)) fine-tuned on the WebNLG training data for
Russian (mTOy;) and two models for Russian that
participated in the WebNLG 2023 challenge. The
first model is Interno, a model based on FRED-T5
(Full-scale Russian Enhanced Denoiser, 1.7M Pa-
rameters, (Zmitrovich et al., 2023)) and fine-tuned
on WebNLG training data (Kazakov et al., 2023).
We used the final checkpoints submitted to the
WebNLG 2023 challenge. The second model is
Cunl, a mT5;,,. model which was fine-tuned on
multilingual data created by machine translating
(using NLLB) WebNLG training data into Maltese,
Irish Gaelic and Welsh and including the original
Russian data (Kumar et al., 2023).13

7.2 Metrics

All models were evaluated using the WebNLG-
toolkit'* which includes the SacreBLEU implemen-
tation for BLEU (Papineni et al., 2002), the pyter
implementation for TER6 (Snover et al., 2006), and
the official implementations of chrF++7 (Popovi¢,
2017) and BERTScore (Zhang et al., 2019).

7.3 Results

Figure 1 shows the BLEU scores for each model on
each of the benchmarks. The results for the other
metrics show similar trends, so they are not dis-
cussed in the paper but can be found in Appendix
B.

SUnfortunately, we did not manage to reproduce the orig-
inal results using the authors code(https://github.com/
knalin55/CUNI_Wue-WebNLG23_Submission) and commu-
nicating with them. Possible difference: did not use the fp16
while it seems the authors used it (gpu available did not sup-
port it).

“https://github.com/WebNLG/webnlg_toolkit/

Strong Degradation on the new Benchmarks.
For all models and for both languages, we observe a
strong degradation on our benchmarks with a drop
in BLEU score with respect to the initial WebNLG
test sets ranging from 5 to 20 BLEU points for En-
glish and 31 to 45 points for Russian. On English,
the models that degrade least are the state-of-the
art CP model and the monolingual T5 model fine-
tuned on WebNLG. We observe a similar trend on
Russian, where the degradation for the four mul-
tilingual models (mTO ¢, mT5;4ge, 11, MTSpqse, £t
Cunl) is worse than for Interno, a model based on
FRED-TS5 (Full-scale Russian Enhanced Denoiser),
a monolingual model pre-trained on Russian. This
suggests that multilingual models are more sensi-
tive to out of domain data than monolingual ones.

Stronger Degradation on OOD Graphs. Com-
paring results on KELM and the WebNLG
benchmarks (KELM-E/WebNLG-E and
KELM-E+P/WebNLG-C), we find a stronger
degradation on KELM benchmarks indicating that,
even though there is a large overlap between DPe-
dia and Wikidata properties and entities, models
trained on DBpedia graphs and crowdsourced text
do not generalise well to Wikidata graphs.

Stronger Degradation when both Properties and
Entities are unseen. Unsurprisingly, we see that
results are lower for graphs that contains both un-
seen properties and unseen entities (KELM-E+P,
WebNLG-C) than only unseen entities (KELM-E,
WebNLG-E).

Impact of the ratio of unseen elements. Fig-
ure 2 shows that performance mostly decreases as
the ratio of unseen elements increases. There is a
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Figure 3: Error ratios per language

surprising peak at the 0.9/1.0 ratio, however. We
conjecture that this is due to the high proportion of
small graphs for this ratio (48% of these graphs are
of size 1) which makes the generation task easier
(cf. Table 7 in the Appendix).

We also see that, while for lower ratios of unseen
elements, the mT5 base model (T 5y, 1) Outper-
forms the large one (mT5;4,4¢, f¢), the inverse is
true for ratios greater than 70%. This suggests that
smaller models overfit the data. As the ratio of
unseen elements is low, performance does not de-
crease too much as the remaining seen elements
have been memorised by the model and can be
generated correctly. Conversely, when the ratio
is high, the advantage gained through memorisa-
tion of seen elements is reduced and performance
decreases compared to larger models.

8 Qualitative Analysis

To get a better understanding of the type of errors
made by generation models on OOD data, we run
a qualitative analysis on the models outputs.

8.1 Error Annotation

For each model and each benchmark, we select the
five instances with the lowest BLEU scores. This
yields a total of 320 instances, 200 for Russian (8
benchmarks x 5 models x 5 instances) and 120 for
English (6 benchmarks x 4 models x 5 instances).
We then manually annotate the selected data for
different types of errors including three error types
previously used in the evaluation of KG-to-Text
models (Belz et al., 2023) and six additional error
types we found occurred in the data. Specifically,
we identified the following 9 types of errors (The
annotation was carried out by the first author who
is a Russian native speaker).

Addition (A). The text contains information not
present in the input graph.

Omission (O). The text misses information

present in the input graph.

Repetition (R). The text has unnecessarily re-
peated parts.

Entity distortion (ED). An entity is mentioned in
the generated text, but its name is partially
incorrect. This can manifest in different ways
for Russian and English. For Russian it in-
cludes entities copied over from the input data,
entities mixing different scripts or just mis-
translated. For English it mostly includes mis-
spelling and incorrect numbers.
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Property understanding (PU). The property is error category also includes other over com-
verbalised incorrectly (e.g., "instance of" is plications such as using "is an instance of"
verbalised as "is a part of ™). instead of directly saying "is". This category

is only assigned to cases which have neither

Topic change. (TC) The text treats a property and additions nor omissions.

its arguments as if they were from another
topic for instance referring to buildings as if
they were people and using expressions like
"was born on" instead of "was built in". This
category differs from the "Property Under-
standing" category in that the lexicalisation
of the property is correct out of context but
incorrect for the given triple i.e., when taking

Garbage (G). Instances which consisted of just
unrelated symbols or words which do not form
any meaningful statements. If an instance is
annotated as Garbage, no other annotation is
assigned to it.

its arguments into account. Good. Instances which in fact were good verbali-
) sations of the input but received a low BLEU
Complex text (CT). The generated text is unnec- score because they paraphrased the reference

essarily complex. This includes cases where
each triple is verbalised but natural means of
aggregation (ellipsis, coordination, pronouns)
are not exploited resulting in unnatural text. It is worth noting that one instance can contribute
E.g., "Peter Slater (ornithologist) is a human  to several error annotations. E.g. Property Under-
and speaks, writes or signs in English. His  standing often leads to one of the triples being not
given name is Peter." rather than "Peter Slater ~ verbalised, and in this case we would also annotate

is an English speaking ornithologist.”). This  the instance to have an Omission.
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8.2 Error Analysis

Examples of each error types are given for both
languages in the Appendix (Tables 8, 9 and 10).
We also report error ratios per language, per model
and per benchmark.

The error rate is markedly higher for Russian.
Figure 3 shows a higher error ratio on Russian
than on English overall highlighting a high level of
degradation when the BLEU score is lowest. The
high ratios for almost all error types indicate that
the output texts contain multiple errors.

Domain change increases Topic Change errors.
Interestingly, Figure 4 shows that topic change er-
rors are more frequent on OOD data (KELM-E+P,
WebNLG-C) highlighting the fact that neural mod-
els fails to adapt property verbalisation to the do-
main of discourse.

Custom Models show less errors overall. Fig-
ure 5 shows that for both Russian (Interno model)
and English (CP model), custom models yield
fewer errors overall than mTO and mT5 fine-tuned
on the WebNLG data.

9 Conclusion

We created challenging benchmarks for KG-to-
Text generation into English and Russian, quantita-
tively demonstrated the effects of applying models
trained on one distribution (e.g., WebNLG data) to
anew distribution (e.g., unseen entities and/or prop-
erties) and identified nine error types which arise
in this setting. The ability of existing generation
models to generalise to OOD data is underexplored
and we hope the benchmarks and evaluations we
provide inspire further research on this topic, for
instance under alternate KG-to-Text models.
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any personal data during that process. We paid a
rate of 10.5€ per hour. English-Russian translators
were hired separately and paid according to their
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Supplementary Materials Availability State-
ment: We used the webnlg-toolkit!3 for evalu-
ation and some of the model checkpoints available

Bhttps://github.com/WebNLG/webnlg_toolkit/

on that website. To avoid data contamination (Bal-
loccu et al., 2024), the new test sets we developed
will only be accessible through a web application
which, given a file of generated output, will run all
metrics available in the WebNLG toolkit and return
the results to the user. This webapp is available at
https://webnlg-evaluation.loria.fr.
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