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Abstract

With the growing volume of text, finding rele-
vant information is increasingly difficult. Au-
tomatic Text Summarization (ATS) addresses
this by efficiently extracting relevant content
from large document collections. Despite
progress, ATS faces challenges like manag-
ing long, repetitive sentences, preserving co-
herence, and maintaining semantic alignment.
This work introduces an extractive summa-
rization approach based on topic modeling to
address these issues. The proposed method
produces summaries with representative sen-
tences, reduced redundancy, concise content,
and strong semantic consistency. Its effec-
tiveness, demonstrated through experiments
on DUC datasets, outperforms state-of-the-art
techniques.

1 Introduction

Automatic Text Summarization (ATS) condenses
data into concise summaries (Shakil et al., 2024),
with research focusing on improved methodologies.
Key ATS tasks include text understanding, content
compression, summary representation, and rele-
vant information identification (Alami Merrouni
et al., 2023). ATS involves three stages: inter-
pretation, transformation, and generation. Chal-
lenges remain in identifying implicit information,
avoiding redundancy, and maintaining readability.
ATS can be abstractive or extractive (Khurana and
Bhatnagar, 2022). Abstractive summarization uses
natural language generation, while extractive sum-
marization involves text representation, relevance
scoring, and key sentence selection. Summaries
can be generic or query-focused (Tawong et al.,
2024; Roul et al., 2019), and indicative or infor-
mative. Topic modeling, a statistical method, en-
hances extractive summarization by clustering se-
mantically similar words into topics, ensuring rel-
evance and coherence (Rani and Lobiyal, 2022;
Roul and Arora, 2019).

Numerous studies have explored text summa-
rization via topic modeling (Verma et al., 2022;
Roul, 2021; Jiang et al., 2024). However, chal-
lenges persist, including an optimal topic num-
ber for LDA, limited diversity, sentence overlap,
low representativeness, readability issues, long sen-
tences, poor semantic relationship accounting, and
key sentence omission. This study proposes a
novel multi-document extractive summarization
technique integrating topic modeling with unified
scoring mechanisms and semantic sentence simi-
larity, improving summary quality by addressing
these challenges. The contributions of this paper
are as follows:

• Retention of Stopwords: The summariza-
tion method retains all stopwords, ensuring
that the syntactic structure of sentences is pre-
served. This preservation is vital for maintain-
ing the integrity of sentences, regardless of
their length.

• Automatic Topic Determination: A heuris-
tic approach automatically identifies the op-
timal number of topics for Latent Dirichlet
Allocation (LDA). This technique effectively
captures relevant topic terms while promoting
diversity among the topics in the generated
summary.

• Consistent Summary Generation: Topic
modeling with LDA is applied to produce a co-
herent summary. The summary is composed
of succinct, representative sentences that mini-
mize repetition and convey meaningful seman-
tic information.

• Sentence Organization: The importance of
each sentence is assessed by combining the
KL-divergence measure with the silhouette
coefficient. Based on these importance scores,
the selected sentences are systematically or-
dered within the final summary.



2 Methodology

2.1 Preprocessing of documents

Let C be a corpus containing documents D =
{d1, d2, . . . , dx}. The documents are merged into a
unified set Dlarge ⊆ C, independent of order. From
Dlarge, a set S with n sentences is formed by ex-
tracting all sentences. Words and documents are
represented as a matrix, where each document di is
a vector using Term Frequency-Inverse Document
Frequency (TF-IDF). The weight of the jth word in
the ith document is wji.

2.2 Topic modeling and Heuristic method

i. Tinitial is initialized as Tinitial = 2·d, where d is
the total number of documents in Dlarge ⊆ C.

ii. Topic modeling is performed on corpus C us-
ing Latent Dirichlet Allocation (LDA) to gen-
erate Tinitial topics. The Gensim library1 in
Python is used.

iii. Topic similarity (Topici,Topicj) is computed
using Jensen-Shannon Divergence, Kullback-
Leibler Divergence, and Hellinger Distance.
A similarity matrix records average scores,
with k = Tinitial initialized and Topicii = 1
for diagonal elements.

iv. A similarity threshold of 0.45, optimal
through systematic testing from 0.25 to 0.95
in 0.05 increments2, decrements Tinitial if any
off-diagonal entry exceeds 0.45:

Tinitial ← Tinitial − 1.

v. Steps (ii)–(iv) are repeated until all off-
diagonal similarities fall below 0.4. The final
topic count is assigned as:

Treq ← Tinitial.

2.3 Selection of candidate sentences from
topic clusters

Topic modeling with LDA generates Treq topics
from the input corpus C. Due to the corpus’s high
density (excess sentences relative to the ideal sum-
mary size), candidate sentences are selected from
each topic T based on the following criteria:

1https://radimrehurek.com/gensim/
2This threshold balances minimizing redundancy and main-

taining diversity.

i. Score based on Representativeness:The rep-
resentativeness (rpe) of a sentence si mea-
sures its alignment with the document d’s cen-
tral theme. It is calculated using the cosine
similarity (cos-sim) between si and the docu-
ment centroid sc, as shown in Equation 1:

Here, the centroid sc is computed by summing
the vector representations of all sentences
within d, as shown in Equation 2, where n
is the total number of sentences in the docu-
ment:

ii. Score based on Diversity: To prioritize
uniqueness and reduce redundancy, the diver-
sity score (div) is calculated for each sentence
si. It is defined as the minimum similarity of
si with all other sentences sj in the document
(j ̸= i), as expressed in Equation 3

iii. Score based on Length: Preference is given
to shorter sentences in the summary. The
length score (len) of a sentence depends on
its real length (rl, total words) and its effec-
tive length (el, distinct words). The formula
is given in Equation 4 where n represents the
total number of sentences:

iv. Score based on Word2Vec: Word2Vec (Levy
et al., 2015) generates word embeddings using
methods like skip-gram and continuous bag of
words (CBOW). Here, the CBOW approach
is employed with Gensim3 to compute the
Word2Vec score for a sentence s as follows:

1. Calculate the average length q of sen-
tences in T (excluding stopwords):

2. Generate a query vector Vquery using the
q most frequent words from T .

3. Train a Word2Vec model on T , and ob-
tain embedding vectors v1 for sentence s
and v2 for Vquery.

3https://radimrehurek.com/gensim/models/
word2vec.html

https://radimrehurek.com/gensim/
https://radimrehurek.com/gensim/models/word2vec.html
https://radimrehurek.com/gensim/models/word2vec.html


4. Compute the Word2Vec score (sWord2Vec)
using Equation 6.

v. Score based on Doc2Vec: Similar to
Word2Vec, Doc2Vec4 generates document
embeddings. The Doc2Vec score of s (Equa-
tion 7) is computed using vectors k1 (Doc2Vec
embedding s and k2 (embedding of Vquery):

vi. Score based on LDA2Vec: LDA2Vec5 en-
hances Word2Vec by combining word vec-
tors with document vectors. A similar proce-
dure to Word2Vec is applied to calculate the
LDA2Vec score (Equation 8) using vectors t1
(LDA2Vec embedding of s) and t2 (embed-
ding of Vquery)

2.4 Calculation of unified score

To select candidate sentences that exhibit strong
representativeness (cohesiveness), high diversity,
minimal length, and significant semantic simi-
larity (assessed using Word2Vec, Doc2Vec, and
LDA2Vec scores), a unified score (unf ) is calcu-
lated as presented in Equation 9. Based on the

unified score, the top m% of sentences from each
topic are selected and stored in a list Lnew, forming
the initial summary.

2.5 Structuring sentences in the preliminary
summary

The sentences in Lnew are organized according to
their importance using two approaches: a local
score (based on entropy) and a global score (based
on the silhouette coefficient). A combined score in-
corporating these measures ensures that sentences
are prioritized effectively.

4https://tedboy.github.io/nlps/generated/
generated/gensim.models.Doc2Vec.score.html

5https://towardsdatascience.com/
lda2vec-word-embeddings-in-topic-models-4ee3f0246243

i. Entropy-Based Technique: This approach
calculates a sentence’s local importance
within its document d using Kullback-Leibler
Divergence (KLD) as shown in Equation 10.

The weight of a sentence is inversely propor-
tional to its KLD value as shown in Equation
14.

ii. Silhouette Coefficient: The silhouette coeffi-
cient assesses a sentence’s global importance
within its topic T . It is computed using Equa-
tion 15.

Here, cohesion measures the similarity of s to
the centroid of its topic T , and separation eval-
uates its dissimilarity to centroids of neighbor-
ing topics.

iii. Combined Score: The total importance score
for a sentence is computed by combining the
local (entropy-based) and global (silhouette-
based) scores as shown below.

Sentences in Lnew are arranged in descending
order of stotal, producing the final summary re-
ferred to as the ‘system-generated summary’.

2.6 Generation of extractive gold summaries
The process for generating extractive summaries
from the DUC dataset, which includes four human-
crafted gold summaries (Cduc), is described as fol-
lows:

https://tedboy.github.io/nlps/generated/generated/gensim.models.Doc2Vec.score.html
https://tedboy.github.io/nlps/generated/generated/gensim.models.Doc2Vec.score.html
https://towardsdatascience.com/lda2vec-word-embeddings-in-topic-models-4ee3f0246243
https://towardsdatascience.com/lda2vec-word-embeddings-in-topic-models-4ee3f0246243


i. Utilize the NLP Toolkit6 to parse all sentences
from each document d ∈ Cduc.

ii. Construct a list L comprising terms from the
four gold summaries. For each sentence s ∈
Lnew, compute its score based on the count of
overlapping words with L.

iii. Rank the sentences in Lnew based on their
computed scores.

iv. The top m sentences7 are extracted to form
the extractive gold summary. Each document
d ∈ Cduc is associated with an extractive gold
summary of ten sentences.

3 Evaluation of Experimental Findings

3.1 Corpus used
The Document Understanding Conference (DUC)8

dataset was utilized for experimental analysis, with
its detailed description provided in Table 1. The
datasets for DUC-2006 and DUC-2007 are derived
from the AQUAINT corpus, while those for DUC-
2001 and DUC-2002 originate from TREC-9. A
topic modeling approach was applied to each of
these datasets, specifically using Latent Dirichlet
Allocation (LDA). The optimal number of topics
for each dataset, determined using the proposed
heuristic method, is illustrated in Figures 1 to 4.

Table 1: Datasets Used

Dataset Number of Number of Avg. Sentences per Summaries
Sets Documents per Document (Length)

DUC

2007 45 1123 37.59 200
2006 50 1248 30.25 200
2002 59 567 32.56 100
2001 30 299 28.30 100

3.2 Discussion on performances using
DUC-2002 and DUC-2006 datasets

The experimental performance of five traditional
summarization methods was evaluated using the
DUC-2002 dataset, as shown in Figure 5. The pro-
posed model outperformed all baselines. Using the
DUC-2006 dataset (1,250 documents), Figure 6
presents ROUGE scores comparing the proposed
model with six baselines. The proposed model
achieved the highest ROUGE-1 score and com-
petitive ROUGE-2 scores, demonstrating superior
content relevance and summarization quality.

6https://www.nltk.org/
7In this work, m = 10.
8http://www.duc.nist.gov

3.3 Analysis of performance metrics using
statistical methods

Summary quality depends on sentence density,
length, key terms, and linguistic components. Read-
ability was assessed using the Coleman-Liau (CoL)
index, Flesch-Kincaid Grade Level (FKG), and
Automated Readability Index (ARIn) (Table 2).
This method, tested on DUC2006 and DUC2002
datasets (Tables 3 and 4), outperformed existing
techniques, improving readability and clarity.

Table 2: Readability Evaluation Techniques

Metric Formula
CL 6.88 × words

characters − 0.34 × sentences
words − 14.84

FKG 0.37 × sentences
words + 10.7 × words

syllables − 14.58

ARIn 5.70 × words
sentences + 0.54 × sentences

words − 20.48

Table 3: Summary Readability(DUC-2002)

Model CL FKGL ARI
URANK 74.2 85.4 71.3
TEXTRANK 71.5 80.3 86.9
TGRAPH 67.3 75.3 78.9
ILP 78.5 82.4 67.3
NN-SE 67.8 78.2 70.3
Proposed Model 79.3 86.7 84.3

Table 4: Summary Readability (DUC-2006)

Model CL FKGL ARI
CTMSUM 73.80 75.30 77.60
IIITH-sum 68.90 73.20 75.80
TopicalN 81.40 79.9 71.60
OnModer 84.90 81.20 79.60
SFU_v36 78.90 87.10 80.70
RMSUM 83.67 80.40 85.80
Proposed Model 85.37 85.35 89.30

3.4 Analysis of performance metrics: Impact
of including and excluding Stop Words

The effect of stop-words on text summarization
was analyzed using the DUC-2002 dataset. Results
(Tables 5 and 6) show that models like Sumbasic,
KL-LDA, and Doc-LDA, which retain stop-words,
perform better. This improvement, attributed to
ROUGE metrics, highlights the importance of
structural elements preserved by stop-words in en-
hancing ROUGE scores.

4 Conclusion and Future Work

This study proposes a method combining LDA-
based topic modeling with a unified scoring system
for extractive multi-document summarization. It
ensures concise summaries with high representa-
tiveness, minimal redundancy, and strong semantic
similarity, evaluated using ROUGE scores on DUC
datasets. Experimental results show its superiority

https://www.nltk.org/


Figure 1: Required no. of
topics
(DUC-2007)

Figure 2: Required no. of
topics
(DUC-2006)

Figure 3: Required no. of
topics
(DUC-2002)

Figure 4: Required no. of
topics
(DUC-2001)

Figure 5: ROUGE score comparison (DUC-2002)

Figure 6: ROUGE score comparison (DUC-2006)

Table 5: Performances using stopwords

Algorithm R-1 R-2 R-L R-SU4
Doc-LDA 0.434 0.153 0.391 0.194
Sumbasic 0.409 0.098 0.375 0.149
KL-LDA 0.408 0.133 0.374 0.176
Proposed
Approach

0.465 0.165 0.399 0.185

Table 6: Performances Without using stopwords

Algorithm R-1 R-2 R-L R-SU4
Sumbasic 0.309 0.074 0.296 0.102
KL-LDA 0.289 0.107 0.274 0.124
Doc-LDA 0.322 0.133 0.300 0.146
Proposed
Approach

0.396 0.224 0.333 0.193

over existing methods. Future work may explore
integrating abstractive summarization for enhanced
coherence and meaning.
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