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Abstract
Optical Character Recognition (OCR) tech-
nology has revolutionized the digitization of
printed text, enabling efficient data extraction
and analysis across various domains. Just like
Machine Translation systems, OCR systems
are prone to errors. In this work, we ad-
dress the challenge of data generation and post-
OCR error correction, specifically for low-
resource languages. We propose an approach
for synthetic data generation for Devanagari
languages, RoundTripOCR, that tackles the
scarcity of the post-OCR Error Correction
datasets for low-resource languages. We re-
lease post-OCR text correction datasets for
Hindi, Marathi, Bodo, Nepali, Konkani and
Sanskrit. We also present a novel approach for
OCR error correction by leveraging techniques
from machine translation. Our method in-
volves translating erroneous OCR output into
a corrected form by treating the OCR errors
as mistranslations in a parallel text corpus,
employing pre-trained transformer models to
learn the mapping from erroneous to correct
text pairs, effectively correcting OCR errors.

1 Introduction

The Devanagari script is the most extensively used
writing system in the Indian subcontinent. It was
the principal script for Sanskrit, the ancient liter-
ary language of Indian civilization. Sanskrit was
used to write a wide range of texts covering vari-
ous domains, including literature, philosophy, sci-
ence, art, architecture, and mathematics. This in-
cludes the Vedas, Upanishads, and epics like Ma-
habharata and Ramayana. Devanagari script origi-
nated from ancient Brahmi script through various
transformations (Jayadevan et al., 2011). Apart
from vowels, modifiers and consonants (Figure 1),
it has a rich set of conjunct consonants, known
as ligatures, where multiple characters combine
to form new glyphs. These are difficult to seg-
ment and recognize because they don’t correspond

अ (a) आ (ā) इ (i) ई (ī) उ (u) ऊ (ū) ऋ (ṛ)

ए (e) ऐ (ai) ओ (o) औ (au) अं (aṃ) अः (aḥ)

Vowels

◌ा (ā) ि◌ (i) ◌ी (ī) ◌ु (u) ◌ू (ū) ◌ृ (ṛ) ◌े (e)

◌ै (ai) ◌ो (o) ◌ौ (au) ◌ं (ṃ) ◌ः (ḥ) ◌ँ (ṃ)

Modifiers

क (ka) ख (kha) ग (ga) घ (gha) ङ (ṅa)

च (ca) छ (cha) ज (ja) झ (jha) ञ (ña)

ट (ṭa) ठ (ṭha) ड (ḍa) ढ (ḍha) ण (ṇa)

त (ta) थ (tha) द (da) ध (dha) न (na)

प (pa) फ (pha) ब (ba) भ (bha) म (ma)

य (ya) र (ra) ल (la) व (va) श (śa)

ष (ṣa) स (sa) ह (ha) ळ (ḷa)

Consonants

Figure 1: Vowels, modifiers and consonants of Devana-
gari script.

directly to individual letters. Devanagari charac-
ters often have vowel signs (matras) and other di-
acritical marks that appear above, below, or be-
side the base character. These modifiers can be
challenging to detect, segment, and associate cor-
rectly with the base character. Devanagari script
includes a horizontal line (called the Shirorekha)
that connects the characters in each word. Un-
like in Latin scripts, where spaces clearly divide
words, in Devanagari, words often connect via the
headline, making word segmentation harder for
OCR systems. Proper segmentation of Devanagari
words, characters, and sub-components (such as
vowels and consonants) is difficult because compo-
nents often overlap, connect through ligatures, or
blend with the Shirorekha line. This is less com-
mon in simpler scripts like Latin, where individ-
ual letters are often spaced apart and stand inde-
pendently. Many Devanagari characters look quite
similar, especially in certain fonts or degraded im-
ages, leading to higher chances of OCR errors.
OCR technology has revolutionized the digitiza-
tion and processing of written or printed text by en-



abling machines to automatically convert scanned
documents or handwritten texts into editable and
searchable text formats. However, despite signif-
icant advancements over the years, the accurate
recognition of text from scanned documents re-
mains a challenging task due to inherent complex-
ities in document layouts, font variations, noise,
and other distortions.

Traditional OCR systems typically follow a
pipeline approach comprising image preprocess-
ing, feature extraction, character segmentation,
and recognition stages. While these systems
have achieved remarkable success in many appli-
cations, they are susceptible to errors, especially
when dealing with degraded or low-quality doc-
ument images. OCR errors can manifest in var-
ious forms, including misrecognitions, substitu-
tions, omissions, and insertions, leading to inaccu-
racies in the recognized text output. These errors
not only impede the reliability of OCR systems but
also pose significant challenges for downstream
tasks such as information extraction, text min-
ing, and machine translation (Kolak et al., 2003;
Laique et al., 2021; Nguyen et al., 2021b; Ignat
et al., 2022). Addressing OCR errors requires ro-
bust error detection and correction mechanisms
that can effectively handle a wide range of error
patterns and variations.

Our contributions are:

1. RoundTripOCR1, a technique to artificially
generate post-OCR error correction data for
low-resource Devanagari script languages in
the form <T, T’>, where T’ is the OCR out-
put text and T is the correct OCR output text
(Section 3).

2. Post-OCR error correction dataset, contain-
ing 3.1 million sentences in Hindi, 1.58 mil-
lion sentences in Marathi, 2.54 million sen-
tences in Bodo, 2.97 million sentences in
Nepali, 1.95 million sentences in Konkani
and 4.07 million sentences in Sanskrit (Table
1).

3. Benchmarks for the Post-OCR error correc-
tion task based on the pre-trained Seq2Seq
language models for all six languages (Sec-
tion 5.2).

1RoundTripOCR code and dataset details are on GitHub:
https://github.com/harshvivek14/RoundTripOCR

2 Related work

As mentioned by Volk et al. (2011) and Jatowt
et al. (2019), OCR systems are prone to various
types of errors that can occur during the process
of text recognition from scanned documents. The
most common types of OCR errors include: substi-
tution errors, insertion errors, deletion errors and
segmentation errors.

Even state-of-the-art OCR models are suscepti-
ble to making recognition errors (Dong and Smith,
2018). Errors are particularly frequent in the case
of low-resource languages because most off-the-
shelf OCR tools do not directly support these lan-
guages, and training a high-performance OCR sys-
tem is challenging given the small amount of data
that is typically available (Rijhwani et al., 2020).
We use post-OCR error correction tools and tech-
niques to correct these errors and improve the qual-
ity of the transcription. Over the years, researchers
have explored various approaches to mitigate OCR
errors, including rule-based post-processing tech-
niques (Khosrobeigi et al., 2020), statistical lan-
guage models (Mei et al., 2018), and machine
learning-based methods (Virk et al., 2021). While
these approaches have shown promise in certain
scenarios, they often rely on handcrafted rules or
linguistic resources, limiting their generalization
to diverse document types and languages.

In recent years, there has been growing inter-
est in applying advanced machine learning and
natural language processing techniques to address
OCR errors effectively. One promising direction
is to leverage techniques from machine translation,
which aims to automatically translate text from
one language to another (Lyu et al., 2021). By
treating OCR errors as mistranslations and mod-
elling the correction process as an automatic post-
editing (APE) task, it is possible to harness the
power of neural machine translation models to
learn the mapping from erroneous to correct OCR
text output. This paradigm shift not only enables
end-to-end error correction but also facilitates the
integration of contextual information and linguis-
tic knowledge into the correction process, leading
to more accurate and robust OCR systems.

The emergence of Transformer architecture
and attention mechanisms (Vaswani et al., 2023)
has led to the adoption of deep learning mod-
els for post-OCR tasks. Post-OCR tasks have
been reframed as Sequence-to-Sequence tasks
in recent studies, whereby researchers have ap-

https://github.com/harshvivek14/RoundTripOCR


plied Machine Translation models (Amrhein and
Clematide, 2018). The BERT (Devlin et al., 2019)
and BART (Lewis et al., 2020) models were used
by Nguyen et al. (2020) and Soper et al. (2021),
respectively. Maheshwari et al. (2022) compared
standard Sequence-to-Sequence models with pre-
trained models. A lot of data is needed to train
these models, and the predominant method for ob-
taining post-OCR training data has been crowd-
sourcing (Clematide et al., 2016). Although this
can yield extremely accurate training data, the pro-
cedure often proves costly and time-consuming.
Thus, synthetic data generation has been widely
employed in this task (D’hondt et al., 2017; Ja-
sonarson et al., 2023; Guan and Greene, 2024).
The sentence or line-level OCR error correction
by using the sentence or line-level dataset has also
proven to be effective in addressing segmentation
and word errors of the OCR output (Dwivedi et al.,
2020; Lyu et al., 2021; Rijhwani et al., 2021; Ignat
et al., 2022; Thomas et al., 2024).

2.1 Automatic Post-Editing and OCR Error
Correction

Automatic Post-Editing (APE) uses techniques to
improve the quality of Machine Translation (MT)
output automatically, including rule-based, statis-
tical, and neural-based techniques (Chollampatt
et al., 2020; Deoghare et al., 2023). APE systems
are trained on human-edited translations, allowing
them to identify and correct errors in grammar, flu-
ency, and terminology. While MT systems have
advanced significantly, they often produce transla-
tions that contain errors or lack fluency, especially
with complex or domain-specific content. Output
generated by a machine translation system is not
always perfect and hence requires further editing
(Parton et al., 2012; Läubli et al., 2013; Pal et al.,
2016).

OCR systems play a crucial role in digitizing
text, but inherent limitations lead to errors in the
extracted text. This necessitates post-processing
techniques to refine the OCR output and achieve
higher accuracy (Nguyen et al., 2021a). View-
ing this process through the lens of APE offers
a valuable framework for developing effective er-
ror correction methods. Post-OCR error correc-
tion can be considered an Automatic Post Edit-
ing task. Similar to a machine translation system
generating a translated sentence from a source lan-
guage, the OCR system produces a text present in

an image. This process is prone to errors due to
limitations in OCR systems, image quality, and
stylistic variation. Just like an APE system re-
fines a machine-translated sentence to improve flu-
ency and accuracy, the post-OCR correction sys-
tem aims to refine the text generated by the OCR
system to remove errors and achieve a more accu-
rate representation of the original document. Both
MT and OCR error correction face common chal-
lenges like handling ambiguity, dealing with rare
words, and adapting to stylistic variations.

2.2 Round-trip translation

Synthetic data generation techniques are gener-
ally employed to generate artificial data for train-
ing machine learning models and neural networks.
Due to insufficient post-editing data available for
the WMT APE 2016 shared task (Bojar et al.,
2016) to train neural models, Junczys-Dowmunt
and Grundkiewicz (2016), created two phrase-
based translation models: English-German and
German-English, using provided parallel training
data to conduct round-trip translation. Using them
in the Round-trip Translation approach resulted
in the generation of artificial post-editing triplets
<src, mt, pe>, where src is source sentence, mt is
machine translated sentence and pe is post-edited
sentence. This artificial data creation method as-
sisted in resolving the problem of insufficient train-
ing data, which frequently arises in NMT-based
systems. Inspired by the Round-trip Translation
approach and image-based synthetic data genera-
tion technique for the OCR system by Etter et al.
(2019), which promises unlimited training data at
zero annotation cost, we propose a synthetic data
generation technique for post-OCR error correc-
tion, RoundTripOCR, which we discuss in detail
in the following section.

3 RoundTripOCR

The creation of artificial OCR data involves a sys-
tematic process aimed at simulating real-world
scenarios while taking into consideration the com-
mon OCR error types and generating diverse
datasets for training and evaluation purposes.

To introduce variability into the dataset, 50
different Devanagari font combinations were se-
lected from Google Fonts2. Each font style
offered unique characteristics, such as varying

2https://fonts.google.com/?subset=devanagari
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# of Sent. Hindi Marathi Bodo Nepali Konkani Sanskrit
Train dataset 3,129,200 1,581,405 2,541,649 2,970,148 1,950,874 4,070,000
Validation set 10,000 10,000 10,000 10,000 10,000 10,000
Test dataset 10,000 10,000 10,000 10,000 10,000 10,000

Table 1: Distribution of dataset generated using RoundTripOCR technique for all six languages.

Sentence from 
monolingual corpus

<Text T>

Image 
generation 
using PIL

<Text T, Image I>

OCR using 
Tesseract

<Text T, Image I, OCR output T’>

Figure 2: RoundTripOCR: Artificial post-OCR error
correction data generation process. We get <Text T, Im-
age I, OCR output T’> as output, where <Text T> will
be used as corrected OCR output text and <OCR output
T’> as OCR output.

stroke thickness, serif styles, and overall aesthet-
ics, as shown in Figure 3. Utilizing the se-
lected Devanagari font combinations, 50 images
could potentially be generated from a single sen-
tence. PIL provides a comprehensive set of image
processing functionalities, enabling the program-
matic creation of images with text rendered in spe-
cific font styles. The generated images were sub-
jected to optical character recognition (OCR) us-
ing the Pytesseract library. Pytesseract is not sup-
ported for Bodo, Nepali, and Konkani languages.
Thus, we use Pytesseract-Hindi for Bodo and
Nepali along with Hindi and Pytesseract-Marathi
for Konkani and Marathi due to similarities in
these languages. We used Pytesseract-Sanskrit
for the Sanskrit language. Pytesseract leverages
machine-learning algorithms to extract text from
images and convert them into machine-readable
formats, including the Devanagari texts. The OCR
process is aimed at simulating real-world OCR

scenarios and generating text outputs from the
rendered images. Since we can get 50 <Text T,
OCR output T’> data points from a single sentence
<Text T>, this approach can be extended to any
low-resource language.

By following this methodology, as shown in Fig-
ure 2, a comprehensive artificial dataset for OCR
error correction was generated, encompassing a di-
verse range of text passages, font styles, and lin-
guistic variations. This dataset serves as a valu-
able resource for training and evaluating OCR sys-
tems, enabling researchers and practitioners to de-
velop robust OCR algorithms and assess their per-
formance under various conditions.

3.1 Dataset

We generate post-OCR error correction datasets
for Bodo, Nepali, Konkani, Hindi, Sanskrit and
Marathi texts. The corpora for Hindi was sourced
from the CC-100 corpus (Conneau et al., 2020),
and Konkani, Nepali, Bodo and Marathi texts
were sourced from Technology Development for
Indian Languages (TDIL)3 and Sanskrit texts were
sourced from Maheshwari et al. (2022). Lever-
aging the RoundTripOCR technique, we gener-
ate datasets containing around 3.1 million sen-
tence pairs in Hindi, 1.58 million sentence pairs in
Marathi, 2.54 million sentence pairs in Bodo, 2.97
million sentence pairs in Nepali, 1.95 million sen-
tence pairs in Konkani and 4.07 million sentence
pairs in Sanskrit as mentioned in the Table 1. Each
pair have <Text T>, which is the corrected OCR
output text, and <OCR output T’>, which is the
OCR output sentence4.

4 Sequence to Sequence models

We conducted a series of experiments employing
sequence-to-sequence models: mBART, mT5 and
IndicBART. These are powerful models designed
for multilingual tasks, particularly in low-resource
languages.

3https://www.tdil-dc.in
4Datasets are available at: https://github.com/

harshvivek14/RoundTripOCR

https://www.tdil-dc.in
https://github.com/harshvivek14/RoundTripOCR
https://github.com/harshvivek14/RoundTripOCR


Figure 3: Examples of images generated with different fonts during RoundTripOCR data generation process.

mBART (Multilingual BART) is a sequence-to-
sequence denoising autoencoder that pre-trains on
a variety of languages by corrupting and recon-
structing text, making it highly effective for tasks
like machine translation and text generation across
different languages (Liu et al., 2020). It has been
extensively used for tasks involving noisy inputs,
such as post-OCR error correction, due to its abil-
ity to learn contextual representations and perform
cross-lingual transfer (Soper et al., 2021; Mahesh-
wari et al., 2022). We used mbart-large-50 version
of mBART.

mT5 (Multilingual T5) extends the T5 model’s
text-to-text framework to a massively multilingual
setting (Xue et al., 2021). With the capacity to han-
dle over 100 languages, mT5 is effective for mul-
tilingual NLP tasks, including translation, summa-
rization, and post-OCR error correction (Madarász
et al., 2024). This model leverages the original
T5 framework, where every NLP task is reframed
as a text generation problem, allowing for consis-
tent and flexible handling of a wide range of tasks
across languages. The version we use in our exper-
iments is mT5-base.

IndicBART is a variant of mBART that is
specifically tailored for Indic languages like Hindi,
Bengali, Marathi, and others (Dabre et al., 2022).

It adapts the pre-training and fine-tuning processes
to better handle the linguistic and scriptural char-
acteristics of these languages, which are often un-
derrepresented in large-scale language models. In-
dicBART has proven to be highly effective for
tasks such as machine translation in Indic scripts.

5 Experiments and Results

The pre-trained models were sourced from Hug-
ging Face5 and finetuned using NVIDIA A100
GPU for 2 to 3 epochs. A learning rate of 5e-4 was
applied, managed by a polynomial learning rate
scheduler. The training was conducted with 32-bit
floating-point precision, and the best-performing
model from each run was saved for evaluation. To
facilitate effective model training and evaluation,
we partitioned the dataset into training, testing,
and validation sets. The testing set and validation
set contained 10,000 pairs each.

We further curated the second dataset exclu-
sively featuring a single font style; in particular,
we chose the Sumana font as it shows a close to av-
erage CER when compared with all the fonts used
in the creation of the dataset as shown in Figure 4.
This bifurcation allowed us to explore the poten-
tial advantages conferred by employing data with

5https://huggingface.co/models
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Hindi Marathi Konkani Nepali Bodo Sanskrit

Model CER WER CER WER CER WER CER WER CER WER CER WER
OCR (Tesseract) 2.25% 5.83% 4.10% 15.37% 4.22% 16.80% 5.78% 24.29% 5.89% 24.03% 8.77% 44.73%

IndicBART (single) 2.30% 5.65% 4.23% 15.04% 3.78% 14.64% 5.56% 22.94% 4.69% 16.69% 6.84% 32.31%
IndicBART (all fonts) 2.19% 5.33% 4.08% 12.95% 3.51% 12.70% 4.04% 15.04% 3.84% 12.65% 6.38% 31.89%

mT5 (single) 2.08% 5.50% 3.65% 15.01% 3.81% 15.38% 3.88% 16.51% 4.45% 16.99% 6.57% 30.23%
mT5 (all fonts) 1.95% 4.88% 2.91% 10.51% 3.13% 12.95% 3.37% 14.29% 4.20% 15.53% 6.41% 29.32%

mBART (single) 2.11% 5.82% 3.59% 14.47% 3.28% 13.06% 3.19% 14.27% 3.68% 13.02% 6.43% 29.29%
mBART (all fonts) 1.56% 3.47% 2.46% 9.89% 2.27% 8.52% 2.39% 10.65% 2.36% 6.82% 5.67% 25.50%

Table 2: Comparison of mBART, mT5, and IndicBART for Hindi, Marathi, Konkani, Nepali, Bodo, and Sanskrit
test datasets based on CER and WER metrics. Tesseract OCR is the baseline. Models for which training is done
using a single font style data are indicated as: single. Models trained on data with all fonts are indicated as all
fonts. The best results are highlighted in bold.

varying font styles, thereby enriching our under-
standing of the model’s performance under differ-
ent font conditions.

5.1 Evaluation metric

In OCR error correction, performance is com-
monly measured using Character Error Rate
(CER) and Word Error Rate (WER). Both metrics
evaluate the edit distance between predicted and
ground truth text.

CER is defined as:

CER =
Sc+Dc+ Ic

N

where Sc, Dc, and Ic are the number of
character-level substitutions, deletions, and inser-
tions, respectively, and N is the total number of
characters in the reference text.

WER is similarly defined at the word level:

WER =
Sw +Dw + Iw

W

Sw, Dw, and Iw are the number of word-
level substitutions, deletions, and insertions, re-
spectively, and W is the total number of words in
the reference text. Lower CER and WER indicate
better OCR error correction performance.

5.2 Results

We evaluated the performance of several models,
IndicBART, mT5, and mBART, on six languages:
Hindi, Marathi, Konkani, Nepali, Bodo, and San-
skrit. The models were assessed using two metrics:
CER and WER. Tesseract output was considered
as the baseline. Across all languages, mBART
(all fonts) consistently outperformed other mod-
els, showing the lowest CER and WER, followed
by mT5 (all fonts). We present detailed results of
all conducted experiments in Table 2 comparing

the finetuned models with the baseline in the test
dataset.

For instance, in Hindi, Tesseract recorded a
CER of 2.25% and a WER of 5.83%, whereas
the neural models significantly reduced the er-
rors. Among them, mBART (all fonts) consistently
demonstrated the best performance with a CER of
1.56% and a WER of 3.47%. Similar trends were
observed in Marathi, where Tesseract had a CER
of 4.10% and a WER of 15.37%, while mBART
(all fonts) outperformed with a CER of 2.46% and
WER of 9.89%.

In Konkani, Tesseract’s error rates were even
higher, with a CER of 4.22% and a WER of
16.80%. However, mBART (all fonts) again
achieved the best results with a CER of 2.27%
and a WER of 8.52%, illustrating its robust per-
formance across different scripts. Nepali, being
another challenging language for OCR, saw a high
error rate from Tesseract (CER of 5.78% and WER
of 24.29%), but mBART (all fonts) reduced these
errors to a CER of 2.39% and WER of 10.65%.
For Bodo, Tesseract recorded a CER of 5.89% and
WER of 24.03%, while mBART (all fonts) again
provided substantial improvements, bringing the
CER down to 2.36% and the WER to 6.82%.

Sanskrit presented the greatest challenge, with
Tesseract yielding high error rates of 8.77% CER
and 44.73% WER. Even here, mBART (all fonts)
outperformed the other models with a CER of
5.67% and a WER of 25.50%, marking a sig-
nificant improvement. We also tested our best-
performing model on 1,000 randomly selected un-
seen sentences from Maheshwari et al. (2022),
which were obtained by OCRing Sanskrit books
using Tesseract, resulting in a 6.34% CER and
41.8% WER. After OCR error correction, we
achieved a 3.42% CER and 25.7% WER. This im-
provement in error rates confirms the efficacy of



Figure 4: Comparision of different fonts and their CER in the Hindi test dataset.

our proposed RoundTripOCR technique in real-
world use cases as well. In summary, mBART
(all fonts) consistently delivered the best results
across all languages, reducing both CER and
WER considerably compared to raw OCR out-
put from Tesseract, followed closely by mT5 (all
fonts). These findings highlight the advantage of
transformer-based models for OCR error correc-
tion.

6 Conclusion and Future Work

We introduced a novel approach for OCR error cor-
rection data generation and created a vast dataset
comprising 3.1 million sentences in Hindi, 1.58
million sentences in Marathi, 2.54 million sen-
tences in Bodo, 2.97 million sentences in Nepali,
1.95 million sentences in Konkani, and 4.07 mil-
lion sentences in Sanskrit. Our proposed method-
ology is versatile and can be extended to other
low-resource languages that follow the Devanagari
script. By leveraging monolingual corpora, our
approach enables the generation of OCR correc-
tion datasets, thus addressing the scarcity of data
in such languages.

The findings from our experimentation under-
score the efficacy of approaches from Machine
Translation for the task of OCR error output cor-
rection, specifically state-of-the-art models like
mBART, trained on diverse datasets to substan-
tially enhance OCR accuracy. Our research con-
tributes to making textual content more accessi-
ble and usable, thereby facilitating broader access
to information and knowledge in multilingual so-

cieties. Our findings also confirm that models
trained on a diverse range of fonts perform more
robustly than those trained solely on a single font.
This observation underscores the importance of
font diversity in enhancing OCR error correction
models’ performance and resilience.

Our findings motivate the exploration of data
augmentation techniques utilizing synthetically
generated images as future work. By incorporat-
ing these images with controlled variations in font
styles, noise levels, and image degradations using
a synthetic data generator tool6 for text recogni-
tion, we can investigate the impact on model gen-
eralization and robustness towards real-world doc-
ument image complexities. We propose the exper-
imental findings in this work as a baseline, based
on which future work can focus on novel and so-
phisticated techniques for the task of OCR error
correction and detection, including improvements
to the architecture.

Limitations

Our work focuses on improving OCR error cor-
rection for Devanagari script languages only. Ex-
tending this approach to achieve true multilingual
OCR is a complex endeavour. Different languages
possess unique linguistic characteristics, script
variations, and language-specific nuances. De-
veloping a single model capable of handling this
vast diversity effectively remains a challenge. Fu-
ture work should explore techniques for creating
language-agnostic or language-adaptive models to

6https://pypi.org/project/trdg
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address these limitations and achieve broader mul-
tilingual OCR applicability.

Ethical Statement

This research utilizes datasets that are openly avail-
able in the public domain. The data employed for
generating artificial data in this study was sourced
from publicly accessible repositories, ensuring no
privacy or ethical concerns associated with their
use. Specifically, the datasets used do not contain
any personally identifiable information or sensi-
tive data that could infringe on individual privacy.

The datasets were chosen based on their avail-
ability and openness for research purposes, align-
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data usage. By leveraging publicly available data,
this study adheres to the principles of transparency
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high ethical standards.
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1 Appendix001

1.1 PIL (Python Image Library)002

The Python Imaging Library, commonly known as003

PIL, is particularly well-suited for image archival004

and batch-processing applications. Pillow1, an005

extension of PIL (Python Image Library), stands006

out as a crucial module for image processing in007

Python. We generated the images using PIL with008

dimensions 300x300 and text with a font size of009

16.010

1.2 Pytesseract011

Pytesseract2 acts as a wrapper around Tesseract012

OCR engine. Tesseract3 is an open-source OCR013

engine designed to extract printed or handwritten014

text from images. Tesseract boasts support for lan-015

guage recognition in over 100 languages straight016

out of the box. Since it’s open-source, it allows017

flexibility for customization, integration, and ex-018

perimentation, which is beneficial in research con-019

texts like error correction. Tesseract is lightweight020

and can be run on various platforms without requir-021

ing extensive computational resources. In contrast,022

commercial models like Google Vision or OCR en-023

gines like Ocular may involve higher resource con-024

sumption or come with usage restrictions or costs.025

1https://pypi.org/project/pillow
2https://pypi.org/project/pytesseract
3https://github.com/tesseract-ocr/tesseract
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