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Abstract

Mental health analysis from social media text
demands both high accuracy and interpretabil-
ity for responsible healthcare applications. This
paper explores Kolmogorov Arnold Networks
(KANSs) for mental health detection and clas-
sification, demonstrating their superior perfor-
mance compared to Multi-Layer Perceptrons
(MLPs) in accuracy while requiring fewer pa-
rameters. To further enhance interpretability,
we leverage the Local Interpretable Model-
Agnostic Explanations (LIME) method to iden-
tify key features, resulting in a simplified KAN
model. This allows us to derive governing equa-
tions for each class, providing a deeper under-
standing of the relationships between texts and
mental health conditions.

1 Introduction

Mental health illness, which gained significant im-
portance in recent years is still one of the seri-
ous health concerns worldwide (Rehm and Shield,
2019).There are multiple mental illnesses from
stress, depression, and anxiety to more severe
ones like schizophrenia, Autism spectrum disor-
der (ASD) etc., affecting millions globally. Not
only does it influence an individual’s health, but
also has a significant impact on society’s health and
well-being as a whole. In 2019, it was reported by
the World Health Organization (WHO) that a stag-
gering 1 out of 8 individuals were suffering from
one or the other mental disorders , the most promi-
nent ones being anxiety and depression.! Some
studies have revealed that suicidal risk in an indi-
vidual is strongly connected to his mental health
condition (Windfuhr and Kapur, 2011). As per the
reports published in  , a staggering 1.6 million indi-
viduals in England were waiting for mental health
care services. Thus, comprehending various mental

"https://www.who.int/news-room/fact-sheets/
detail/mental-disorders
2https://is.gd/abioF_theguardian

disorders necessitates developing a robust and accu-
rate classification system for early detection. There
are numerous ways in which individuals express
their moods, feelings, and personal life experiences,
with social media platforms being the most promi-
nent one’s (Zarrinkalam et al., 2020; Saha et al.,
2022; Prieto et al., 2014).These writings can be
used to make inferences about one’s mental state
leveraging NLP techniques (Chereddy et al., 2024)
since around 80% of people tend to disclose their
suicidal thoughts on these platforms (Golden et al.,
2009) . In particular, for applications like health-
care, an accurate and transparent decision-making
process is needed because incorrect predictions
might lead to life-altering consequences.Despite
the superior performance LLM’s and deep-learning
methods are still treated as black-boxes due to their
lack of interpretability (Castelvecchi, 2016).

Our work embarked on exploring the power of
Kolmogorov-Arnold Networks (KAN) to enhance
classification accuracy over the traditional multi-
layer perceptron(MLP). Simultaneously, to inter-
pret the outputs and provide transparency we em-
ployed LIME (Local Interpretable Model-agnostic
Explanations) as an XAl approach.The novelty of
our work lies in the application of KAN for multi-
class classification as well as for binary classifica-
tion in the realm of mental health followed by using
XAI approach to gain insights into the explainabil-
ity of our model. Our work stands out as the first to
combine KAN with explainability techniques for
mental health classification.

2 Related Works

Earlier studies focused on traditional machine
learning methods typically following a pipeline ap-
proach. Among these methods, supervised learning
is predominantly employed including SVM (Ziwei
and Chua, 2019; Prakash et al., 2021; Coello et al.,
2019), k-Nearest Neighbors (KNN) (Verma et al.,
2021; Tlachac et al., 2019) Logistic Model Tree
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(LMT) (Briand et al., 2018)Decision Tree (Mar-
erngsit and Thammaboosadee, 2020; Fodeh et al.,
2019), Logistic Regression (Németh et al., 2020;
Benton et al., 2017)and several ensemble models
(Chadha and Kaushik, 2021; Sekulic et al., 2018;
Kumar et al., 2019). Reinforcement learning was
also used in depression detection by giving atten-
tion to only useful information instead of noisy data
(Gui et al., 2019). Deep learning techniques have
started gaining more attention for detecting men-
tal illness in recent years. (Murarka et al., 2021)
used RoBERTa to classify 5 mental health condi-
tions from Reddit posts (anxiety, bipolar disorder,
ADHD, depression, and PTSD). Numerous studies
have focused on the analysis of language used in
social media for classifying emotions (Kumar et al.,
2022) or aiming to identify depressed individuals.
By focusing on linguistic choices made by indi-
viduals from controlled user groups and depressed
user groups the researchers were able to classify
the depressed individuals (Choudhury et al., 2013;
De Choudhury et al., 2021; Coppersmith et al.,
2014). Subsequently, (Coppersmith et al., 2015) ex-
amined the likelihood of generation of characters as
a sequence by employing character-level language
model. (Husseini Orabi et al., 2018) incorporated
word embeddings with NN models like CNN and
RNN for depression detection. In (Sekulic and
Strube, 2019) experimented with Hierarchial At-
tention Networks (HAN) as part of a multi-class
classification and designed a binary classifier for
each disorder. Besides their remarkable perfor-
mance using deep learning techniques, they are un-
able to provide transparency in predictions. Most
of the research in mental health detection is ma-
jorly centered around improving accuracy over a
model’s ability to interpret as shown in (Su et al.,
2020; Greco et al., 2023). To the extent of our un-
derstanding, only a handful of papers, as noted in
(Song et al., 2018; Turcan et al., 2021; Sekulic and
Strube, 2019) have focused on explainability.

3 Materials and Methods

In this section, we provide a comprehensive
overview of the materials and methodologies em-
ployed in our study. We detail the preparation
of datasets used for mental health detection and
classification, describe the feature extraction meth-
ods, and elaborate on how Kolmogorov Arnold
Networks (KAN) were trained and compared with
other existing models.

3.1 Dataset Summary

The Mental Health Corpus (MHC) 3, and the Reddit
Mental Health Dataset (RMH) (Low et al., 2020)
were chosen due to their strong alignment with
the task of mental health detection and classifica-
tion. Both datasets consist of text data directly
related to mental health conditions, making them
highly relevant for the task at hand. The MHC
dataset is suitable for binary classification tasks,
focusing on distinguishing individuals with mental
health concerns from others. On the other hand, the
RMH dataset provides a diverse range of mental
health conditions (ADHD, anxiety, depression, and
suicidewatch), allowing for multi-class classifica-
tion. Additionally, the real-world, unstructured text
from social media platforms such as Reddit cap-
tures the natural language used by individuals to
discuss their mental health, enhancing the model’s
real-world applicability. These datasets provide
a balance of simplicity (binary classification) and
complexity (multi-class classification), ensuring
that the model can handle both general and specific
mental health detection tasks.

3.2 Data Preprocessing

A standardized text preprocessing pipeline was ap-
plied uniformly across both datasets. To begin
with, all text was converted to lowercase to ensure
consistency and reduce redundancy. Subsequently,
URLSs were removed using a regular expression pat-
tern to eliminate potential noise. Punctuation was
then stripped to further clean the text, followed by
elimination of stopwords. Finally, Porter Stemmer
is used to stem words to their root form, thereby
standardizing the text and reducing dimensionality.
These preprocessing steps were crucial in prepar-
ing the raw text for effective feature extraction and
model training.

3.3 Feature Extraction

After performing the necessary preprocessing, it
is crucial to extract meaningful features for train-
ing our models. For this purpose, we employed
DistilBERT (Jose and Harikumar, 2022), a lighter,
faster and a distilled variant of BERT (Bidirec-
tional Encoder Representations from Transform-
ers) which runs 60% faster while preserving over
95 % of BERT’s performance, excels at capturing
contextualized word embeddings. This approach is

3https://www.kaggle.com/datasets/
reihanenamdari/mental-health-corpus
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Figure 1: t-SNE Plot of DistilBERT Features for RMH (left) and MHC (right) Datasets

particularly advantageous for our datasets, which
consist of diverse, context-rich social media texts.
DistilBERT’s ability to comprehend nuanced lan-
guage helps in identifying mental health indica-
tors such as depression, ADHD, anxiety, and sui-
cidal thoughts, providing deep, contextual insights
into the data. Furthermore, t-SNE (t-distributed
Stochastic Neighbor Embedding) plots were gener-
ated for both datasets (Fig.1) to visualize document
distributions in a lower-dimensional space (Nadella
et al., 2023), demonstrating how DistilBERT em-
beddings effectively differentiate between various
mental health conditions discussed in social media.

3.4 Komlogrov Arnold Networks

Komlogrov-Arnold Networks (KANs) are a type
of neural network that uses the Komlogrov-Arnold
representation (KAR) theorem (Akashi, 2001) in-
stead of the universal approximation theorem found
in neural networks. The activation functions in a
neural network are static and computed at the nodes.
In contrast, KANs have learnable activation func-
tions on edges (“weights”). As a result, KANs
have no linear weight matrices at all: instead, each
weight parameter is replaced by a learn able 1D
function parametrized as a spline. KANs’ nodes
simply sum incoming signals without applying any
non-linearities.(Liu et al., 2024). KAN’s are in-
spired from the Komlogrov-Arnold Representation
theorem (KAR), which states that any multivariate
function ’f’ can be expressed as a finite composi-
tion of continuous functions of a single variable,
combined with the binary operation of addition.

Mathematically, the theorem can be articulated as
follows:

2n+1
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where f(z1,...,x,) is a multivariate function,
¢q,p(xp) are the univariate functions, and ®, takes
the univariate functions and combines them. Eq.
(1) implies that the learning of f(x) is complete if
we can find appropriate univariate functions ¢, ,
and ®,. Since all functions to be learned are uni-
variate functions, each 1D function can be para-
materized as a B-spline curve, with learnable co-
efficients of local B-spline basis functions. For
comparison, a Multi-Layer Perceptron (MLP) can
be written as an interleaving of affine transforma-
tions weights and non-linear activation functions,
whereas, if ®; is the function matrix corresponding
to the [-th Kolmogorov-Arnold Network (KAN)
layer, a general KAN network is a composition of
L layers. Given an input vector xg € R™, the
output of KAN is:

KAN(@) = (q)L—l o (I)L—Q 0--+0 @1 o (I)()).’IJ (2)
KANS utilize residual activation functions by com-
bining a basis function b(z) and a spline function.

The activation function ¢(z) is defined as:

¢(x) = wpb(x) + wy spline(x) 3)



where wy, and w; are learnable weights. The basis
function b(z) is set to the SiLU (Sigmoid Linear
Unit) activation function:

T

b(z) = silu(z) = =

“)
The spline function is parametrized as a linear com-
bination of B-splines:

spline(z) = Z ¢iBi(x) ®)

where ¢; are trainable coefficients and B;(x) are
B-spline basis functions. Each activation function
in KAN:Ss is initialized such that ws = 1 and the
spline function is initialized close to zero, ensur-
ing a smooth start to learning. The weight wy, is
initialized using the Xavier initialization method,
which helps stabilize the gradients during the initial
training phase.

4 Proposed Framework

The steps involved in the classification of mental
health diseases for both datasets using the proposed
method is presented as a block diagram in Fig.2.
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Figure 2: Model Flow chart

4.1 Hyperparameter Optimization

To determine the optimal set of hyperparameters
for the KAN model, hyperparameter optimization
was conducted using Bayesian Optimization. This
method was selected for its efficiency in exploring
the hyperparameter space while balancing explo-
ration and exploitation. After extensive tuning,
the optimal configuration was identified as a two-
layer architecture with (128, 64) neurons for both
the MHC and RMH datasets. A third-order basis
spline function continued to be used for estimating

the activations. The optimal learning rate, selected
through Bayesian Optimization, was found to be
0.001, with a regularization parameter of A = 0.1.
The batch size was optimized to 32, balancing con-
vergence speed and stability. For the MHC dataset,
binary cross-entropy loss remained the most suit-
able for the binary classification task, while categor-
ical cross-entropy was employed for the multi-class
nature of the RMH dataset. The optimized model
converged in 30 epochs for MHC and 50 epochs
for RMH, outperforming the initial settings. The
output layer sizes of 2 for MHC and 4 for RMH
remained consistent with the number of classes in
each dataset.

5 Results

In the proposed study, a set of well-established
evaluation metrics for classification, including pre-
cision, recall, F1-score, and average accuracy, were
used to assess the effectiveness of the proposed
framework across multiple datasets. To benchmark
the performance of Kolmogorov Arnold Networks
(KAN), we compared it with the Support Vector
Machine (SVM) utilizing the Neural Tangent Ker-
nel (NTK) (Chen et al., 2022), as well as the Mul-
tilayer Perceptron (MLP). SVM with NTK was
chosen due to its ability to perform well in small-
sample scenarios and its theoretical connections
to neural networks, which offer valuable insights
when compared to KAN’s neural structure. On the
other hand, MLP is widely used in classification
tasks due to its simplicity and capability to approx-
imate any continuous function, making it a close
structural competitor to KAN.
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Figure 3: ROC curve for RMH Dataset using KAN

Fig. 3 presents the Receiver Operating Characteris-
tic (ROC) curves for the KAN model, plotted for



Table 1: Performance of different models on the Reddit Mental Health dataset.

Model Class Precision | Recall | F1-score
ADHD 0.86 0.86 0.86
Anxiety 0.82 0.78 0.80
SVM with Neural Tangent Kernel Depression 0.60 0.60 0.60
Suicidewatch 0.68 0.71 0.70
ADHD 0.86 0.87 0.87
Anxiety 0.84 0.75 0.79
Multi-Layer Perceptron (MLP) Depression 0.53 0.65 0.58
Suicidewatch 0.68 0.60 0.64
ADHD 0.91 0.86 0.88
Anxiety 0.84 0.84 0.84
Komlogrov Arnold Networks (KAN) | Depression 0.64 0.60 0.62
Suicidewatch 0.69 0.77 0.72

Table 2: Performance of different models on the Mental Health Corpus dataset.

Model Class Precision | Recall | F1-score
. No Mental Illness 0.86 091 0.88
SVM with Neural Tangent Kernel
Mental Illness 0.90 0.85 0.87
. No Mental Illness 0.88 0.88 0.88
Multi-Layer Perceptron (MLP)
Mental Illness 0.87 0.87 0.87
No Mental Illness 0.89 0.90 0.90
Komlogrov Arnold Networks (KAN)
Mental Illness 0.90 0.89 0.89

each class in the RMH dataset. These scores are
indicative of the KAN model’s strong classification
performance, with ADHD achieving the highest
AUC of 0.98, followed by anxiety (AUC = 0.96),
suicidewatch (AUC = 0.92), and depression (AUC
= 0.87). The higher AUC values signify that the
model is able to maintain a high true positive rate
with relatively fewer false positives, which is cru-
cial in sensitive applications such as mental health
classification, where misclassification can have se-
rious consequences.

5.1 Reddit Mental Health (RMH) Dataset

Based on the training parameters discussed in the
previous section, we trained the KAN and achieved
an average test accuracy of 77%. For the MLP,
the average test accuracy was 72%, and for the
SVM with NTK, it was 74%. Regarding training
time, MLP performed better, taking just 43 seconds,
whereas KAN took 395 seconds. However, it was
evident that KAN performed well on other evalu-
ation measurements such as precision, recall, and

F1-score, as seen from Table.1, when compared to
MLP and SVM with NTK.
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Figure 4: KAN Confusion matrix for RMH Dataset

Additionally, the confusion matrix for KAN
showed significantly fewer false negatives as seen
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Figure 5: Simplified KAN’s for both datasets

in Fig.4, which is crucial as it is important not to
misdiagnose a person with a disease.

5.2 Mental Health Corpus (MHC) Dataset

For the MHC dataset, the average test accuracy
for KAN was 90%, while for MLP and SVM with
NTK, it was 88%. The training time for MLP was
again better, taking 32 seconds, whereas KAN took
267 seconds.
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Figure 6: KAN confusion for MHC Dataset

Similarly, for this dataset, KAN performed well
across all evaluation metrics compared to other
methods as seen from Table.2. The confusion ma-
trix (Fig.6) for KAN indicated that it effectively
reduced false negatives, ensuring that individuals
without mental illness were not misclassified as

having a mental illness, which is critical.

6 Model Interpretation

After training the KAN model, we employed the
LIME (Local Interpretable Model-agnostic Expla-
nations) explainability technique to identify the
most important features that contributed the most
to computing the output. LIME generates a local
surrogate model, typically a linear model, that ap-
proximates the predictions of the complex model
around the instance of interest (Ribeiro et al., 2016).
This method is particularly suitable for our prob-
lem because it allows us to interpret the model’s
behavior for specific predictions, making it easier
to explain individual decisions, which is crucial
for applications in mental health. The features
that cause significant changes in the predictions
are assigned higher importance scores. We fixed
a threshold for the feature importance scores that
selected the 5 most contributing features above this
threshold as seen from Table. 3 & 4.

Table 3: Top contributing features in MHC dataset

Word feel | life | depress | want| kill
Impact | 2.7 |22 | 1.8 1.7 | 1.5
score

Table 4: Top Contributing Features in RMH Dataset

Word adderal | suicide | life | scare| care
Impact | 0.7 0.5 04103 | 03
score




Reddit Mental Health Dataset

ADHD sin(z1—6)+sin(7.2x3+3.1) +sin(4.5x4 —2.4) —sin(5.825+0.9) + tanh(9.922 — 0.6) — 0.2
Anxiety sin(7.5x1 +2.6) +sin(6.9z2 — 3.3) +sin(z3 — 8.8) +tanh(1.7z4) 4+ tanh(3z5 — 1.3) — 0.53
Depression sin(5.2z1+9.9)+sin(5.7x2 —3) +tanh(6.4z3 —0.5) + tanh(7.4x5 — 1) +|8.6x4 — 1.8|4-0.16
Suicidewatch (0.2—x1)% +sin(5.222 +9.8) —sin(4x4 +7.2) + tanh(3.4z3 — 1.8) +tanh(7.4z5 — 1) +0.45

Mental Health Corpus Dataset

No mental illness

sin(4.1z3 4 7.3) + 9.921 — 2.2| + |4.5z2 — 0.8 4 |9.1z4 — 1.8 4 |625 — 1.3| — 0.29

Mental illness

V0.7x5 + 1 4 sin(4x4 — 8) + tanh(6z1 — 1) + tanh(3z2 — 1) + tanh(1.3z3 + 0.3) — 0.56

Table 5: Governing Equations obtained from simplified KAN

6.1 Simplifying KAN’s

To simplify the Kolmogorov Arnold Networks
(KANS), we took as input the most important fea-
tures determined by LIME in the previous step and
employed multiple techniques aimed at improving
the model’s interpretability (see Fig. 5):

1. Step 1: Sparsification: We applied entropy
regularization to the activation functions to
promote sparsity in the model. This method
encourages the network to favor simpler and
more compact representations of the data.

2. Step 2: Pruning: After training the model
with a sparsification penalty, we further
pruned the network by removing unimportant
neurons. Unlike traditional edge-level prun-
ing, we implemented node-level pruning. For
each neuron (say the i-th neuron in the [-th
layer), we computed the incoming (/; ;) and
outgoing (O, ;) scores and retained only those
neurons whose scores exceeded a threshold
hyperparameter (6 = 10~2). This technique
reduces the network to a smaller subnetwork,
retaining only the most important neurons.

Finally we were able to derive governing equations
for each class as activation functions learned by
KAN are symbolic and they capture the behavior
of text data from each class. These equations as
seen from Table. 5 can be incredibly useful, as they
enable predictions without retraining the entire net-
work. This capability saves a considerable amount
of time and computational resources, making the
model more efficient for future predictions.

7 Conclusion

Our study explored Kolmogorov Arnold Networks
(KAN) as an interpretable alternative to traditional
neural networks for mental health detection and
classification from social media text. KAN outper-
formed Multilayer Perceptrons (MLP) and SVM
with Neural Tangent Kernel (NTK) in terms of
accuracy and other evaluation metrics across the
RMH and MH Corpus datasets. KAN’s unique
architecture allows for model simplification and
visualization through governing equations, enhanc-
ing interpretability—an essential feature for mental
health prediction tasks. By utilizing the LIME ex-
plainability technique, we identified key features in-
fluencing the model’s output, enabling the creation
of a streamlined KAN model without sacrificing
performance.

Limitations

Despite the high accuracy and interpretability of-
fered by Kolmogorov Arnold Networks (KAN),
several limitations must be acknowledged. KANs
have higher computational complexity and longer
training times compared to traditional models,
which can make them less suitable for resource-
constrained environments and limit their scalability
to larger datasets. Additionally, while KANs pro-
vide clear interpretability benefits, the process of
pruning nodes and simplifying the model may re-
sult in the loss of nuanced information critical for
specific predictions.
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