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Abstract

Large Language Models (LLMs) are very effec-
tive at extractive language tasks such as Ques-
tion Answering (QA). While LLMs can im-
prove their performance on these tasks through
increases in model size (via massive pretrain-
ing) and/or iterative on-the-job training (one-
shot, few-shot, chain-of-thought), we explore
what other less resource-intensive and more
efficient types of data augmentation can be ap-
plied to obtain similar boosts in performance.
We define multiple forms of Dense Paraphras-
ing (DP) and obtain DP-enriched versions of
different contexts. We demonstrate that per-
forming QA using these semantically enriched
contexts leads to increased performance on
models of various sizes and across task do-
mains, without needing to increase model size.

1 Introduction

In this paper, we explore different methods of se-
mantically enriching reference texts to improve the
performance of Large Language Models (LLMs)
on downstream tasks, particularly Question An-
swering (QA). There are a number of common
ways to increase the performance of LLMs on these
tasks: fine-tuning, few-shot prompting, and data
augmentations. Traditionally, data augmentation is
done to increase the amount of training data avail-
able with the hope that more data will lead to better
performance.

In the context of LLM usage, we propose data
augmentation in terms of enriching the context text
in a prompt. To do this, we augment the data used
as a reference for the QA task to be more semanti-
cally informative; this is Dense Paraphrasing (DP).
Then, we use the new text as the reference and per-
form the task. We see noticeable improvements
in automatic and human metrics on the answers
obtained by models using DP-enriched text.

Our contributions are as follows:

“Here’s your patient,”

the American said to Clarke. ...

DP-enriched text

“Here’s your (Clarke) patient,”
the American (Harding) said to Clarke. ...

]
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Figure 1: Dense Paraphrasing and LLM. We hypothe-
size the economy of natural language plays an important
role in the degraded performance of LLMs on Natural
Language Processing (NLP) tasks, and by augmenting
the context text at prompt time by DP, we can boost
performance.

* We formalize multiple forms of Dense Para-
phrasing: Anaphora and Coreference Dense
Paraphrasing and Semantic Role Labelling
Dense Paraphrasing and propose computation-
ally efficient ways of obtaining these para-
phrases, avoiding multiple LLM calls.

* DP-enriched text outperforms the original text
on automatic metrics and human evaluation.

* Dense Paraphrasing improves performance on
models of all sizes: this includes Llama3 8B
and Llama3 70B.

We use smaller models such as the spaCy corefer-
ence model' and the Verb Net parser (Gung, 2020;
Gung and Palmer, 2021) to generate DP-enriched
text. We then perform the QA task using the origi-
nal text and the DP-enriched text and compare our
results. This pipeline is based on the illustration in
Figure 1. We have made all of our code publicly
available on a public code repository.”
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2 Related Work

Many transformer-based models have proven them-
selves well-suited to QA tasks. The best models
have traditionally involved BERT or RoBERTa (Ju
et al., 2019; Wu et al., 2019). Other approaches
have involved ensembling the responses of multi-
ple models (Ju et al., 2019; Zhu et al., 2018). The
newest approaches use LLMs such as GPT (Brown
et al., 2020) to perform these tasks.

To improve LLM performance at these tasks un-
der zero-shot, one-shot, few-shot, and fine-tuning
conditions, a number of data augmentation strate-
gies have been proposed, summarized by Chen et al.
(2023). These methods include EDA (Easy Data
Augmentation) (Wei and Zou, 2019), SeemSeek
(Kim et al., 2022), AMR-DA (Shou et al., 2022),
Back-translation (Sennrich et al., 2016), Dialog In-
painting (Dai et al., 2022), and AutoConv (Li et al.,
2023).

The examples generated from these DA steps are
generally used to train models of smaller size (<1B).
In this work, we use the augmented examples in
the zero-shot prompt to perform the QA task.

This approach is based on query reformulation
techniques, widely used in the field of information
retrieval (Bruza and Dennis, 1997) and database
management systems (Rajaraman et al., 1995), and
then adopted for more complex NLP tasks un-
der different names such as “Decontextualization”
(Choi et al., 2021) or “Dense Paraphrasing” (Tu
et al., 2022, 2023).

3 Types of Dense Paraphrasing

Tu et al. (2023) define Dense Paraphrasing as gener-
ating text that “reduces ambiguity while also mak-
ing explicit the underlying semantics that [are] not
expressed in the economy of sentence structure”.

In this work, we define two forms of DP. These
methods all saturate the text with additional infor-
mation yet differ in what information is added. The
following Dense Paraphrasing methods are ways
to clarify various semantic relations in a text.

3.1 Anaphora and Coreference

One way to perform DP is by clarifying which
entity is being referred to whenever an anaphoric
or coreferential expression is used. We refer to
this process as Anaphora and Coreference Dense
Paraphrasing (A/C DP). This process duplicates
names next to all entity expressions, reinserting
information available from prior context.

(1) S1: “Here’s your patient,” the American said
to Clarke. “We expect you to cure him, and
you had better get to work at once.”

S2: “Here’s your (Clarke) patient (Blake),”
the American (Harding) said to Clarke
(Clarke). “We expect you (Clarke) to cure
him (Blake), and you (Clarke) had better get
to work at once.”

A/C DP is obtained by adding in the name of
the entity being referred to after each referential
expression. We link together entity chains grouped
by a coreference model through the spaCy package.
The first mention of an entity is the name that is
duplicated next to each mention of the entity.

3.2 Semantic Role Labelling

We explore another method of DP which focuses
on event participant roles. By employing Seman-
tic Role Labeling (SRL) to recover the predicate-
argument structure of the sentence, we hope the
model can better understand the wh-questions:
“who did what to whom”, “when”, and “where”
(Marquez et al., 2008). Specifically, we use an off-
the-shelf SRL tool VerbNet Parser (Gung, 2020;
Gung and Palmer, 2021) for this purpose. Com-
pared to traditional SRL systems, the VerbNet
Parser infuses knowledge from the English Lexical
resource VerbNet (Brown et al., 2019, 2022) for en-
hanced disambiguation of the predicate. Further, its
thematic roles are more semantically informative
than those in traditional SRL.

For our task, we run the VerbNet Parser on all
contexts and questions. We extract the syntax roles
and insert them back into the sentence immediately
following the text span they correspond to. In ex-
ample 2, S1 is the original sentence and S2 is the
DP-enriched sentence. The VerbNet Parser detects
that the predicate in S1 is “sit” and the matching
frame requires a Theme and a Location. Then it
extracts the value from S1 for these two thematic
roles.

(2) S1: My grandfather was sitting in the back-
yard.
S2: My grandfather (Theme) was sitting
(Verb) in the backyard (Location).

3.3 Combining DPs

A text can also be passed through multiple layers
of DP. The result is a text that contains multiple



No DP A/C DP SRL DP

EM F1 EM Fl EM Fl
Llama3 8B 433 57.0 425 566 499 63.6
Llama3 70B 459 619 457 613 473 64.9

Table 1: The impact of Dense Paraphrasing on CoQA

types of semantic information presented alongside
the original text. We experiment with combining
the results of A/C DP and Semantic Role Labelling
Dense Paraphrasing (SRL DP) into a dually-DP-
enriched text. We present these results in the Ap-
pendix.

4 [Experiments

We conduct experiments on the Conversational
Question Answering (CoQA) dataset (Reddy et al.,
2019).

4.1 Data

Conversational Question Answering (CoQA) is a
prominent dataset designed for the task of conver-
sational QA. The task is designed to examine the
models’ capability to understand the dialogue flow
and respond to a sequence of questions based on a
given passage. CoQA contains 127k questions with
answers, obtained from 8k conversations about text
passages from seven diverse domains, including
News, Literature, Exams, etc.

CoQA is designed to model conversational QA
and was created in an interactive mode where a
questioner asks a sequence of questions based on
a passage while a responder answers them. This
design is an example of multi-turn dialogue for
datasets. This setup ensures that the questions
asked are more natural than conventional QA pairs.
By training models on these datasets, we hope to
foster the development of models that can handle
dialogue flow and maintain context across longer
amounts of text.

4.2 Methods

We first obtain DP-enriched versions of the context
paragraphs of each example from CoQA dataset.
We use the publicly available Llama3 8B and
Llama3 70B models (Al@Meta, 2024). We run
both of our Llama3 8B and 70B experiments on
NVIDIA RTX A6000 with 48GB vRAM (300W
power supplied).

We perform the QA task without any DP as a
baseline. Figure 2 shows the prompt we feed to
LLMs. We repeat the task using the same prompt

Context: Once upon a time, in a barn near a farm house, there
lived a white little kitten named Cotton ...

Q4: What color was Cotton?
Aq: white
Q-1: What did the other cats do when Cotton emerged from the

bucket of water??
Ay-q: licked her face

Question: Did they want Cotton to change the color of her fur?

Answer succinctly with ONLY words or phrases EXACTLY from
the text

Figure 2: An example prompt of Question K for the QA
task

but with contexts enriched with A/C DP and SRL
DP.

4.3 Results

Our results are summarized in Table 1. A/C DP
slightly hurts general performance while SRL DP
greatly improves it. Using SRL DP-enriched text
caused an increase of 6.6 percentage points each
in EM (exact match) and F1 with Llama3 8B. We
report an increase of 1.4 and 3.0 percentage points
for EM and F1 using SRL DP-enriched text with
Llama3 70B.

The CoQA development set contains five do-
mains: children’s stories, literature, middle-high
school stories, news, and Wikipedia. Table 2 shows
how while A/C DP can help in some domains, its
improvements are not consistent enough through-
out the entire dataset and hurt performance in many
cases.

As shown in Table 2, SRL DP improves every
metric for Llama3 8B and all but one metric for
Llama3 70B. This indicates that DP, specifically
SRL DP, can induce better performance at extrac-
tive language tasks across domains using models
of various sizes. This motivates further use of SRL
DP as a data augmentation step to increase the per-
formance of LLMs.

We also performed a round of human evaluation
on the first thirty stories in the CoQA development
set. These results are shown in Table 3. From this,
we can see that both types of DP led to improved
performance.

4.4 Error Analysis
We classify the common errors made by our models

into the following categories:

Reasoning Error The models usually make this
type of error when the answer cannot be directly



CS Lit MHS News Wiki All
EM F1 EM F1 EM F1 EM Fl EM Fl EM Fl
NoDP 43.8 58.8 34.6 483 425 567 462 585 49.6 63.0 433 57.0
Llama3 8B A/CDP 39.7 564 358 495 38.0 52.8 46.8 604 520 638 425 56.6
SRLDP 48.2 63.8 419 545 478 628 527 654 587 715 499 63.6
NoDP 433 60.8 42.6 57.8 432 604 463 620 540 684 459 619
Llama3 70B  A/CDP 425 60.5 419 572 408 573 46.1 615 57.0 699 457 613
SRLDP 45.0 65.1 403 578 454 634 484 653 570 73.0 473 649
Table 2: CoQA by Domain
NoDP A/CDP SRL DP These include the yes-no errors as well as answers
Llama3 8B 64.5 66.5 70.5 that are accurate but have taken the wording of the
Llama3 70B  76.1 777 79.7

Table 3: Human Evaluation on the first 30 QA sets (251
questions) from CoQA reported as accuracy

extracted through keywords, or it requires some
extra reasoning to understand the question. For
example, if the story describes how a duck is sad
about herself being different from the rest of her
family, these models struggle to answer a question
that asks, “Is the duck happy about it?”

Intention Error This happens when the model
fails to understand the intention of a yes-no ques-
tion and, instead, answers with extractive informa-
tion. Although the information may be relevant,
the answer to a yes-no should be “Yes” or “No”.
For example, the question is “did they write back?”
and the model answers “write a note to her.” The
answer can be understood from this text but it is
not an answer to the question. A prompt that in-
cludes specific instructions for yes-no questions
may alleviate this error.

Follow-up Error When answering a follow-up
question, the models may not be able to detect that
this is a continuation of the question asked previ-
ously. For instance, consider the question “What
were they like” which refers to the man’s clothes
according to the preceding question. The model an-
swers “tough-as-nail”, which describes the man’s
character in movies. The wrong interpretation of
“they” in the question causes the answer to be true
but not relevant. This error can be greatly allevi-
ated through A/C DP where coreference resolution
would replace a pronoun with the actual entity and
recover the previous context.

In addition to these errors, both automatic eval-
uation, EM and F1, and human evaluation, accu-
racy, will miss some semantically correct answers.

story and rephrased it while maintaining the same
meaning.

5 Discussion

In natural language, even some required arguments
of event predicates can be omitted due to the
economy of sentence structure. This can pose a
challenge for downstream tasks like QA. VerbNet
Parser can not only extract existing thematic roles
of a sentence but can also indicate whether a the-
matic role is missing. Given that information, we
could perform saturation of missing roles by recov-
ering the covert arguments for each event and place
these arguments back into the text. This is another
form of DP, Frame Saturation Dense Paraphrasing
(FS DP), similar to what is done manually in Rim
et al. (2023).

Future work can explore other types of DP that
provide semantic information in plain text or even
other means of doing so. All of our experiments
were conducted under zero-shot conditions. Our
results motivate experiments and research using
DP with few-shot prompting and fine-tuning. In
particular, we recommend fine-tuning an LLM on
large amounts of DP-enriched training data before
performing downstream tasks on DP-enriched text.

We also note that SRL DP improves perfor-
mance throughout the conversational exchange. As
shown in Figures 3 and 4, SRL DP boosts both
metrics. However, as prompt length increases, the
DP-enriched text seems the same performance drop
as the original text. This semantic enrichment im-
proves the ability of models of multiple sizes to
answer questions and draw conclusions where the
necessary information is spread across a very long
text, up to 25 questions and answers long.
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Figure 3: F1 and EM for the 8B model for No DP, A/C DP, and SRL DP
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Figure 4: F1 and EM for the 70B model for No DP, A/C DP, and SRL DP

6 Conclusion

From our experiments, we conclude that Dense
Paraphrasing, specifically Anaphora and Corefer-
ence Dense Paraphrasing (A/C DP) and Semantic
Role Labelling Dense Paraphrasing (SRL DP), can
help LLMs perform extractive tasks such as QA.
A/C DP and SRL DP both enrich texts with se-
mantic information that language models can use
to more accurately perform downstream extractive
tasks.

Limitations

Our experiments and evaluation were only limited
to the CoQA dataset. These texts are all of a similar,
finite length. The dataset only covers a limited
number of domains and is only in English.

Ethics Statement

Any risks related to the unsupervised use of LLMs
are present here. We do not perform manual or
automatic checks or filters on the data we have eval-
uated or in our system. While there are safeguards
in place in LLMs to protect from offensive content
and bias (Liang et al., 2021; Roy et al., 2023; Sa-
hoo et al., 2024), they are not perfect (Wang et al.,
2024). During our limited human evaluation, we
did not come across any biased, harmful, or of-
fensive content in the dataset or generated by our
system.
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A Appendix

No DP A/C+SRLDP SRL + A/CDP
EM F1 EM F1 EM F1
Llama3 8B 433 57.0 40.8 55.6 40.1 524
Llama3 70B 459 619 45.1 60.9 39.1 54.6

Table 4: CoQA results of text enriched with multiple
forms of DP

We also ran the QA task using text that has been
enriched by both SRL DP and A/C DP. Including
both types of information in the same format hurt
performance on the CoQA dataset regardless of the
order they were added in. These results are shown
in Table 4



