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Abstract

In this paper, we conduct an empirical study
designed to systematically evaluate the efficacy
of deep learning approaches in Native Lan-
guage Identification (NLI) for native and non-
native Arabic speakers. Specifically, we utilize
three models: CAMeLBERT, AraBERTVO0.2,
and ARBERTV2. Our analysis is structured
around two classification scenarios: binary clas-
sification and multi-class classification. This
methodological framework allows us to com-
prehensively assess the performance of each
model for the designated task.

1 Introduction

Native Language Identification is a specialized area
within natural language processing (NLP) focused
on automatically determining an individual’s first
language (L1) or mother tongue based on their
written or spoken text in a second language (L2).
This field involves the analysis of various linguistic
features—including vocabulary usage, syntax, and
stylistic patterns—to deduce the most likely native
language of a writer or speaker. This process is
predicated on the hypothesis that linguistic charac-
teristics of the mother tongue often manifest in the
acquisition and use of a second language, a phe-
nomenon known as language transfer (Zampieri
et al., 2017).

NLI offers a range of practical applications
across diverse fields: Authorship Identification (Au-
thorship Attribution) (Jarvis and Paquot, 2015),
Author Profiling (Estival et al., 2007), Forensic
Linguistics, (Mohammadi et al., 2017), Human-
machine voice interface applications (Qian et al.,
2017), Second Language Acquisition (SLA) (Mal-
masi and Dras, 2017b), Educational Technology
Development (Laufer and Girsai, 2008), Market-
ing (Chen et al., 2017), and Security (Malmasi and
Dras, 2017a).

In the literature, most research on NLI has fo-
cused on integrating linguistic features with ma-

chine learning methods (Tetreault et al., 2013).
Key linguistic features analyzed include part-of-
speech (POS) tagging (Gebre et al., 2013), charac-
ter n-grams (Kulmizev et al., 2017), spelling errors
(Kyle et al., 2015), and syntactic features (Wong
and Dras, 2011). Commonly employed machine
learning techniques in this domain include Naive
Bayes (NB) and Support Vector Machines (SVM).
This combination leverages both detailed linguistic
analysis and advanced computational models to ef-
fectively predict the native language of individuals
from their second language texts.

The objective of our study is to conduct a series
of experiments to investigate the efficacy of deep
learning approaches in NLI for Arabic language
learners. We explore this through two classifi-
cation scenarios: binary classification and multi-
class classification. To this end, we employ three
models based on Bidirectional Encoder Repre-
sentations from Transformers (BERT): CAMeL-
BERT (Inoue et al., 2021), AraBERTV0.2 (An-
toun et al., 2020), and ARBERTV2 (Abdul-Mageed
et al., 2021). These models are specifically imple-
mented to assess the contribution of deep learning
techniques in accurately identifying the native lan-
guages of Arabic language learners.

The structure of this paper is organized as follows:
Section 2 reviews related work in NLI, offering
background and context for our study. Section 3
describes the methodology and datasets used in our
experiments, detailing the computational models,
analysis techniques, and evaluation of each model’s
performance across various classification scenarios.
Section 4 discusses the findings. Finally, Section
5 concludes the paper and suggests potential direc-
tions for future research in this field.

2 Literature Review

Like all other topics specific to natural language
processing, research in NLI was focused essentially
on learning English. However, in recent years a



number of studies have focused on other languages
as Chinese, Norwegian, Portuguese and Arabic.

2.1 English Learning Language

(Tetreault et al., 2012) conducted a pioneering
study on the use of classifier ensembles for NLI.
The study employed an ensemble of logistic re-
gression learners, utilizing a diverse set of fea-
tures including character and word n-grams, func-
tion words, parts of speech, spelling errors, and
writing quality markers. For syntactic features,
they explored the use of Tree Substitution Gram-
mars and dependency features obtained using the
Stanford parser. They also proposed incorporat-
ing language models into NLI and used language
model perplexity scores based on lexical 5-grams
from each language in their corpus. The ensem-
ble model achieved accuracies, with 90.1% on the
ICLE (Granger et al., 2009) and 80.9% on the
TOEFL11 corpus (Blanchard et al., 2013), respec-
tively.

(Lotfi et al., 2020) proposed a deep generative lan-
guage modelling (LM) approach to NLI. Their ap-
proach is to fine-tune a GPT-2 model separately
on texts written by the authors with the same L1,
and assigning a label to an unseen text based on
the minimum LM loss with respect to one of these
fine-tuned GPT-2 models. They evaluated their ap-
proach using two datasets, TOEFL11 and ICLE,
achieving an accuracy of 86.6% and 94.2% respec-
tively.

(Uluslu and Schneider, 2022) described ProDAPT,
transformer adapters based on deep generative
model, which is considered as an alternative
lightweight fine-tuning strategy that achieves equal
performance to full fine-tuning on most tasks. In
terms of performance, their model achieved 82.4%
accuracy on TOEFL11 corpus.

2.2 Arabic Learning Language

(Malmasi and Dras, 2014) presented the first appli-
cation for NLI to Arabic learners, based on a super-
vised multi-class classification approach, by com-
bining three syntactic features (CFG production
rules, Arabic function words and Part-of-Speech n-
grams. To perform multi-class classification, they
used SVM. The system achieves an accuracy of
41% on ALC Corpus.

(Mechti et al., 2020) studied the impact of auto-
matic classification using some data statistically ex-
tracted from a source corpus, to detect the mother
tongue of Arabic learners. They combined three

syntactic features which are: Part of speech n-
grams, function words and context-free grammar
production rules. For the classification, the LIB-
SVM2 was used, as variant of SVM. For training
and evaluation, they opted for Arabic Learner Cor-
pus, in which their model obtained an accuracy of
45%.

(Ionescu, 2015) presented a study based on a ma-
chine learning method that works at the character
level, using a kernel based on Local Rank Distance
(LRD). The resulting model of this combination
was trained and tested on ALC, obtained an accu-
racy score of 50.1%.

2.3 Other Learning Languages

(Malmasi et al., 2015) proposed NLI experiments
on Norwegian language, by employing a super-
vised multi-class classification approach, which
takes into consideration three syntactic feature
types: function Words, part-of-Speech n-grams and
mixed POS-function word n-grams. As a dataset
for training and evaluation they used the ASK Cor-
pus (Tenfjord et al., 2006). The model achieved an
accuracy score of 78.6%.

(Remnev, 2019) developed a model for Russian
Native Language Identification, based on the sup-
port vector method and the TF-IDF metric. To
train and evaluate the proposed model, he used the
Russian Learner Corpus. In terms of performance,
the adopted approach achieved an accuracy score
of 80%. (Malmasi et al., 2018) presented a study
about native Language Identification for learners of
Portuguese (as L2 Language). The used approach
is a combination of linguistic features and Machine
Learning. The authors defined three features which
are: Function words, Context-free grammar pro-
duction rules and Part-of-Speech (POS) tags. They
also utilized a standard multi-class classification
approach, by using linear Support Vector Machines.
For the dataset, they used NLI-PT (del Rio Gayo
et al., 2018). The proposed model attained an accu-
racy of 54.1% .

(del Rio, 2020) investigated the impact of different
linguistic features in NLI for L2 Portuguese. For
that, she defined two types of lexical features: one
includes all the words in the text, and the other one
includes all the words except nouns and adjectives.
In addition, other morphological and syntactic fea-
tures have been used, including: POS, context-free
grammar (CFG) production rules and dependency
triplets. For the experiment, she used 04 classifiers,



which are: Multinomial Logistic Regression, SVM,
Ridge Regression and Multi-Layer Perceptron clas-
sifier, which have been trained and tested on the
NLI-PT dataset. In terms of performance, the MLP
classifier achieved the best accuracy of 66%.
(Uluslu, 2023) presented an application of NLI
specifically for Turkish language learners. The ap-
proach employed a combination of three syntactic
features: Context-Free Grammar (CFG) produc-
tion rules, part-of-speech n-grams, and function
words. The study used a standard supervised multi-
class classification method, where a linear Support
Vector Machine (SVM) was applied for classifica-
tion. Feature vectors were created using a TF-IDF
weighting scheme. The Turkish Learner Corpus
(TLC) (Golynskaia, 2022), was utilized to evaluate
the system’s performance. By combining the three
features, the proposed system achieved an accuracy
score of 44.2%.

3 Experimental Methodology
3.1 Data

For our experiment, we used the Arabic Learner
Corpus (ALC) (Alfaifi et al., 2014). The Corpus
has been used for various studies in language learn-
ing and computational linguistics focusing on Ara-
bic. It comprises a collection of written and spoken
materials produced by learners of Arabic, which are
used for different types of linguistic research and
language teaching tool development. The dataset
was compiled during the years 2012 and 2013. It
comprises 282,732 words and consists of 1585
texts, encompassing both written and spoken con-
tent. These texts were generated by a total of 942
students learning Arabic, representing 67 nationali-
ties and originating from 66 distinct mother tongue
backgrounds. In addition, ALC includes 26 vari-
ables as metadata elements, 12 for the learner and
14 for the text.

3.2 Models

The aim of our research is to examine the impact
of various pre-trained Arabic BERT models by ex-
ploring different combinations of classification task
related to native language identification.

To achieve this, we fine-tuned 03 models, including
AraBERTVO0.2, ARBERTvV2 and CAMeLBERT Us-
ing Arabic Learner Corpus. Each model was used
to execute 02 Scenarios, which are: Binary classifi-
cation and Multi-class classification.

Our choice of these models was made for a num-

ber of reasons: they have been specifically pre-
trained on large-scale Arabic corpora, which helps
them capture the nuances and intricacies of Arabic.
They have demonstrated competitive performance
on various NLP tasks (Sentiment Analysis, Lan-
guage Identification, Named Entity Recognition,
Fake News Detection, etc). Their architectures and
training procedures are designed to achieve state-
of-the-art results on a range of Arabic language
understanding tasks, making them suitable choices
for classification tasks as well. These models often
come in different version (Large/base) and variants
(MSA/Dialect).

It’s also important to mention that even though
the 03 models were developed based on the same
architecture (BERT), there are a number of distin-
guishing features.
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Figure 1: Configurations of used models.

Parameter Value
Epochs 05
Batch 08
Learning rate | 4.87 e-5
weight decay 0.01
seed 20

Table 1: Hyper-parameters values.

3.2.1 Binary Classification

Binary classification is a fundamental task in ma-
chine learning where the goal is to classify input
data into one of two possible categories or classes
(Er et al., 2016). To do this, We carried out two ex-



periments, the first concerning the identification of
Arabic as the mother tongue of learners, in order to
fine-tuning our models, we have divided our dataset
into two distinct categories. The first category is
labelled "1", which concerns texts whose authors
native language is Arabic. The rest of the texts
constituting the second category will be labelled
"0" (Table 2 summarises the different test results).
The second experiment mirrors the first, but in this
instance, we handle each of the six languages in-
dividually, applying the same process to each one
(the result is given in the table 3).

3.2.2 Multi-class Classification

Multi-class classification involves classifying data
into more than two groups/categories (Fields et al.,
2024). Unlike binary classification, where the
model is trained to predict only one of the two
classes of an item, a multi-class classifier is trained
to predict one of the three or more classes of an
item. In our case, we set up two experiments, the
first for detecting Arabic language learners’ mother
tongues and the second dealing with the same task
based on level of study.

* Multi-class classification for detecting Ara-
bic learners’ mother tongue: The corpus
comprises 66 distinct mother tongue represen-
tations. However, the number of representa-
tive texts varies from one Mother tongue to
another, so we kept only languages with a
good quantitative representation in terms of
texts, as shown in figure 2. The results of this
experiment are given in table 3.
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Figure 2: Number of texts produced by Arabic language
learners with a mother tongue other than Arabic (ALC
corpus).

* Multi-class classification based on Level
of Study: The ALC contains 05 -cate-
gories of learners according to their level of

study: secondary school, general language
course, diploma programme (advanced lan-
guage course), Bachelor degree and Master
degree. Learners of both the Bachelor degree
and Master degree were majoring in Arabic.
Figure 3 gives an estimate of the percentage
of each level of study in the ALC. For re-
sults, table 5 presents a global view of the
performance of three models in detecting the
mother tongue based on levels of study, of-
fering a comparative understanding of their
effectiveness in this classification task. The
Table 6 offers nuanced insights into its ability
of the CAMeLBERT model to capture spe-
cific mother tongue differences at each level,
providing a more refined understanding of its
classification precision in this context.

Percentage (%)

Secondary General Bachelor Master

School language course

Diploma
programme degree degree

Figure 3: Corpus distribution by Level of Study.

4 Discussion

After reviewing the results, we found that the three
models achieved good results for binary classifi-
cation, but in the Multi-class classification there
was a significant decrease in the effectiveness of
the models, which is probably due to the fact
that deep learning models such as CAMeLBERT,
AraBERTV0.2 and ARBERTV2 have differences in
performance when applied to multi-class classifica-
tion task due to several reasons:

* Model structure and training data: These mod-
els, being variants of BERT (bi-directional en-
coding representations of transforms), are pri-
marily designed to capture complex patterns
in text through deep bi-directional represen-
tations. However, the effectiveness of these
models is highly dependent on the quality
and diversity of the training data. For Arabic
with many dialects and a rich morphological



Metrics | CAMeLBERT | AraBERTv0.2 | ARBERTv2
Accuracy 97.71% 97.26% 96.34%
Precision 96.51% 95.62% 94.37%

Recall 97.14% 96.84% 95.57%
F1 96.82% 96.21% 94.95%

Table 2: Binary Classification, One-versus-All (Arabic versus the six other languages).

Metrics | CAMeLBERT | AraBERTv0.2 | ARBERTV2
Chinese 98.32% 96.14% 94.43%
Urdu 97.66% 95.89% 95.09%
Malay 96.15% 97.23% 95.77%
French 97.73% 98.02% 96.41%
Fulani 98.18% 97.86% 95.31%
English 97.06% 96.23% 93.86%

Table 3: Binary Classification One-versus-One (Arabic/Non-Arabic).

Metrics | CAMeLBERT | AraBERTv0.2 | ARBERTv2
Accuracy 87.21% 83.10% 81.27%
Precision 64.74% 33.49% 28.67%

Recall 61.74% 40.59% 3591%
F1 60.43% 36.45% 30.58%

Table 4: Multi-class detection of mother tongue learners’.

Metrics | CAMeLBERT | AraBERTv0.2 | ARBERTV2
Accuracy 80.82% 75.79% 74.42%
Precision 80.00% 77.74% 62.92%

Recall 63.22% 50.02% 48.41%
F1 66.13% 53.55% 50.86%

Table 5: Global view on multi-class classification performance based on Level of study using CAMeLBERT,

AraBERTv0.2 and ARBERTV2.

Metrics Precision | Recall | F1 Score
Secondary school 58.64% | 40.44% | 48.45%
General language course | 60.08% | 45.58% | 52.19%
Diploma programme 62.12% | 49.24% | 56.78%
Bachelor degree 78.45% | 54.97% | 63.32%
Master degree 80.25% | 57.48% | 66.45%

Table 6: Detailed scores for multi-class classification based on Level of study using CAMeLBERT.

structure, models trained on Standard Arabic

may not perform well when faced with dialect-

related variations unless they are specifically

tuned to diverse datasets that include such vari-

ations.

Task complexity: Multi-class classification
task are inherently more complex than bi-
nary classification. In multi-class classifi-
cation, the model must choose the correct
class among several possible classes, which in-
creases the chance of error, especially if some



classes are underrepresented in the training
data. Multi-class classification adds another
layer of complexity since each sample may
belong to multiple classes simultaneously, re-
quiring the model to understand and predict
all applicable classes.

* Imbalance between categories: Often, in
multi-category settings, some categories con-
tain far more examples than others. This im-
balance can lead to models that are biased
towards more frequent categories, reducing
their overall effectiveness across less frequent
categories. Similarly, in multi-class settings,
some classes may be repeated more frequently
than others, which can skew the model’s pre-
dictions.

* Fine-tuning and adaptation: While models
like AraBERTv0.2, CAMeLBERT, and AR-
BERTYV?2 are pre-trained on a large set of mod-
els, their performance on specific tasks such as
multi-class classification or multi-label clas-
sification can depend on how well they are
tuned. Fine-tuning on a task-specific dataset
is critical, but without sufficient task-specific
data or proper organization, models can over-
adapt to the training data and perform poorly
on unseen data.

* Linguistic nuances: Arabic language process-
ing poses unique challenges due to the rich-
ness of the Arabic language in terms of lin-
guistic form and the presence of many ho-
mographs (words that are spelled the same
way but have different meanings). Effective
processing of these nuances requires either
specialized pre-processing or structures de-
signed to better capture these aspects, which
can be a limitation of general-purpose mod-
els such as AraBERTv0.2, CAMeLBERT, and
ARBERTV2 when they are not modified for
such details.

5 Conclusion

In this paper, we conducted a comparative study of
deep learning models for a classification task using
the Arabic Language Learners’ Corpus (ALC).
We evaluated three models based on the BERT
architecture: CAMeLBERT, AraBERTv0.2, and
ARBERTvV2. These models were fine-tuned and
tested on two classification scenarios: binary and

multi-class.

The experimental results indicate that all three
models perform exceptionally well in binary
classification, with F1 scores of 96.82% for
CAMEeLBERT, 96.21% for AraBERTv0.2, and
94.95% for ARBERTvV2. However, the perfor-
mance decreased for multi-class classification.
CAMEeLBERT achieved the highest performance
in both subcategories: 60.43% for categorization
based on mother tongue and 66.13% for that based
on school level. In contrast, the F1 score related to
the other two models did not exceed 37% for the
first subcategory and 54% for the second one.

The noticeable decrease in performance of the
three models in the multi-class classification task
can be attributed to two main factors: firstly, the
size of the corpus used and the disparities in the
number of texts between languages and grade lev-
els; and secondly, the increased complexity of these
classifications compared to binary classification.
Comparing the three models, we found that
CAMeLBERT’s outperforms ARBERTV2 and
AraBERTVO0.2. This can be ascribed to several pa-
rameters: an extensive and diverse training corpus,
effective fine-tuning of tasks, architectural innova-
tions, and robust benchmark results.

For future work, we plan to incorporate additional
linguistic features such as syntactic and Part of
speech tagging to enhance the models’ efficiency.
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