An Interactive Co-Pilot for Accelerated Research Ideation

Harshit Nigam and Manasi Patwardhan and Lovekesh Vig and Gautam Shroff

TCS Research
{h.nigam, manasi.patwardhan, lovekesh.vig, gautam.shroff}@tcs.com

Abstract

In the realm of research support tools, there ex-
ists a notable void in resources tailored specifi-
cally for aiding researchers during the crucial
ideation phase of the research life-cycle. We
address this gap by introducing ‘Acceleron’,
a ‘Co-Pilot’ for researchers, designed specif-
ically to accelerate the ideation phase of the
research life-cycle. Leveraging the reasoning
and domain-specific skills of Large Language
Models (LLMs) within an agent-based archi-
tecture with distinct personas, Acceleron aids
researchers through the formulation of a com-
prehensive research proposals. It emulates the
ideation process, engaging researchers in an
interactive fashion to validate the novelty of the
proposal and generate plausible set-of hypothe-
ses. Notably, it addresses challenges inherent
in LLMs, such as hallucinations, implements
a two-stage aspect-based retrieval to manage
precision-recall trade-offs, and tackles issues
of unanswerability. Our observations and end-
user evaluations illustrate the efficacy of Ac-
celeron as an enhancer of researcher’s produc-
tivity.

1 Introduction

With fast-paced research happening in every field,
we are witnessing an exponential growth in the
number of scientific articles and research papers on
the web. It is difficult for an individual researcher
or a small research team to keep abreast of the rel-
evant advances amidst this information explosion.
This has a downstream impact on the ability to be
consistently appraised and ensure novelty of a pro-
posed solution at various stages of the research life
cycle. Thus there is an urgent need for a tools that
can aid researchers to 1) understand, evaluate and
incorporate the latest developments in the litera-
ture and 2) Formulate/Modify the current proposed
solution accordingly to ensure novelty and impact.

Most of the existing tools focus on notifying
and recommending researchers with relevant liter-
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Figure 1: Acceleron Interface

ature, facilitate exploration of existing literature
and/or writing research manuscripts. Researchers
have also proposed learning representations for re-
trieval of relevant scientific articles (Singh et al.,
2022; Cohan et al., 2020; Ostendorff et al., 2022;
Mysore et al., 2021), literature Review Genera-
tion (Hu and Wan, 2014; Kasanishi et al., 2023;
Chen et al., 2021), Question Answering over scien-
tific articles (Saikh et al., 2022; Dasigi et al., 2021;
Lee et al., 2023), Scientific document summariza-
tion (Hayashi et al., 2020), citation recommenda-
tion (Ali et al., 2021, 2022; Medic and Snajder,
2023) citation intent detection (Cohan et al., 2019;
Berrebbi et al., 2022; Roman et al., 2021; Lauscher
et al., 2021), critical review and rebuttal generation
(Ruggeri et al., 2022; D’ Arcy et al., 2023; Kennard
et al., 2021; Dycke et al., 2022; Wu et al., 2022),
etc. However, to the best of our knowledge, no
tool or no approach in the literature facilitates a
researcher during the most arduous ideation stage
of the research life-cycle. (Wang et al., 2024) at-
tempts ideation in completely automated fashion.
However, their results demonstrate ~40% gap in
the generation of ideas ‘helpful’ from the novelty
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perspective.

Most of the tasks involved in research require do-
main expertise and complex reasoning skills. The
recent advancement in Large Language Models
(LLMs) has made it possible to partially automate
some of these tasks (Liu and Shah, 2023; Liang
et al., 2023; Zhang et al., 2023a; Labhiri et al., 2023;
Kunnath et al., 2023). However complete automa-
tion of these tasks may not yield qualitative out-
comes. In this work, we propose ‘Acceleron’ (Fig-
ure 1), a tool to accelerate the research life cycle.
The tool exploits the reasoning and domain spe-
cific skills of LLM based agents not to replace
researchers but to assist them for research ideation.
With LLM powered mentor and colleague agents,
Acceleron provides relevant inputs to researchers in
an interactive fashion via a user-friendly interface.
Thus, it aids the researcher to develop the research
proposal consisting of a validated motivation, a
well-defined research problem focusing of research
gaps in the literature, a proposed approach selected
from a set-of plausible synthesized methods and
possible set-of experiments to be conducted to eval-
uate the approach for the research problem. To
the best of our knowledge, we are the first ones to
mimic the research ideation process using LLMs
and execute it using human-machine interaction en-
suring accelerated as well as qualitative outcomes,
in terms of novel ideas.

2 System Architecture

Acceleron provides a web-based interface for re-
searchers to interact. The system architecture is
illustrated in Figure 2. We define an LLM Agent
based architecture (Wang et al., 2023b), with agents
of two distinct types of profiles or personas. A
Colleague persona! performs less complex tasks
including extraction of relevant information from
user inputs, generation of relevant questions from

'OpenAPI’s GPT-turbo-3.5 model
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extracted information or retrieval of relevant data
from scientific documents. Whereas, mentor per-
sona’ performs more complex tasks requiring rea-
soning such as understanding the limitations or
gaps of the existing work, identifying problems
similar to the problem discussed in the proposal,
identifying sub-tasks of the problem being solved
in the proposal, solving similar problems and/or
sub-tasks to synthesize a solution to the proposed
problem and re-write the proposal given a plausible
set-of approaches or possible limitations of related
work. The architecture is flexible such that the
LLM agents can interact with (i) LLMs like GPT-
3.5-Turbo?, Cohere* and Gemini® using API calls
or (ii) open-source LLM:s like Llama-2°, Zephyr’,
Mixtral® which reside on an internal hosting server.

We expect to have a global repository which is a
vector store of domain specific scientific articles’
which are indexed by the Specter embeddings (Co-
han et al., 2020) produced using the paper’s title
and abstract. We also have a User Specific cor-
pus which has chunks of all the retrieved papers
relevant to the current proposal the researcher is
working on. The paper chunks are created with
our in-house parser!" treating paragraphs as seman-
tic segments. If a paragraph does not fit into the
the maximum token length of LLLM agents, while
chunking it is further split to fit into the maximum
token length. The chunks are further converted
to vector embeddings and indexed for efficient re-
trieval based on semantic similarity with a query.
This user corpus acts as a shared ‘memory’ for the
LLM agents.

3 Approach

The Acceleron Ideation simulation involves inter-
action between a researcher and the LLM agents,
where the LLM agents perform actions based on
the feedback received by the researcher or another
agent. The process takes a proposal as an input
from a researcher with a research problem descrip-
tion specified at a high level along with the motiva-

20penAPI’s GPT4 model

3https://platform.openai.com/docs/models/gpt-3-5-turbo

*https://cohere.com/

Shttps://gemini.google.com/

®https://llama.meta.com/

"https://huggingface.co/HuggingFaceH4/zephyr-7b-beta

8https://mistral.ai/news/mixtral-of-experts/

“We use more than 2 million scientific articles in semantic
scholar fetched using S20RC dataset (Lo et al., 2020) as the
global repository

1%We built a PDF parser using PDFminer
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Figure 3: Motivation Validation Pipeline

tion behind the problem. The process involves: (i)
Analyzing the existing literature to critically eval-
uate the motivation behind the research problem
a researcher is trying to address to ensure that the
mentioned research gap(s) still exist(s), (ii) Refor-
mulating the proposed research problem and ob-
jectives based on the validation stage output and
re-identification of research gaps, (iii) Identifying
analogous research problems or sub-problems ad-
dressed in the literature and utilizing their solu-
tions, available in the literature, to derive a set-of
approaches or synthesizing a set-of plausible meth-
ods as a solution to the problem, (iv) Designing
experimentation strategy for the given problem and
selected methodology. The output of the ideation
process is the updated proposal with a (i) A re-
search problem with validated motivation (ii) Plau-
sible methods to address the research problem. The
overall ideation task is split into two pipelines: (i)
Motivation Validation and (ii) Method Synthesis.
The detailed prompts for the steps in each of the
pipeline are illustrated in the Appendix Section
A2

3.1 Motivation Validation Pipeline

As elaborated in Figure 3, the workflow begins with
the researcher providing the title and abstract for
their proposal. Acceleron identifies and extracts the
motivation behind the proposal and retrieves rele-
vant scientific articles relevant to the proposal and
presents them to the researcher for review. The re-
searcher can edit the selection of articles as needed.
Subsequently, the system generates binary ques-
tions to validate the proposal’s motivation against
the retrieved articles. After review and potential
edits by the researcher, the system retrieves rele-
vant sections from the selected articles to answer
these questions. If all articles fail to sufficiently
address the proposal’s motivation, the researcher is
notified. Otherwise, identified gaps in the literature
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are presented to the researcher for consideration.
The researcher can select relevant gaps or propose
new ones, which are then used to refine the pro-
posal’s motivation and problem statement. The
revised proposal is presented to the researcher for
further editing or approval. This iterative process
continues until the proposal’s novelty is validated
or until no relevant articles are found.

3.2 Method Synthesis Pipeline

The Method Synthesis workflow is illustrated in
Figure 4. The method synthesis phase begins with
the motivation validated proposal being accepted
by the researcher. The system employs the col-
league agent to extract and define the proposal’s
problem, followed by the menfor agent generat-
ing similar research problems and decomposing
the main problem into sub-tasks. The researcher
can refine these generated problems. Each refined
problem is used to retrieve relevant scientific ar-
ticles which is then parsed and stored in the user
corpus. The colleague agent then consolidates sim-
ilar problems and their solutions from these arti-
cles, presenting them to the researcher for further
editing. This information, along with the original
proposal, is provided to the mentor agent, which
synthesizes a list of plausible methods to solve the
problem. The researcher selects preferred methods,
which are incorporated into the updated proposal
by the mentor agent. The revised proposal is then
reviewed and finalized by the researcher.

4 Novel Components

With Acceleron our aim is to bridge Human-
Computer Interaction and Natural Language Pro-
cessing using an interactive tool infused with the
best of NLP and goodness of HCI. We created sev-
eral novel components within Acceleron that fixes
known shortcomings of NLP based systems using
HClT inspired ideas.



4.1 LLM Agents for Research Ideation

To the best of our knowledge, ours is the first LLM
agent based tool which assists in the complex task
of ideation for research. We have devised with
two novel portfolios for LLMS, viz., colleague and
mentor, allocating less complex tasks to the col-
league agent and more complex reasoning based
tasks to the mentor agent. The user corpus acts
as the shared memory for the agents, whereas the
agents perform fixed set of actions at various stages
of the workflow based on the provided inputs as
discussed in the prior sections. Rather than using
a costly LLM like GPT4 for all the tasks involved
in the workflows; dividing the tasks as per the diffi-
culty level and leveraging less costly LLM such as
GPT-turbo-3.5 for colleague agent, performing less
complex tasks, provides a cost-effective solution
for workflows.

4.2 Mitigation of Hallucination

Hallucination is one of the major difficulties of
using LLMs for knowledge based tasks (Zhang
et al., 2023b; Wang et al., 2023a). We mitigate this
problem using a two-fold solution: (i) There are
retrieval augmented components of the workflows,
viz. the motivation validation workflow poses ques-
tions generated to validate the motivation of the
proposal on the retrieved articles stored in the user
corpus or extract limitations of the articles which
address the proposal motivation or the method syn-
thesis workflow extracts approaches used to solve
similar or sub problems from the retrieved articles.
For these retrieval augmented tasks through proper
prompt engineering, we ensure that the answers
are provided by restricting the knowledge to the
retrieved context only. We observe this helps to mit-
igate hallucinations. (ii) There are components of
the workflows which rely on parametric knowledge
of LLMs, for example the motivation validation
involves re-writing the proposal and the method
synthesis involves generating similar sub problems
for the problem defined in the proposal and syn-
thesizing methods. For these tasks the output can
not be restricted to the provided input. In such
cases, there is a higher chance of hallucinated out-
puts. For such scenarios, we ensure mitigation of
hallucinated outputs, by keeping the system semi-
automated and allowing user-interactions at every
step to edit or delete hallucinated outputs. More-
over at every stage of the workflow, the LLM agents
are asked to justify their outputs and the provided
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justification is exposed to the researcher through
the interface. This forces the model to apply Chain-
of-Thoughts (COT) (Wei et al., 2022) and allows
the researcher to validate the output and check if
it is in sync with the justification provided. This
assists in alleviating the effect of hallucinations.

4.3 Two-Stage Aspect Based Retrieval

The global corpus contains a large number of sci-
entific articles stored with the Specter embedding
of the title and abstract of the papers. The title
and abstract of the papers contains information
about motivation and problem statement of the pa-
pers and a high level mention of the methodology
and the results. For ideation we require more in-
depth information from the papers across various
aspects such as methodology, limitations, etc. To
achieve this we perform retrieval in two stages. In
motivation validation workflow, we first retrieve
top-K papers from the global corpus with the pro-
posal as the query and high value of K for good
recall. This allows us to have a set-of papers with
similar motivation and problem statement to that
of the proposal. These papers are chunked and
stored in the user corpus for further aspect based
retrieval, such as papers with similar motivation to
that of the proposal and paper paragraphs mention-
ing the research gaps of these papers. In method
synthesis workflow, we first retrieve top-K papers
from the global corpus with similar sub problem
statements as the query and high value of K for
good recall. This allows us to have a set-of papers
with problems similar to the problem described
in the proposal or similar to any of the sub-tasks
of the problem described in the proposal. These
papers are chunked and stored in the user corpus
for further aspect based retrieval such as extracting
the approaches of the papers. Note that keeping
high-recall for the first stage of retrieval ensures
coverage of papers, whereas for the second stage
we favor more precise outcomes for aspect based
retrieval.

4.4 Introduction of Unanswerability

The output of aspect based retrieval is always top-K
paragraphs from the retrieved and chunked papers.
We keep the value of K low to get more precise re-
trieval for the given aspect based query. However,
there is a possibility that the retrieved paragraphs
do not have the answer to the query (the query is
unanswerable). For example, in the motivation val-
idation workflow the retrieved paragraphs from the



papers do not answer the question of whether the
paper addresses a specific motivation of the pro-
posal and does not specify the limitations of the
paper which would help to refine the problem de-
fined in the proposal. Similarly, for the method
synthesis workflow the retrieved paragraphs may
not have an approach to solve a similar problem.
In such cases, the LLM based agents check the rel-
evancy of retrieved paragraphs for the given query
and identifies the query as ‘unanswerable’ in case if
all the retrieved paragraphs are irrelevant, avoiding
irrelevant outputs. Allowing unasnwerability also
assists in reduction of hallucinations.

4.5 Moderation of GenerativeAl

Output generated by API based closed-source
Large Language Models like GPT-3.5 or Cohere,
are always unmoderated relative to the domain they
are being used in. Even though first party modera-
tion in form of censorship and guardrails(Gehman
et al., 2020)(Welbl et al., 2021) exist, these mea-
sures are focused on moderating offensive and in-
appropriate content being provided as input and
generated as output by the LLM. Domain specific
contextual moderation is necessary for a LLM to
provide on-topic and context relevant outputs. An
output generated as part of one domain may be
irrelevant or inappropriate when taken out of con-
text or when being provided as input to a LLM
for a different task. To counter this issue we have
specially designed our system using a novel expert-
in-the-loop architecture where at each and every
step where a LLM agent is called to generate an
output, a context is created using our two-stage
aspect based retrieval technique and task specific
prompt provided by the human user themselves.
This allows for the human to be in control of what
the LLM is being fed as context for the output gen-
eration acting as a pseudo first layer of moderation.
This in turn allows the LLM to generate domain
relevant and topic appropriate output which is pro-
vided to the human for a review with option to edit
if needed, so that the output can be used as context
further down the pipeline, making a encapsulation
of moderation on the LLM agents, negating the
need for third party content moderation.

5 Qualitative Analysis of the Workflows

In the absence of an appropriate dataset for the
tasks relevant to the ideation process, we evalu-
ate our workflows by user-studies. We allow re-
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searchers working in distinct domains like com-
puter science, material science and life science, to
use Acceleron for ideation of their research prob-
lems. For computer science domain , we use Se-
mantic Scholar data fetched using S20RC dataset
(Lo et al., 2020) as our global repository. Whereas,
for material science and life science domain we use
our repository of papers downloaded from ‘Science
Direct’!! and ‘PubMed’'?, respectively. We utilize
the logging functionality of ‘Acceleron’ to keep
track of the interactions between the researcher and
the LLM Agents. For space constraints and data
confidentiality preservation of unpublished work,
here, we provide a qualitative analysis of the work-
flows with 2 proposals from distinct researchers,
specifically in the domain of Artificial Intelligence
(AI), Machine Learning (ML) and Natural Lan-
guage Processing (NLP). The topics of these pro-
posals are: (i) Topic-based citation retrieval for re-
search proposal and (ii) Reference-free evaluation
metric for retrieval augmented question answering.

We receive an input from a researcher with a
proposal titled ‘Topic-based citation retrieval for
research proposal’ and the corresponding abstract
‘Retrieval of research articles pertinent to a given
query represents a thoroughly investigated research
challenge. Typically, queries take the form of a
title and abstract of a research article, or a spe-
cific sentence or paragraph from an existing re-
search article requiring citation. However, exist-
ing approaches presuppose the availability of a
well-constructed manuscript, an assumption that is
inappropriate during the initial research proposal
writing stage. At this initial phase, researchers
seek pertinent literature for citing in their propos-
als, often focusing on specific topics or intents and
further build the proposal. In this work, we aim
to tackle the issue of topic-based citation retrieval
for research proposals. We anticipate researchers
providing the title and abstract of their research
proposals, encompassing elements such as the re-
search gap, problem statement, and a high-level
overview of the proposed methodology and experi-
ments. Additionally, researchers will furnish a list
of topics for which relevant scientific articles need
to be retrieved. Our proposed algorithm intends
not only to fetch research articles pertinent to the
given proposal from a corpus, but also to establish
a crucial many-to-many mapping between these

"https://www.sciencedirect.com/
https://www.ncbi.nlm.nih.gov/pmc/tools/openftlist/



articles and the specified topics.” The colleague
LLM agent generates the following questions for
validation of the motivation: 1. "Is the research pa-
per specifically addressing the retrieval of research
articles relevant to a topic of a research proposal?"
and 2. "Is the research paper developing a tech-
nique to map research articles to specified topics
in research proposals?". Out of top-50 research
articles used to validate the motivation of the pro-
posal by posing the above mentioned questions,
four (Appendix A.1.1) got retrieved to be answer-
ing as ‘yes’ to at the least one of the above ques-
tions, and thus invalidating the motivation behind
the proposal. However, the justifications provided
for these papers highlight that paper no. 1 and 3 in-
troduce an approach for citation recommendations
during the writing phase of the target manuscripts
and not at the proposal writing stage. Also, scien-
tific article 2 leverages contents of a target paper
and citation graph to extract scientific information.
The outcome of the scientific article 4 is a dataset
which can be useful for the proposal, but does not
address the task of ‘topic-based citation retrieval
for research proposal’. Thus, we observe that after
evaluating the retrieved scientific articles claimed
to be invalidating the proposal, the researcher dis-
agrees with the justifications provided for each of
the retrieved articles for addressing the motivation
behind the proposal, hence validating the novelty
of the proposal. This exemplifies the need as well
as the effectiveness of this human computer interac-
tion facility provided by the tool for the workflow.
This example demonstrates acceleration of motiva-
tion validation stage of the research-life cycle (~8x
for this proposal as stated by the researcher), by
eliminating the need for the researcher to manually
go through multiple relevant research articles re-
trieved by generic or academic search engines to
ensure that the literature does not have a solution
for the specific problem the researcher is trying to
address, leading to a time consuming process.

We receive input from another researcher with
the proposal titled ‘Reference-Free evaluation met-
ric for Retrieval augmented question answering
task’ and the abstract ‘We observe that questions
with long answers on long documents do not have
unique reference evidences (relevant paragraphs
from the document) and answers. Rather, there is a
distribution over reference answers, making expert
based evaluation expensive and existing unique
reference-based evaluation metrics inadequate. We
also do not find any reference-free evaluation met-
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ric designed for evaluating retrieval augmented
question answering task. Hence, this this work we
propose to define this metric.’. The colleague LLM
agent generates the following question to validate
the motivation of the proposal: "Is the research
paper proposes a reference-free evaluation metric
designed for evaluating retrieval augmented ques-
tion answering tasks?". We observe that out of
top-50 retrieved scientific articles relevant to the
proposal, none of the articles provides answer as
‘yes’ to the question, leading to retrieval of zero rel-
evant paper hence invalidating the motivation of the
proposal. Manual analysis of the top-50 retrieved
articles performed by the researcher (as well as
other relevant articles manually visited by the re-
searcher) to evaluate this outcome of the workflow,
substantiates the results.

For the next workflow of method synthesis for
the above proposal, the mentor LLM agent gener-
ates following set of research problems similar to
the problem defined in the proposal: 1. "Evaluat-
ing complex tasks where there is no unique correct
answer or reference"”, 2. "Designing evaluation
metrics for tasks that involve retrieval and inter-
pretation of large amounts of data", 3. "Creating
reference-free evaluation metrics for tasks where
reference-based metrics are inadequate or impracti-
cal", 4. "Assessing the quality of answers in tasks
where the answers can be long and drawn from ex-
tensive documents". The mentor LLM agent also
generates the following sub-tasks for the problem
defined in the proposal: 1. "Defining a new metric
that can effectively evaluate retrieval augmented
question answering tasks" and 2. "Overcoming
the inadequacy of existing unique reference-based
evaluation metrics for questions with long answers
on long documents". With these similar and sub-
problems as queries, the colleague LLM agent first
retrieves Top-10 similar scientific articles per state-
ment (total 40 articles with some overlap as same
article may be retrieved for multiple queries) and
then poses the question that ‘if the article provides a
methodology or an approach to solve the above de-
fined problem or sub-task’. The researcher receives
total 17 scientific articles which answers ‘yes’ to
the question along with a description of the method-
ology implemented for each of the above problems
or task. Out of these papers, the researcher ac-
cepts 11 (Appendix A.1.2) scientific articles, find-
ing them to be more relevant to the problem the
researcher is trying to address.

Based on approaches discussed in these scientific



articles to solve the above enlisted similar problems
and/or sub-tasks, the mentor LLM agent suggests
the following 10 plausible methodologies for the
proposal. Theses suggestions with the exact verba-
tim provided by the agent are as follows: 1. AVA
(Automatic Evaluation Approach): This approach
uses Transformer-based language models to encode
the question, answer, and reference text. By mea-
suring the similarity between the reference and an
automatic answer, biased towards the question se-
mantics, AVA can estimate the system accuracy.
This approach can be used to evaluate retrieval aug-
mented question answering tasks and overcome the
inadequacy of existing unique reference-based eval-
uation metrics. 2. Informedness and Markedness
Measures: These new probabilistic and information
theoretic measures can be used to evaluate complex
tasks where there is no unique correct answer or ref-
erence. They can also be used to design evaluation
metrics for tasks that involve retrieval and interpre-
tation of large amounts of data. 3. Large Language
Models (LLMs): LLMs can be used as automated
metrics for evaluating tasks that involve retrieval
and interpretation of large amounts of data. They
can also be used to assess the quality of answers
in tasks where the answers can be long and drawn
from extensive documents. 4. SacreROUGE: This
open-source library dedicated to the development
of summarization evaluation metrics can be used
to develop reference-free evaluation metrics for
tasks where reference-based metrics are inadequate
or impractical. 5. Quantified Reproducibility As-
sessment (QRA): This method, based on concepts
and definitions from metrology, can be used to de-
velop reference-free evaluation metrics for tasks
where reference-based metrics are inadequate or
impractical. 6. RoSE Benchmark: This benchmark
can be used to provide a more robust evaluation
across different tasks. It can also be used to de-
velop reference-free evaluation metrics for tasks
where reference-based metrics are inadequate or
impractical. 7. GENIE6: This human-in-the-loop
leaderboard framework can be used to score an-
swers in tasks where the answers can be long and
drawn from extensive documents. 8. Sparse At-
tention and Contrastive Retriever Learning: This
system conditions answer generation on identified
documents and uses a dense retriever trained by
scaling up a distantly supervised algorithm. It can
be used to overcome the inadequacy of existing
unique reference-based evaluation metrics for ques-
tions with long answers on long documents. 9.
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Unified Evaluation Benchmark for Long-form An-
swers: This approach involves conducting a thor-
ough study of evaluation, including both human
and automatic evaluation protocols. It can be used
to overcome the inadequacy of existing unique
reference-based evaluation metrics for questions
with long answers on long documents. 10. Training
an LFQA Evaluation Metric Directly on Human-
Annotated Preference Judgments: This approach
involves fine-tuning pre-trained Language Mod-
els based on human judgement scores for the task.
This output showcases the quality of method rec-
ommendations provided by the tool for the given
proposal. Though mentioned at high-level, the
researcher agrees that most of these methods are
well-suited as a plausible approach for the given
proposal. Though there is a need for further work
to finalize the most appropriate plausible method
for proposal, the researcher finds this first cut of
output provided by the tool to be relevant and the
overall process to be significantly more efficient
than the regular process followed by the researcher
for constructing a plausible set-of approaches for
the given problem, by searching through the rele-
vant literature from scratch.

These examples illustrating the outcomes of the
motivation validation and method synthesis phases
of the ideation workflow of the tool, demonstrates
the efficacy of the tool, in terms of providing rel-
evant outputs at each stage of the workflow. The
observations made in terms of time saved by the
researchers with the tool usage for the respective
tasks demonstrates the power of the tool with re-
gards to time efficiency gains.

6 Conclusion

In this work, we have demonstrated a tool called
‘Acceleron’, developed to accelerate the ideation
phase of the research life-cycle. To the best of our
knowledge this is the first tool which addresses the
tasks involved in the ideation stage. To emulate
the ideation process, we use LLM agents with col-
league and mentor personas to execute two work-
flows, viz. motivation validation and method syn-
thesis, which engage researchers in an interactive
fashion to develop the research proposal. Our work-
flow involves novel components to (i) alleviate the
hallucinations of LLMs through user interaction,
(ii) ensure relevant outcomes by two-stage aspect
based retrieval, where first stage introduces higher
recall reducing False Negatives and False Positives



are corrected by user interaction and second stage
of more precise fine-grained aspect-based retrieval,
(iii) introduction of unanswerability and (iv) Moder-
ation of GenerativeAl via human interaction acting
as a pseudo first layer of moderation increases user
involvement in the final task specific outcome. The
qualitative analysis performed with proposals from
researchers in distinct domains, demonstrates qual-
itative outcomes for various stages in the workflow
with ~7.5x gains in the time efficiency for vari-
ous stages of the ideation phase. Most importantly,
expert-interaction avoids error propagation through
the stages of workflows yielding qualitative outputs
in terms of generation of novel and diverse ideas.

7 Future Works

This is an ongoing work. In future, we plan to em-
ulate the domain specific aspects of the ideation
process creating domain specific instances of the
workflows. For example, there can be a specialized
workflow for synthesis of alloys in material science
domain or drug discovery or synthesis of clinical
trials in life science domain. This would result
into a meta-process for ideation, which is domain
independent and instances of this meta-process cus-
tomized for specific domains and / or tailor made
for specific tasks.

The logging functionality of ‘Acceleron’ keeps
track of every input provided to the researcher as
well as LLM agents and every output from them
along with the corresponding timestamps. We are
saving these logs for each user interactions for all
the sessions. We plan to use these logs with treating
user validated inputs as ground truth annotations,
to develop a datasets for the ideation process. The
logs would be used for developing datasets for tasks
such as: (i) retrieval of research papers with similar
motivation (ii) proposal re-writing with addressing
research-gaps (iii) retrieval of research papers with
similar problems and/or (iv) method-synthesis from
a set-of relevant papers. The datasets will be used
to instruction-tune the Open-Source LMs, which
can replace the existing LLMs yielding more cost-
effective solutions.

We plan to extend the implementation of cur-
rent phase to generate a list of experiments to be
performed for the problem defined in the proposal
and the methodology selected by the researcher.
This would lead to generation of a (set-of) results
table(s) in a semi-automated fashion, with baseline
approaches, planned experiments (ablations) and
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appropriate metric(s) used for evaluation.

8 Limitations

The current version of ideation part of ‘Acceleron’
has certain limitations. The system generates de-
scriptions for every generated question at every
stage for the researcher to elaborate and explain of
the outcomes of these stages. For example, if an
existing paper is retrieved to be already addressing
the motivation behind the proposal, the tool pro-
vides LLM generated description of the same to
explain how the paper is already addressing the mo-
tivation. However, these descriptions sometimes
are not sufficient for the researcher to evaluate if
the retrieved outputs are correct, further hindering
the process of updating the outputs. To counter this
we are planning to extend this functionality by pro-
viding a facility to showcase the whole paper and
highlight the chunk of context in the paper using
which the description is generated. This would not
only provide vital context to the researcher to un-
derstand the answer but also provide backtracking
ability to check the context retrieved to generate
the description for a particular question.

We typically observe that we do not get quali-
tative results for extracting limitations of user pro-
posal as relevant retrieved papers do not specifi-
cally mention the limitations. In future we plan
to enhance the reasoning capabilities of LLMs to
extract limitations from a research paper. The open-
source locally run LLMs like Llama-2 (Touvron
et al., 2023) and Zephyr(Tunstall et al., 2023) are
slow and produce less qualitative outcomes as com-
pared to API based LLMs like GPT-3.5-Turbo and
GPT4 driving up the cost of running the system. A
single execution of the 2 workflows for a single pro-
posal cost the researcher somewhere around $0.5
to $1 for GPT-3.5-Turbo depending on the inputs
and context provided by the user and the number
of papers retrieved for the proposal, whereas this
cost is almost 10-fold for GPT4. To achieve better
quality of explanations from the retrieved papers
we plan to decontextualize the citations embedded
in the retrieved papers by using an approach simi-
lar to (Newman et al., 2023). Moreover, we need
a benchmark and metric to evaluate our idea gen-
eration pipeline. Right now, we are doing it by
user-studies and expert feedback. However, we
plan to use the newly released SciMon(Wang et al.,
2024) Dataset to benchmark the ideation workflows
and further enhance them.
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A Appendix

A.1 Qualitative Analysis of the Workflow: Retrieved Papers

A.1.1 Papers Retrieved during Motivation Validation of Proposal 1

. "Citation Recommendation: Approaches and Datasets"

. "CitationlE: Leveraging the Citation Graph for Scientific Information Extraction"

. "Content-Based Citation Recommendation"

. "unarXive 2022: All arXiv Publications Pre-Processed for NLP, Including Structured Full-Text and
Citation Network"

H~ W -

A.1.2 Papers retrieved during Method Synthesis Workflow of Proposal 2

. "AVA: an Automatic eValuation Approach to Question Answering Systems"

. "Evaluation: from precision, recall and F-measure to ROC, informedness, markedness and correlation"
. "Re-visiting Automated Topic Model Evaluation with Large Language Models"

. "SacreROUGE: An Open-Source Library for Using and Developing Summarization Evaluation Metrics"
. "Quantified Reproductibility Assessment of NLP Results"

. "Revisiting the Gold Standard: Grounding Summarization Evaluation with Robust Human Evaluation"
. "A Critical Evaluation of Evaluations for Long-form Question Answering"

. "Think you have Solved Direct-Answer Question Answering? Try ARC-DA, the Direct-Answer AI2
Reasoning Challenge"

9. "More Than Reading Comprehension: A Survey on Datasets and Metrics of Textual Question
Answering"

10. "Hurdles to Progress in Long-form Question Answering"

11. "A Critical Evaluation of Evaluations for Long-form Question Answering"

0NN A~ W

A.2 Prompts for different stages of the Workflows

1. Motivation Extraction Prompt

System Message:
You are a researcher and trying to understand the following proposal written by another
researcher: { proposal }

Human Message:

Describe in a bulleted list what is not addressed in the current literature which serves as the
Motivation behind solving the above research problem proposed in the Proposal. Answer without
a heading line and just the bullet points. Each bullet should mention one gap in the literature as a
bullet point and not a sentence.
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2. Motivation Question Generation Prompt

System Message:
You are a researcher and trying to understand the following proposal written by another
researcher: { proposal }

Human Message:

Describe in a bulleted list what is not addressed in the current literature which serves as the
Motivation behind solving the above research problem proposed in the Proposal. Answer without
a heading line and just the bullet points. Each bullet should mention one gap in the literature as a
bullet point and not a sentence.

Al Message:
{motivation }

Human Message: Convert each of the above bullets in to a binary question. The ques-
tion should begin with ’Is the research paper’.

\

3. Ask Question for Motivation Validation Prompt

System Message:

You are a researcher. You have been given a context, which are paragraphs from a research paper.
You have been given a question. Answer the given Question in *Yes’ OR *No’ OR ’Unanswerable’.
Answer solely based on the provided context of the research paper. If the question can not be
answered with the facts mentioned in the available context or there is any ambiguity in answering
the question answer as *Unanswerable’.

Answer as ’Yes’ only when the question can be very clearly answered considering the facts in the
research paper provided in the context. Do not repeat the question as the part of the answer.
Provide a concise explanation about how the answer to the question is *Yes’ mentioning the
paragraphs used in the context to answer it as “Yes’. If the answer is "No’ or "Unanswerable’ only
output that with NO description or elaboration.

Human Message:
Question: {question}
Research Paper Context: {paper_chunks}

\

4. Extract Limitation Prompt

System Message:
You are a researcher. You have been given the following proposal: {proposal}

A different research paper provided in the context already addresses the gap mentioned
as the motivation behind the proposal.
{descriptions}

Human Message:
Research Paper: {paper_chunks}

Identify the limitations or gaps of this research paper which can serve as the new motiva-
tion for the proposal. Provide a bulleted list of limitations, where each bullet is concise. Answer
WITHOUT a heading line and just the bullet points.
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5. Re-write Research Proposal Prompt

System Message:
You are a researcher and have written a proposal: {proposal}

Human Message:

Re-write the proposal by taking into consideration the mentioned gaps in the current literature as
the new motivation behind of the problem defined in the proposal.

Answer in a Single detailed paragraph WITHOUT any bullet points or list.

Gaps in the current literature: {limitations}

6. Research Problem Extraction Prompt

System Message:
You are a researcher and trying to understand the following proposal written by another researcher:
{proposal}

Human Message:
What is the problem solved in the proposal?

7. Similar Problem Generation Prompt

System Message:
You are a researcher and trying to understand the following proposal written by another researcher:
{proposal}

Human Message:
What is the problem solved in the proposal?

Al Message:
{problem_statement}

Human Message:
Give me a bulleted list of a more generalised or similar problems to the problem defined in the
proposal. Don’t give a heading just the answer in a bulleted list.

8. Sub Problem Generation Prompt

System Message:
You are a researcher and trying to understand the following proposal written by another researcher:
{proposal}

Human Message:
What is the problem solved in the proposal?

Al Message:
{problem_statement}

Human Message:
Provide a bulleted list of sub-problems or sub-tasks involved to solve the problem. Don’t give a
heading just the answer in a bulleted list.




9. Similar and Sub Problem Question Creation Prompt

Human Message:

{statement}

For the statement given above generate a question to be posed on a research paper to find out if the
paper is proposing an approach or method to perform the task defined by the statement. Start the
question with: ’Is the research paper proposing an approach or method to’.

10. Methodology Extraction Prompt

| r

System Message:

You are a researcher and trying to answer the question posed on a research paper provided as the
context.

Research Paper: {paper_chunks}

Human Message:

Answer the given Question in *Yes’ OR "No’ OR ’Unanswerable’. Answer solely based on
the provided context of the research paper. If the question can not be answered with the facts
mentioned in the available context or there is any ambiguity in answering the question, answer as
’Unanswerable’. Answer as ’Yes’ only when the question can be very clearly answered considering
the facts in the research paper provided in the context. Do not repeat the question as the part of
the answer. If the answer to the question is *Yes’, provide detailed approach or methodology to
perform the task. If the answer is "No’ or *Unanswerable’ only output that with NO description.

Question: {question}

| r

11. Method Synthesis Prompt

System Message:

You are a researcher and have been given a proposal and the research problem the proposal is
trying to solve. You have been given the approaches in the literature trying to solve, similar
problems and sub problems or sub tasks of the problem defined in the proposal. Your task is to
synthesize and propose a possible set of methods or approaches to solve the problem defined in the
proposal.

Proposal: {proposal}

Research Problem in the Proposal: {problem}

Human Message:
{method_context}

Based on the above information suggest the top 3 possible methods or approaches to
solve the problem defined in the proposal.




