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Abstract

We present our approach and results for Shared
Task 1 of the GermEval2024 competition
(GerMS-Detect), in particular Subtask 1, aimed
at predicting the severity of misogyny/sexism
in text from Austrian online fora. We start from
a German BERT-based baseline and a multilin-
gual BERT-based baseline and compare them
with a series of finetuned BERT-based mod-
els, in order to assess the contribution of (1)
finetuning on further data from a high-quality
misogyny detection dataset for a different lan-
guage (Danish) and (2) finetuning on a more
generic hate speech dataset for German. The
best results, however, were obtained by adapt-
ing the deepset/gbert-large model to task-
specific data, without finetuning on external
data, using a weighted loss function and k-fold
cross-validation, which resulted in an F1 score
of 0.643 and was our submission for the Closed
Track. Our findings highlight the complexity of
detecting nuanced forms of hate speech and the
importance of models adapted to the specific
contexts of use.

1 Introduction

In recent years, social media platforms and online
news websites have become central mediums for
discussing a wide array of topics with a global audi-
ence. Various entities, including companies, shops,
and TV shows, use these platforms to present con-
tent and interact with followers. However, the
anonymity afforded by the internet often leads to
various forms of harmful content, including sexist
and misogynistic expressions, ranging from subtle
biases to toxic comments directed at individuals
or groups (Van Royen et al., 2017). This can lead
to a normalization of misogynistic anti-minority
speech, which can in turn perpetuate discrimination
(Beukeboom and Burgers, 2019) and even increase
the incidence of hate crime and sexual violence
(Miiller and Schwarz, 2023).

A possible way to address these issues is through
automated detection of sexist and misogynistic con-
tent, which can support moderation efforts across
the spectrum of harmful expressions. A series of
GermEval shared tasks evaluation has focused on
offensive language detection for the German lan-
guage in Twitter data (Wiegand et al., 2018; Struf3
et al., 2019) and Facebook user comments (Risch
et al., 2021). The Shared Task 1 at GermEval 2024
poses the challenge of detecting sexism in Aus-
trian news comment as well as the majority grading
(Subtask 1) and grading distribution (Subtask 2).

Detecting misogyny and sexism in text from on-
line platforms in German is inherently challenging.
Hate speech detection in online platforms for a spe-
cific language requires adapting existing models to
the specific language, domain, and task, consider-
ing the full range of sexist and misogynistic expres-
sions (Karan and Snajder, 2018). Additionally, as
sexist content can range from subtle implications to
extremely toxic and violent expressions, annotators
typically diverge in their opinions and perceptions
of what constitutes misogynistic or sexist language
(Stappen et al., 2021).

Furthermore, biases in datasets, such as those
created by focused sampling instead of random
sampling, can further complicate detection and re-
sult in lower classification scores under realistic
settings (Wiegand et al., 2019). Unintended bi-
ases in misogyny detection models, such as those
caused by identity terms, can lead to the misclassifi-
cation of non-misogynistic content as misogynistic,
highlighting the complexity of creating fair and
effective detection systems (Nozza et al., 2019).

We present our approach and results for the
2024 GerMS-Detect Competition (GermEval2024,
Shared Task 1, Subtask 1). Our starting point
are pre-trained encoder-only transformed models
(BERT, Devlin et al., 2019) which have shown to be
successful in various NLP challenges (Min et al.,
2023). The first question we address is whether



a multilingual BERT model can leverage existing
task-specific data in a different language (Danish)
to bring an advantage over a language-specific Ger-
man BERT model. The second question is whether
language-specific data for finetuning can be ex-
tracted from a more generic German hate speech
dataset.

Our best-performing model, a finetuned German
BERT model, achieved an F1 Score of 0.643 and
was submitted to the Closed Track, as it did not
use any additional training data. This model was
trained using a weighted loss function to handle
class imbalance and evaluated through a k-fold
cross-validation approach (with k& = 5). To further
enhance the robustness of our predictions, we em-
ployed an ensemble method, combining the five
best models from cross-validation.

The multilingual BERT model with additional
training showed some improvements compared
to its corresponding baseline, but still performed
worse than the basic version of the German
BERT model deepset/gbert-large with simple
language-modeling finetuning.

We additionally evaluated the contribution of a
German hate speech dataset, which was filtered
using cosine similarity of sentence embeddings
(Reimers and Gurevych, 2019), aiming to select the
most relevant training data for misogyny/sexism
detection. This experiment did not yield improve-
ments in model performance either.

These experiments provided insights that simply
filtering for misogyny is insufficient for capturing
the specific nuances of sexism and the differing
opinions of annotators. This highlighted the com-
plexity of the task, where understanding the context
and subjective interpretations of sexism is crucial.

Our code is released on Github for further re-
search and development.'

2 Related Work

The detection of hate speech on social media plat-
forms, as well as the detection of more subtle forms
of toxicity and prejudice, including sexist and
misogynistic content (ranging from subtle biases
to overt violence), has been a significant research
area due to its societal impact. Various studies have
utilized different methodologies and datasets to ad-
dress these issues. Poletto et al. (2021) provide
a systematic review of resources and benchmark

1https://github.com/tha—atlas/
GermEval2024-THAugs/

corpora for hate speech detection, which highlights
the variety of datasets available for training and
evaluating hate speech detection models.

When it comes to misogyny detection, previous
work has typically focused on Twitter (Anzovino
et al., 2018; Jha and Mamidi, 2017) or Reddit (Far-
rell et al., 2019; Guest et al., 2021). The need for
annotated datasets in multiple languages is under-
scored by Arango Monnar et al. (2022), who high-
lights the limitations of existing resources and em-
phasize the importance of cross-lingual and cross-
cultural perspectives in developing hate speech de-
tection models.

Transformer-based models, particularly BERT,
have revolutionized NLP with their ability to cap-
ture contextual information bidirectionally, signifi-
cantly improving performance across various NLP
tasks (Devlin et al., 2019). The success of these
models has prompted their application for hate
speech detection, including misogyny and sexism
(Pamungkas et al., 2020; Kalra and Zubiaga, 2021;
Safi Samghabadi et al., 2020). When it comes to
pretrained encoders, multilingual models may be
suitable for leveraging cross-lingual information
and for exploiting existing datasets in a language
different than the target language (Muller et al.,
2021). It seems however that language-specific
models outperform multilingual ones for tasks in-
volving nuanced language understanding (Zeinert
et al., 2021; Rust et al., 2021).

Handling class imbalance is a critical aspect of
developing robust models for hate speech detec-
tion. Younes and Mathiak (2022) explored the use
of pre-trained language models and weighted loss
functions to address class imbalance, showing sig-
nificant improvements in model performance for
underrepresented classes. These techniques are es-
sential for ensuring that models do not overlook
minority classes, which is a common issue in hate
speech detection (Kwarteng et al., 2022).

Ensemble learning techniques have been ex-
plored to enhance the performance of hate speech
detection models. Mazari et al. (2024) demon-
strated the effectiveness of combining BERT with
other models through ensemble methods, achiev-
ing significant improvements in detecting multiple
aspects of hate speech. This approach leverages
the strengths of different models to provide more
robust and accurate predictions.


https://github.com/tha-atlas/GermEval2024-THAugs/
https://github.com/tha-atlas/GermEval2024-THAugs/

3 Data, Tasks and Evaluation

3.1 GERMS-AT dataset

The data for the GermEval2024 Shared Task
1 (GerMS-Detect) came from the GERMS-AT
dataset (Krenn et al., 2024). It consists of com-
ments from an Austrian online newspaper. The
comments were annotated by multiple annotators
with regards to the severity of misogyny/sexism
present in text, on a scale from O to 4, where 0
represents no sexism/misogyny, and 4 indicates
extreme sexism/misogyny. The labels capture the
distribution and variability of annotators’ opinions.

The datasets were released in three phases: Trial,
Development, and Competition”. Each phase pro-
vided training and testing data, with the test data
from one phase becoming part of the labeled train-
ing data in the next phase, along with the previous
phase’s training data. In the Competition Phase, the
training data included 5,598 comments (including
the labeled test data from the Development Phase
and the training data from both the Trial and Devel-
opment phases), with 4,221 labeled as non-sexist
and 1,377 as sexist (majority label). The testing
data for the Competition Phase comprised 1,986
unlabeled comments.

Content warning: We report examples of sexist
and misogynous language to illustrate the data.

Below are two examples that reflect the range of
severity captured in the dataset:

* Original: "Ja - weils politisch-medial nicht
gewlinscht ist gemischte Ranglisten zu zeigen
bei denen Frauen auf den vorderen Plitzen
nicht auftauchen."

Translation: "Yes - because it is not politi-
cally or media-wise desired to show mixed
rankings where women do not appear in the
top positions."

Majority Label: 1 (Low Severity)

Original: "wegen der paar frauen die es aus
der kiiche heraus schaffen eine eigene kar-
riere zu starten ist es eigentlich ein overkill
eine eigene genderform zu schaffen. der
tiberwiegende teil der frauen freut sich wenn
man(n) ! sie regelméBig ob der hervorziiglich
gekochten speisen lobt."

Translation: "Because of the few women
who manage to start their own careers out-
side of the kitchen, it is actually overkill to

2https ://ofai.github.io/GermEval2024-GerMS/,
Accessed: 2024-07-02

create a separate gender form. The major-
ity of women are happy when (a man) regu-
larly praises them for the excellently cooked
meals."

Majority Label: 4 (Extreme Severity)

The dataset is presented in JSONL format, each
entry contains:

* id: A unique identifier for the comment.
¢ text: The text of the comment.

* annotations: An array of dictionaries (only
in the labeled dataset), each containing:

— user: An anonymized ID for the annota-
tor (e.g., “A003”).

— label: The label assigned by the annota-
tor.

* annotators: An array of annotator IDs who
labeled the example (only in the unlabeled
dataset).

Figure 1 shows the distribution of the misog-
yny/sexism severity labels in the dataset, consid-
ering all labels provided by the annotators. As
illustrated, there is a significant class imbalance,
with the majority of comments labeled as "None"
(label 0), and fewer comments labeled with higher
severity levels.

Distribution of Misogyny/Sexism Severity Labels in GermEval Data
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Figure 1: Distribution of misogyny/sexism severity la-
bels in the GermEval2024/GerMS-Detect Data, consid-
ering all annotator labels.

3.2 Additional Datasets

To explore potential improvements brought by fine-
tuning on more data, we incorporated two addi-
tional datasets containing annotated examples of
hate speech:


https://ofai.github.io/GermEval2024-GerMS/

* Bajer Dataset: This dataset contains anno-
tated Danish social media posts labeled for
misogyny. It includes high-quality annota-
tions of online misogynistic content, pro-
viding insights into cross-lingual and cross-
cultural aspects of misogyny detection (Zein-
ert et al., 2021).

* GAHD Dataset: The German Adversarial
Hate Speech Dataset (GAHD) contains ad-
versarial examples aimed at improving model
robustness in detecting hate speech (Goldzy-
cher et al., 2024). This dataset includes texts
labeled as hate speech or not.

These datasets were not used in our submission
to the Closed Track.

3.3 Data Preprocessing

The preprocessing steps were consistently applied
across all stages of our methodology to ensure
clean input text. These steps included remov-
ing HTML tags, URLSs, emojis, and extra whites-
paces (Glazkova, 2023). This preprocessing was
performed on all datasets used, including the
GermEval2024/GerMS-Detect Data, the Danish
sexism dataset, and the German adversarial hate
speech dataset (GAHD).

3.4 Task Description

In Subtask 1, the goal is to predict the severity of
misogyny/sexism for each text based on the labels
assigned by multiple annotators. The labels reflect
different strategies for combining multiple annota-
tions into a single target label:

* bin_maj: Predict 1 if a majority of annotators
assigned a label other than 0, otherwise pre-
dict 0. Both 1 and O are correct if there’s no
majority.

¢ bin_one: Predict 1 if at least one annotator as-
signed a label other than 0, otherwise predict
0.

 bin_all: Predict 1 if all annotators assigned
labels other than 0, otherwise predict 0.

* multi_maj: Predict the majority label if there
is one; if no majority, any of the labels as-
signed is counted as correct.

* disagree_bin: Predict 1 if there is disagree-
ment on O versus all other labels, otherwise
predict 0.

3.5 Evaluation

System performance on all five predicted la-
bels (bin_maj, bin_one, bin_all, multi_maj, dis-
agree_bin) is evaluated using the F1 macro score
over all classes. The final score (which is used for
ranking submissions in the leaderboard) is calcu-
lated as the unweighted average over all five scores.

4 Methodology
4.1 Model Architecture

The model architecture used for the final finetun-
ing on the training data is consistent across all
our BERT-based models and is designed to han-
dle the specific requirements of the classification
tasks. The architecture includes the following com-
ponents:

* Input Layer: Handles tokenized input text,
including input IDs and attention masks.

* BERT Layer: Utilizes a pretrained BERT
model to extract contextual embeddings from
the input text. We used the following BERT
models in this layer (more details on the mod-
els in 4.6-4.7):

— deepset/gbert-large: A German BERT
model finetuned for specific language
tasks.

— google-bert/bert-base-cased: A base
BERT model suitable for general lan-
guage understanding tasks in German.

— bert-base-multilingual-cased: A multi-
lingual BERT model capable of handling
multiple languages, including German.

* Fully Connected Layers: Consists of multi-
ple fully connected layers with batch normal-
ization and activation functions.

* Classifiers: Comprises several task-specific
classifiers for binary and multi-class classifi-
cation.

The architecture is illustrated in Figure 2.

4.2 Cross-Validation

To ensure model robustness, we employed k-fold
cross-validation (with k& = 5), partitioning the
dataset into five subsets, training on four, and vali-
dating on one. This process was repeated five times
with different validation subsets, and performance
metrics were averaged. Stratified splitting ensured
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Figure 2: Model architecture used for the finetuning process.

balanced class representation across folds. Except
for the final submission, we used the GermEval
development data and test data for training and
testing. The primary evaluation metric was the F1
score, chosen for its balance between precision and
recall, suitable for imbalanced datasets (Sokolova
and Lapalme, 2009).

4.3 Ensemble Learning

To enhance prediction robustness, we employed an
ensemble learning approach. Our ensemble con-
sisted of five models, each trained on a different
fold of the dataset using 5-fold cross-validation.
This approach ensures that each model is exposed
to a slightly different subset of the training data,
potentially capturing different aspects of the prob-
lem.

The models in the ensemble shared the same
architecture (described in Section 4.1) but differed
in their learned parameters due to being trained on
different data folds. For prediction, we used the
following process:

1. Each of the five models made predictions on
the test data independently.

2. For binary classification tasks (bin_maj,
bin_one, bin_all, disagree_bin), the raw logits
were transformed using a sigmoid function to
obtain probability scores.

3. For the multi-class task (multi_maj), a soft-
max function was applied to the logits to ob-
tain class probabilities.

4. The predictions from all five models were ag-
gregated by averaging the probability scores
for each task.

5. For binary tasks, the final prediction was de-
termined by rounding the average probability
(threshold of 0.5).

6. For the multi-class task, the class with the
highest average probability was selected as
the final prediction.

This ensemble approach mitigates individual
model variability and improves overall perfor-
mance by leveraging the collective wisdom of mul-
tiple models. The use of probability averaging
allows for a more nuanced final prediction, poten-
tially capturing uncertainties that a single model
might miss (Mazari et al., 2024).

4.4 Handling Class Imbalance

In order to address class imbalance, we employed
a weighted loss function (Younes and Mathiak,
2022), assigning higher weights to underrepre-
sented classes to prevent model bias towards fre-
quent classes.

4.5 Hyperparameter Tuning

For  hyperparameter tuning and  archi-
tecture building, we initially used the
google-bert/bert-base-cased model®, due

to its lower resource requirements compared
to deepset/gbert-large (Chan et al., 2020)*.
We employed Optuna (Akiba et al., 2019), a
hyperparameter optimization framework, to
efficiently search for optimal hyperparameters.
Our search focused on learning rate, batch size,
weight decay, hidden layer dimensions, dropout
rate, and number of epochs. The search ranges
were informed by previous experience with similar
3https://huggingface.co/google—ber’c/

bert-base-german-cased, Accessed: 2024-06-25

4https ://huggingface.co/deepset/ghert-1large,
Accessed: 2024-06-25
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https://huggingface.co/google-bert/bert-base-german-cased
https://huggingface.co/deepset/gbert-large

tasks and models. Approximately 50 trials were
conducted using Optuna’s Bayesian optimization
approach, as shown in Table 1.

The model was trained using the AdamW opti-
mizer (Loshchilov and Hutter, 2019), with a Re-
duceLLROnPlateau scheduler (PyTorch Documenta-
tion, 2021) to adjust the learning rate during train-
ing. For the final deepset/gbert-large model
used in the competition, we had to adjust some
parameters due to GPU memory constraints and
the larger model size. Specifically, we reduced the
batch size to 16 and adjusted the learning rate to
1 x 10~°. We used the development training data
for hyperparameter tuning

4.6 Closed Track Approaches
4.6.1 Baseline Models

German Baseline We utilized the german bert
cased model as a baseline to compare the perfor-
mance of our finetuned models. This model was
chosen due to its lower resource requirements and
effectiveness in handling German language tasks.

Multilingual Baseline The bert multilingual
model was used as a baseline for assessing cross-
lingual transfer learning capabilities (Devlin et al.,
2019). It provided a benchmark for evaluating im-
provements from finetuning on a dataset in a differ-
ent language than the target language.

4.6.2 Finetuning German Models

Finetuning gbert-large We performed lan-
guage model finetuning (LM finetuning) on the
deepset/gbert-large model (Chan et al., 2020)
using the GermEval2024 dataset. This step adapted
the model to the specific language and context of
the GermEval data, enhancing its understanding of
the linguistic characteristics of the domain.

Finetuning german bert cased We also per-
formed LM-finetuning on the german bert cased
model using the same dataset. This model served as
a point of comparison to evaluate the performance
gains achieved from the LM-finetuning process it-
self.

4.6.3 Finetuning Process Details

For both models, we used a custom dataset class
and BertTokenizer to tokenize the preprocessed
texts, ensuring consistent input size by truncating
and padding them to a maximum length. We ini-
tialized the BertForMaskedLM model, setting up
the training environment with specific arguments

such as epochs, batch size, and learning rate. A
data collator dynamically created masked language
modeling data during training. Using the Trainer
class from the Transformers library, we managed
the training loop, including forward and backward
passes, optimization, and checkpointing. Post-
training, we saved the finetuned models and to-
kenizers for the classification task.

4.7 Additional Experiments

4.7.1 Harvesting Data for Task-Based
Finetuning

To prepare the filtered GAHD dataset for finetun-
ing, we performed a detailed data harvesting pro-
cess, aimed at finding datapoints which were not
just examples of hate speech, but specifically ex-
amples of sexism/misogyny:

1. Data Preparation: We read the GermEval
data, labeled each entry as sexist or non-sexist
based on the annotations, and split the dataset
into training and test sets to find an optimal
threshold for identifying misogynistic content,
aiming for a precision value of about 75%.

2. Model Setup and Finetuning: We used sen-
tence embeddings (Reimers and Gurevych,
2019) from the T-Systems-onsite/cross-en-de-
roberta-sentence-transformer model® and fine-
tuned it on the GermEval data to improve the
filtering process. The known sexist sentences
were all the sexist sentences from GermEval.

3. Similarity Calculation: We computed the
cosine similarity between the embeddings of
the GAHD dataset texts and the known sexist
sentences from GermEval.

4. Filtering: Using the determined threshold of
0.14, we filtered the GAHD dataset to retain
texts with high cosine similarity scores, indi-
cating misogynistic content.

It’s important to note that the filtering process
may sometimes incorrectly classify certain sen-
tences. For example:

Content warning: We report examples of sexist
and misogynous language to analyse model errors.

* Original: "Sollten wir nicht zumindest ver-
suchen, diesen Thread in etwas Positives
Shttps://huggingface.co/T-Systems-onsite/

cross-en-de-roberta-sentence-transformer, Ac-
cessed: 2024-06-25
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Hyperparameter Search Range Optimal Value
Batch size [16, 32, 64] 64
Learning rate [1x107°,5x107°] 4.053 x 107°
Weight decay [0.1,0.3] 0.2019
Hidden layer dimension 1 [512, 768, 1024] 768
Hidden layer dimension 2 [128, 256, 512] 256
Dropout rate [0.1, 0.5] 0.3606
Number of epochs [8, 12] 12

Table 1: Hyperparameter search ranges and optimal values

umzuwandeln, etwa Moglichkeiten, weille
Minner und Frauen vor gemischten Beziehun-
gen zu retten?"

Translation: "Shouldn’t we at least try to
turn this thread into something positive, such
as ways to save white men and women from
mixed relationships?"

(This sentence may be incorrectly classified
due to the word "Frauen" (women) despite the
context not being inherently misogynistic.)

e Original: "Ich habe 2019 auf TIK TOK
einige SEHR SCHONE UND HEISSE SEXY
MADCHEN VON MUSICALLY gefunden,
schade, dass sie alle wie Huren wirken"
Translation: "In 2019, I found some VERY
BEAUTIFUL AND HOT SEXY GIRLS from
Musical.ly on TikTok, it’s a shame that they
all seem like whores"

(This sentence is correctly identified as sexist
due to explicit objectification and derogatory
language towards women.)

The final filtered GAHD subset, balanced to in-
clude an equal number of sexist and non-sexist
examples, contained 769 sentences of each type
and was saved for further finetuning.

4.7.2 Finetuning on Filtered GAHD Dataset

To improve its ability to detect misogynistic con-
tent, we finetuned the german bert cased model
on the filtered GAHD dataset prepared in the previ-
ous step. The finetuning process involved tokeniz-
ing the text, computing class weights to address
class imbalance, and training the model using the
AdamW optimizer with a set of hyperparameters
tailored for this specific task.

4.8 Finetuning Multilingual Models

To assess the multilingual BERT model’s cross-
lingual transfer learning capability, we performed
task-based finetuning on a Danish sexism dataset

(Zeinert et al., 2021). The multilingual BERT
model was finetuned on the Danish dataset with
the following setup:

* Learning rate: 2 x 107
» Batch size: 16
* Number of epochs: 1

* Dropout rates: 0.3 for hidden and attention
layers

* Optimizer: AdamW

» Evaluation metrics: Accuracy, F1 score, pre-
cision, and recall.

This evaluation aimed to determine if finetuning
on Danish data could lead to performance improve-
ments on German language tasks.

5 Results

Table 2 summarizes the F1 scores achieved by dif-
ferent models and configurations during our explo-
ration and experimentation. These models were
trained on the GermEval Development data and
tested on the GermEval Development test data.

5.1 Closed Track Results

5.1.1 german bert cased (baseline)

The german bert cased model, without any fine-
tuning, served as our primary baseline. It achieved
an average F1 score of 0.5825 across all tasks, pro-
viding a solid starting point for comparison.

5.1.2 bert multilingual (baseline)

Our  multilingual  baseline, using  the
bert-base-multilingual-cased model without
finetuning, achieved an average F1 score of
0.5679. This performance was slightly lower than
the German-specific baseline, highlighting the
potential benefits of language-specific models for
this task.



Model bin_maj bin_one bin_all multi_maj disagree_bin Avg. F1 Score
gbert-large (LM-finetuned) 0.7347  0.7707 0.7132 0.2886 0.6132 0.6241
german bert cased (LM-finetuned) 0.7069  0.7532 0.6459 0.2778 0.6085 0.5985
german bert cased (baseline) 0.6865  0.7299 0.6632 0.2669 0.5660 0.5825
german bert cased (task-finetuned on GAHD) 0.6834  0.7180 0.6477 0.2693 0.5700 0.5777
bert multilingual (baseline) 0.6769  0.7301  0.6000 0.2467 0.5858 0.5679
bert multilingual (task-finetuned on Danish) 0.6776  0.7328 0.6185 0.2518 0.6061 0.5773

Table 2: F1 scores achieved by different models and configurations during exploration and experimentation. These
models were trained on the GermEval Development data and tested on the GermEval Development test data.

5.1.3 german bert cased (LM-finetuned)

After language model finetuning, the german bert
cased model showed improved performance, with
an average F1 score of 0.5985. This improve-
ment demonstrates the effectiveness of adapting
the model to the specific language and context of
the task.

5.1.4 gbert-large (LM-finetuned)

The gbert-large model, finetuned with language
model finetuning, achieved the best performance
among all tested configurations. The final evalu-
ation on the Competition test set, which included
texts without labels, involved generating predic-
tions using the ensemble models and submitting
them for the GermEval contest. The final submis-
sion to the Closed Track achieved an average F1
score of 0.643 across all tasks, confirming the ro-
bustness of the finetuned ghert-large model.
The training procedure for the
deepset/gbert-large model involved moni-
toring the training loss and validation F1 score
across epochs to ensure proper convergence and
avoid overfitting. Figure 3 shows the training loss
and validation F1 score across 5 folds, providing
insights into the training dynamics and model
performance over time. The figure reveals that
the training loss consistently decreases across all
folds, indicating effective learning and reduction
of error on the training data. Concurrently, the
validation F1 score initially increases, reflecting
improved model performance on the validation set.
However, the validation F1 score plateaus after a
few epochs, suggesting that further training does
not significantly enhance validation performance
and helps identify the point of diminishing returns.

5.2 Results of the Additional Experiments

5.2.1 german bert cased (task-finetuned on
GAHD)

The german bert cased model, when task-
finetuned on the filtered GAHD dataset, achieved

an average F1 score of 0.5777. This performance
did not surpass its LM-finetuned counterpart, indi-
cating that additional task-specific finetuning with
filtered data did not provide the expected benefits.

5.2.2 bert multilingual (task-finetuned on
Danish)

The multilingual BERT model, after task-specific
finetuning on Danish data (Zeinert et al., 2021),
showed improved performance with an average F1
score of 0.5773. This improvement over the base-
line multilingual model suggests that the model
can adapt to new languages and transfer learning
across them. However, it still did not outperform
the German-specific models.

6 Discussion and Conclusion

This paper presents our approach to Shared Task 1
of the GermEval2024 GerMS-Detect competition
(Subtask 1), focusing on predicting the severity of
misogyny/sexism in text based on annotations from
multiple human annotators. Our methodology pri-
marily utilized a finetuned deepset/gbert-large
model, which proved effective in understanding
and detecting nuanced language features associ-
ated with misogyny and sexism.

Our ensemble approach, consisting of five
deepset/gbert-large models each trained on a
different fold of the dataset achieved an average
F1 score of 0.643 across all tasks in the competi-
tion. Key to this success was the use of weighted
loss functions to address class imbalance and an
ensemble learning approach to enhance prediction
robustness. Hyperparameter tuning using Optuna
further optimized performance, ensuring the cho-
sen hyperparameters were well-suited for the task
(Akiba et al., 2019).

To explore cross-lingual transfer learning, we
finetuned a multilingual BERT model on a Dan-
ish sexism dataset (Zeinert et al., 2021). While
this model showed slight improvements in certain
F1 scores after finetuning, it did not outperform
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Figure 3: Training loss (solid lines) and validation F1 score (dashed lines) across epochs for 5 folds of the

gbert-large model.

the standard deepset/gbert-large model. The
marginal gains highlight the challenges inherent
in cross-lingual transfer learning and the complex-
ity of the task due to the subjective nature of the
annotations.

We also investigated filtering the German adver-
sarial hate speech dataset (GAHD) for misogynistic
content using cosine similarity, aiming to improve
the german bert cased model through additional
pre-finetuning. This approach did not yield signifi-
cant improvements, indicating that simply increas-
ing misogynistic content in the training data is not
sufficient to capture nuanced perceptions of sex-
ism and misogyny, highlighting the complexity of
developing effective models for detecting nuanced
and subjective forms of hate speech (Fortuna and
Nunes, 2018).

Our findings emphasize the importance of using
specialized models tailored to specific linguistic
contexts. Although the multilingual BERT model
demonstrated some cross-lingual capabilities, the
deepset/gbert-large model remained more ef-
fective for this task. Future research could explore
more sophisticated methods for integrating mul-
tilingual data and better techniques for handling
subjective annotations.

In summary, our work highlights the challenges
and potential solutions for detecting misogyny and
sexism in text. The advanced transformer models,
ensemble learning, and careful handling of class
imbalance were effective in achieving robust per-

formance. However, the nuanced and subjective
nature of this task requires further exploration and
innovation to develop comprehensive and fair de-
tection models.
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