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Abstract

This study explores the effect of annotators’ de-
mographic features on labeling sexist content in
social media datasets, focusing specifically on
the EXIST dataset (Plaza et al., 2023), which
includes direct sexist messages, reports, and de-
scriptions of sexist experiences and stereotypes.
We investigate how various demographic back-
grounds correlate with annotation outcomes
and examine methods to incorporate these fea-
tures into BERT-based model training. Exper-
iments show that adding demographic infor-
mation improves performance in classifying
sexism and assessing intention of the author.

1 Introduction

According to the United Nations definition, gender-
based violence includes violence that is directed
against a woman because she is a woman or that
affects women disproportionately, and, as such, is
a violation of their human rights1. A report pub-
lished by Amnesty International2 found that 23%
of women using Twitter reported experiencing on-
line abuse or harassment at least once. Such vio-
lence and abuse on social media significantly un-
dermines women’s rights to express themselves
equally, freely, and without fear.

The EXIST shared task (Plaza et al., 2023) aims
to identify and categorize sexism on Twitter. De-
veloping any dataset for topics such as sexism, sar-
casm, or hate speech is challenging, since it is dif-
ficult to determine a ground truth for these topics
(Gordon et al., 2022; Plaza et al., 2023). One per-
son may find a tweet sexist, while another may find
it acceptable. Traditionally, machine learning mod-
els take the majority vote over all labels, effectively

1https://www.un.org/womenwatch/daw/cedaw/
recommendations/recomm.htm

2https://www.amnesty.org/en/documents/amr51/
4723/2021/en/

ignoring differences in annotators’ backgrounds,
which might, however, influence their perspectives.
It also disregards minority opinions when most an-
notators agree on one label but a few dissent. The
resulting datasets have been described as partially
subjective and not fully reliable for downstream
applications by (Rottger et al., 2022).

In response, (Uma et al., 2021) introduced the
Learning With Disagreement paradigm (LwD),
which involves training systems on datasets that
include all annotators’ perspectives, aiming to re-
flect the diversity of views. Evaluation with a soft
metric enables ambiguity-aware models to compare
the probability distributions of labels they generate
(soft labels) to the full distribution provided by an-
notators using cross-entropy. This step away from
hard gold labels to distributions provides the possi-
bility of better modeling both, potential ambiguity
of the wording as well as disagreements in the judg-
ments. The EXIST sexism task adopted LwD and
incorporated the annotators’ demographic informa-
tion into the training and test sets.

We show here that for the EXIST dataset the per-
formance of sexism detection and the assessment
of the author’s intentions improves when demo-
graphic information is included for classification.
We explore different methods to integrate the de-
mographic features and find that including it as
additional input to a BERT model enhances perfor-
mance. While we use gold labels during training,
which are crowd labels aggregated into hard labels
using majority voting, we include detailed informa-
tion from the annotations in the training process.

The goal is to investigate whether there is a cor-
relation between annotator judgments and demo-
graphic features in two ways. First, we exploit the
demographic features from the training data for
improved classification. Secondly, we give a first
exploration of potential bias in the dataset. Bias
here refers to uneven distributions and has no value
judgment attached to it from the outset. While EX-
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IST is a renowned shared task aimed at identifying
sexism in social media, no paper has yet analyzed
the impact of annotators’ features on the labeling
process in this dataset.

2 Related Work

2.1 Sexism Detection

Recent years have seen an increase in the availabil-
ity of sexism-related datasets. (Waseem and Hovy,
2016) introduced a dataset of tweets labeled with
the categories racism, sexism, and neutral. Sim-
ilarly, MeTwo (Rodríguez-Sánchez et al., 2020)
provides a Twitter corpus in Spanish, categorizing
tweets as sexist, non-sexist, or uncertain.

Social media platforms serve as forums for shar-
ing both sexist content and testimonials of sexism
encountered by women. Distinguishing between
these two types of messages is crucial, as is un-
derstanding the definitions of sexism within these
datasets. Some datasets focus on detecting miso-
gyny or hatred towards women (Anzovino et al.,
2018; Guest et al., 2021; Pamungkas et al., 2020).
The EXIST dataset classifies both direct sexist
tweets and reports or descriptions of sexist experi-
ences as sexist messages. (Chiril et al., 2020) intro-
duced a dataset of French tweets annotated to iden-
tify either reports of sexist experiences or sexist
messages. In their dataset, a tweet was considered
sexist if it explicitly targeted someone or described
a target implicitly. For example, the tweet My boss
asked me: “Who’s going to cook for your husband
when you’re away?" is a report and might trigger
different reactions from the recipient compared to
a direct sexist message. The EXIST dataset cov-
ers a wide range of sexism, from explicit to other
subtle or even benevolent expressions that involve
implicit sexist behaviors.

2.2 Learning with Disagreement

A growing body of research focuses on develop-
ing training methods that do not rely on a single
label for each sample (Abercrombie et al., 2023;
Mostafazadeh Davani et al., 2022; Kairam and
Heer, 2016; Leonardelli et al., 2023).

According to (Uma et al., 2021), approaches to
learning from disagreement in crowd annotations
can be categorized into four broad methods. First,
some methods automatically aggregate annotations
into a single label for each instance, assuming an
objective truth exists for each instance (such as ma-
jority voting). Second, other methods also assume

a gold label exists but recognize it may not always
be recoverable due to coder disagreement; these
methods filter out or weigh items with excessive
disagreement (Whitehill et al., 2009). Third, some
approaches learn a classifier directly from crowd
annotations by assigning probabilistic scores to
each label, producing soft labels (Rodrigues and
Pereira, 2018). Finally, some methods train clas-
sifiers using a combination of hard and soft labels
(Fornaciari et al., 2021), or integrating gold labels
with information from crowd annotations to ac-
count for item difficulty or annotator ability (Plank
et al., 2014). In our study, we have adopted the
latter approach, incorporating annotators’ demo-
graphics into the training process for sexism identi-
fication.

Guided by the assumption that annotators’ judg-
ments build on their background, recent studies
have explored this further. (Wan et al., 2023) in-
corporated demographic information of annotators
to propose a disagreement predictor framework
that gauges annotators’ disagreement in subjective
tasks.

(Jiang et al., 2021) found significant variations in
perceptions of the harmfulness of sexually explicit
language across eight countries. (Almanea and
Poesio, 2022) developed an Arabic Twitter dataset
on sexism and misogyny, demonstrating that anno-
tators’ religions correlate with their labels. (Sap
et al., 2022) reported strong correlations between
annotator identity, beliefs, and toxicity ratings.

Some studies suggest that the nature of disagree-
ment in tasks such as sexism is not based on indi-
vidual differences, but on social positions (Chulvi
et al., 2023; Curry et al., 2024). Sexism is de-
fined not at the individual level but rather based
on societal norms (Curry et al., 2024). To cover
all perspectives in the annotation process, (Chulvi
et al., 2023) proposed considering the attitude of
annotators and their behavior toward sexism.

(Curry et al., 2024) proposed that equally consid-
ering all annotations’ disagreement is not sufficient.
For instance, certain terms may be commonly used
among African Americans but are inappropriate if
used by the broader public. Thus, sexism or racism
should be understood as cultural concepts formed
in specific contexts, i.e. when computing disagree-
ment, the vote of the impacted group matters more
even if they are in the minority. (Gordon et al.,
2022) introduced jury learning, a recommender
system approach that selects a group of annotators
with specified demographic characteristics from a
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pool of annotators to judge each text.
(Orlikowski et al., 2023) showed that even when

socio-demographic information such as gender is
included in their toxicity detection model as an
additional group-specific linear layer, the average
behavior of the female annotators does not nec-
essarily reflect the behavior of individuals in that
group.

The EXIST dataset includes a range of demo-
graphic information not typically found in other
sexism datasets. However, its impact on the EXIST
dataset’s labeling process has not yet been explored.
This study offers an investigation into such a corre-
lation.

3 Data Description

3.1 Task Description

This study investigates the EXIST 2023 dataset
(Plaza et al., 2023). EXIST stands for sEXism
Identification in Social neTworks and focuses on
identifying explicit and implicit sexism in social
media posts.

Task 1 is a binary classification determining
whether a tweet represents sexist expressions or
behaviors. The sample can be sexist itself, describe
a sexist situation where discrimination against
women occurs, or criticize a sexist behavior.

Task 2 considers the author’s intention motivat-
ing the tweet, i.e. it explicitly distinguishes be-
tween a sexist tweet and one describing or report-
ing a sexist experience to criticize sexism. Task 2
is a three-way classification into the categories

Direct The tweet itself is sexist, e.g.
A woman needs love, to fill the fridge, if a man
can give this to her in return for her services
(housework, cooking, etc), I don’t see what
else she needs.

Reported The tweet reports a sexist situation expe-
rienced by a woman or women, e.g.
Today, one of my year 1 class pupils could not
believe he’d lost a race against a girl.

Judgemental The tweet describes sexist situations
or behaviors to condemn them, e.g.
As usual, the woman was the one quitting her
job for the family’s welfare. . .

3.2 Dataset statistics
The dataset is collected from a wide range of Span-
ish and English tweets including annotations pro-
vided by a diverse group of annotators from various
countries.

Each tweet has been annotated by six annotators.
The EXIST 2024 dataset includes demographic in-
formation for each annotator, such as id, age, gen-
der, level of study, country, and ethnicity. The train-
ing dataset includes 6920 tweets which have been
annotated by 725 distinct annotators from 45 dif-
ferent countries. The demographic features (scalar
representations in our models are in parentheses3)
provided are

Gender male (1) or female (0)

Age ranges are 18-22 (1), 23-45 (2), and >46 (3)

Levels of study is less than a high school diploma,
high school degree or equivalent, bachelor’s
degree, master’s degree, and doctorate

Ethnicity is Black or African American, Hispanic
or Latino, White or Caucasian, Multiracial,
Asian, Asian Indian, or Middle Eastern

4 Methodology

The dataset includes annotations from six annota-
tors for each sample, along with their demographic
features. We compare here performance when in-
cluding and when omitting these demographic fea-
tures as input for a simple pre-trained model (fine-
tuned RoBERTa (Loureiro et al., 2022) or Multilin-
gual Cased BERT (Devlin et al., 2019)) followed
by two feedforward networks for classification.

When no demographic features are introduced
to the model:

Encodingbase Input to BERT is the sample text,
input to the classifier is BERT’s CLS token.

Encodingpreprocessed Four tokens ([url], [user],
[spanish], [english]) were added as special
tokens to the BERT tokenizer. In each sample,
URLs and mentions were replaced with [url]
and [user] tokens, respectively. The dataset
identifies for each tweet whether it is in En-
glish or Spanish, thus either [english] or [span-
ish] were added at the beginning of each in-
stance. Based on findings that word embed-
dings capture the meaning of emojis better

3No scalar representations are shown here for the level of
study and ethnicity and we do not report on scalar runs for
these as they did not improve performance.
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than symbols (Tahaei et al., 2022; Mostafavi
and Porter, 2021), emoji word embeddings
were added to the BERT vocabulary as spe-
cial tokens, enabling BERT to map a specific
identifier to each emoji. The input to BERT is
the sample text preprocessed this way and the
input to the classifier is BERT’s CLS token.

The following describes two models that incorpo-
rate annotators’ demographic features. In both con-
figurations, each preprocessed sample is replicated
six times, corresponding to each annotator. Con-
sequently, the original training set of 6,920 tweets
expands to 41,520 instances.

Encodingfeatures Input to BERT is the prepro-
cessed sample text. Input to the classifier
includes demographic features in a stack of
one-hot vectors of each feature (age, gender,
study level, and ethnicity) and the CLS vec-
tor. We send additive attention to the classi-
fier. Additive attention (Bahdanau et al., 2015)
obtains a weighted average of the representa-
tions, where the weights are determined based
on the importance of each representation.

Encodingannotations Input to BERT concatenates
demographic features to the end of each pre-
processed sample. Each sample is replicated
six times (Uma et al., 2022; Sheng et al.,
2008), each with details on gender, age, level
of study, and ethnicity for each annotator (see
Section 5.1). Both the hard label, which is
the aggregated label for that tweet (see Sec-
tion 5.2), and the annotator’s label for each
instance were added to each instance. Input
to the classifier is the CLS token.

An initial baseline system predicted both sexism
and the three intention categories direct, reported,
judgmental within a single model. However, we
observe better results when we reduce the number
of non-sexist tweets for Task 2 by first running our
Task 1 system in order to predict the sexist tweets
and subsequently categorizing only those with our
different approaches.

5 Experiments

5.1 Feature Representation

To experiment with Encodingannotations, we concate-
nated the demographic features to the sample in
different formats.

(1) As usual, the woman was the one quitting her
job for the family’s welfare., F, 18-22, Hispano
or Latino, Bachelor’s degree

Example 1 shows the input vector representation,
where the meta-labels on the sample correspond to
the respective word vectors. The first four demo-
graphic features are appended represented by the
strings used in the competition data (the last two
demographic features are omitted here).

(2) As usual, the woman was the one quitting her
job for the family’s welfare., 0, 1, 3, 1

Example 2 shows the first four demographic fea-
tures represented by scalar values (see Section 3.2).

(3) As usual, the woman was the one quitting her
job for the family’s welfare. <g>female</g>
<a>GenX</a> <e>Hispano or Latino</e>
<s>Bachelor’s degree</s>

Example 3 shows the demographic features en-
closed in dedicated special tokens that have been
added to BERT’s special tokens vocabulary.

(4) As usual, the woman was the one quitting her
job for the family’s welfare. female, GenX,
Hispano or Latino, Bachelor’s degree

Example 4 shows a variation on Example 1,
where ‘F’ was replaced by the word ‘female’ and
‘18-22’ was replaced by ‘GenX’, namely where
words replaced symbols. Example 4 representa-
tions outperform Example 1 representations and
the word encodings of Example 4 are used for the
following examples.

(5) As usual, the woman was the one quitting her
job for the family’s welfare. [SEP] female
[SEP] GenX [SEP] Hispano or Latino [SEP]
Bachelor’s degree

Example 5 is a version of 4 where the demo-
graphic features are separated by the pre-trained
[SEP] token in the input to BERT.

(6) As usual, the woman was the one quitting her
job for the family’s welfare., female, GenX,
Hispano or Latino, Bachelor’s degree, sexist,
direct

Example 6 is similar to 5, but the individual
labels of the annotator for the two tasks are also
concatenated to the end of the sample.
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Models based on representations shown in Ex-
ample 4, Example 5, and Example 6 perform bet-
ter than the first three models, validating the use
of word representations instead of symbols, pre-
trained instead of custom separating special tokens,
and appending the annotator decision to all training
samples as well as the test samples. Our results,
detailed in Section 6, are based on these represen-
tations.

5.2 Evaluation

Each instance has seven labels in the competition
data: one given by each annotator and the hard
(majority) label.

For Task 1, a binary classification task, the hard
label is determined by a majority vote of the anno-
tators, following the shared task evaluation setting.
The class annotated by more than three annotators
is selected. If no class receives a majority, meaning
no class exceeds the threshold, those instances are
removed from the training process. We evaluated
the binary task based on the F1 measure.

Task 2 is a three-way classification task for sex-
ist tweets, i.e. annotators label tweets as direct,
reported, judgmental, or non-sexist4. The hard la-
bel is assigned if two or more annotators agree. In
case of a tie, instances are removed from the train-
ing process. We evaluate Task 2 using the average
F1 measure (Macro F1).

5.3 Training

For this multilingual dataset, we used the
multilingual version of BERT (mBERT) (De-
vlin et al., 2019), a model pre-trained on
104 languages with Wikipedia pages using a
masked language modeling objective. We
also employed the ‘cardiffnlp/twitter-roberta-base-
sentiment-latest’ model (Loureiro et al., 2022), a
RoBERTa-base model trained on approximately
58 million tweets and fine-tuned for sentiment
analysis. The experiments yielded better perfor-
mance with the fine-tuned RoBERTa-based model
for Task 1 and improved results with mBERT for
the bi-lingual Task 2. For comparison, we also ex-
perimented with XLM-RoBERTa, but since the per-
formance did not significantly improve, we opted
to continue our experiments with the lighter model.
We use the HuggingFace implementation of BERT,

4We model Task 2 as a three-way classification after first
predicting non-sexist tweets using our Task 1 classifier and
classifying the remaining samples as direct, reported, or judg-
mental.

trained with a batch size of 1 for 8 epochs.

6 Results

Table 1 shows results for the best performance in
the 2023 competition and seven of our experiments
with different demographic feature encodings.

The demographic features consistently improve
performance in all their encodings reported here.
This indicates that incorporating annotators’ demo-
graphics generally improves the performance of
detecting both sexism and source intention (Tasks 1
and 2) in this dataset. The most significant improve-
ment is observed with the Encodingannotations model,
where tweets are replicated six times for the six an-
notators, with the annotator’s features concatenated
at the end. Although the Encodingfeatures model,
which adds annotators’ features as additional in-
puts directly to the classifier, enhances the perfor-
mance of both tasks compared to Encodingbase, it
is outperformed by this Encodingannotations model.

Due to the absence of publicly available test data
from the shared task organizers, our results are
based solely on the publicly available development
set. The state-of-the-art model, which won the
2023 shared task, achieved performance scores of
0.81 for the first task and 0.57 for the second task
on the test set but did not report performance on
the development set.

We experimented with different representations
of demographic features, as shown in Examples 1-
6. The best performance for both tasks was for
representations similar to Examples 4-6, where de-
mographics were added as tokens to the end of
instances. For the first and second tasks, using this
representation and incorporating age, gender, study
level, and ethnicity led to a 5% and 7% performance
increase, respectively, compared to Encodingbase.
In the preliminary experiments, we included other
demographic features from the dataset. However,
they did not lead to further improvement and we
excluded them from the analysis.

Since each tweet has two labels—one being the
gold label derived from majority voting, and the
other provided by each annotator—we tested in-
corporating the annotators’ labels into the input.
Along with the tweet and annotators’ features for
each instance, we also included the label given by
that annotator (6). This configuration led to a 1%
improvement in performance for the first task, and
4% improvement was observed for the second task.
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Model Features Task 1 Task 2
Encodingbase - 0.78 0.48
Encodingfeatures age+gender+study+ethnicity 0.80 0.50
Encodingannotations age+gender 0.81 0.48
Encodingannotations age+gender+study+ethnicity 0.83 0.55
Encodingannotations,sep age+gender+study+ethnicity 0.83 0.53
Encodingannotations age+gender+study+ethnicity+labels 0.84 0.59

Table 1: Experiment results are based on the development set. For Task 1, we used the RoBERTa model fine-tuned
on a sentiment dataset, while for Task 2, we used mBERT.

7 Analysis

7.1 Annotator demographics as Features

The EXIST dataset is among the recent datasets that
adopted the learning with disagreement approach
for sexism detection. Our experiments demon-
strated that integrating additional demographic in-
formation directly into language models signifi-
cantly enhances performance, proving more effec-
tive than incorporating these features separately
into classifiers. This underscores the capabilities
of the BERT family models, which can achieve im-
pressive results with proper token representations.

Our findings show that adding two demographic
features to the model improved performance for the
first task, and the inclusion of two more features
further increased performance. When annotators’
labels were incorporated as an additional feature
to the input, there was a slight additional boost
in performance. Our experiments also show the
critical role of feature representation. Among the
various representations tested, adding demographic
features as tokens yielded the best results, capital-
izing on the inherent power of the corresponding
word embeddings. Even when adding annotator’s
labels as an additional feature, representing them
as word tokens (for instance in Example 6 adding a
label sexist instead of 1) resulted in slightly better
performance.

Including annotator features in the model allows
for training on a diverse set of representations for
each sample, rather than relying on a single per-
spective. This leads to better training outcomes and
a less biased model, emphasizing the importance of
considering annotator demographics in developing
more inclusive models.

7.2 Annotator Categories

Studies have shown that annotators’ background
influences their labeling processes, leading to bias
in datasets that may not adequately represent mi-

nority voices (Wan et al., 2023; Sap et al., 2022).
We examined the distribution of annotations across
various demographic features and found that for
most features there was about a 10% difference
between the lowest and highest groups.

When examining ethnicity, 54% of annotators
who identified as multi-racial labeled tweets as sex-
ist, compared to only 41% of annotators who iden-
tified as Black or African American. Given the
diverse backgrounds of annotators from 45 differ-
ent countries, we focused on the top nine countries
with more than 1,000 annotators each. Notably,
39% of annotators from Poland found tweets to be
sexist, while 50% and 51% from the US and Italy
identified tweets as sexist. Language also played
a role in the labeling process. Spanish-speaking
annotators labeled tweets as sexist at a higher rate
(49%) compared to English-speaking annotators
(41%). Our analysis confirms the importance of
considering annotators’ demographics in the label-
ing process to ensure a more representative and less
biased dataset.

8 Conclusion and Limitations

The aim of this study is not to reach SOTA in detect-
ing sexism and source intention, but rather to ex-
amine the potential advantage of adding annotator
features in representing more diverse judgments in
the EXIST dataset. We showed that incorporating
annotators’ demographic information as inputs into
the BERT models can enhance the performance of
models in detecting sexism and understanding the
author’s intention in the EXIST dataset. Addition-
ally, our findings indicate significant variations in
how tweets are ranked as sexist, influenced by fac-
tors such as the annotators’ spoken language and
country of residence.

However, including demographic features in the
training process may introduce new biases into the
models. Future research will focus on further ex-
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ploring the effects of these demographic features
on trained models. We anticipate that the strict con-
ditions for corpus construction used in corpus lin-
guistics can inform addressing some of these issues.
Additionally, we plan to investigate methodologies
that assess the degree of disagreement among an-
notators, building on existing studies in this area
(Rodrigues and Pereira, 2018; Gordon et al., 2022).
This will help us better understand and address po-
tential biases in the labeling process, aiming for
more robust models.

9 Statement of Bias

The EXIST dataset captures a wide range of biases
against women, spanning from hateful or offensive
sentences to humorous or friendly ones. At its core,
sexism encompasses any prejudice or discrimina-
tion directed towards women based solely on their
gender (Plaza et al., 2023). As a result, statements
like As usual, the woman was the one quitting her
job for the family’s welfare, while not explicitly
sexist, are classified as such due to their descrip-
tion of stereotypical situations of gender bias.

However, it is important to recognize that inter-
pretations of sexism can vary among annotators,
influenced by their language backgrounds and cul-
tural perspectives. While efforts are made to miti-
gate bias in the training process, incorporating di-
verse viewpoints and background information from
annotators, rather than relying on a single label, can
result in a fairer and more robust model. Addition-
ally, our work examined the impact of annotators’
demographics on the labeling process, highlighting
how these factors can lead to biased datasets.

In the annotation guidelines of the EXIST
dataset, tweets that express gendered stereotypes,
hatred and violence toward women, or tweets that
reject inequality between men and women are both
labelled sexist.
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