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Abstract
The automation of information extraction from ESG reports has recently become a topic of increasing interest in
the Natural Language Processing community. While such information is highly relevant for socially responsible
investments, identifying the specific issues discussed in a corporate social responsibility report is one of the
first steps in an information extraction pipeline. In this paper, we evaluate methods for tackling the Multilingual
Environmental, Social and Governance (ESG) Issue Identification Task. Our experiments use existing datasets in
English, French and Chinese with a unified label set. Leveraging multilingual language models, we compare two
approaches that are commonly adopted for the given task: off-the-shelf and fine-tuning. We show that fine-tuning
models end-to-end is more robust than off-the-shelf methods. Additionally, translating text into the same language
has negligible performance benefits.

Keywords: ESG Reports, Pre-trained Language Models, Cross-lingual Transfer, Text Classification, Multilin-
gual NLP

1. Introduction

Yearly releases of Environmental, Social and Gov-
ernance (ESG) reports represent an important part
of a financial company’s life cycle. Such reports
are used to guide the decisions of responsible in-
vestors, by guaranteeing that the company satis-
fies measurable and objective criteria that have a
positive impact on society (Van Marrewijk, 2003;
Sheehy and Farneti, 2021; Serafeim and Yoon,
2022). Complying with ESG practices is a require-
ment for corporations, for example, SEC filings in
the United States have to follow the standard for
Climate Change and Human Governance, and ev-
ery European company providing investment prod-
ucts must disclose how its economic activity aligns
with sustainability norms (Kang et al., 2022).

ESG reports address various issues and cor-
respond to labels in internationally-defined stan-
dards1. Modern language models (LMs) can po-
tentially play an important role in processing such
reports by extracting ESG-relevant sections and
automating the analysis of sustainability aspects
emphasised by a company.

In this work, we propose a comprehensive eval-
uation of the task of multilingual ESG issue iden-
tification, using existing datasets that are writ-
ten in English (EN), French (FR) and Chinese
(ZH) (Chen et al., 2023a) but unifying them in a
single label space and treating the labels as non-
mutually exclusive (multi-label classification). We
evaluate two commonly-used approaches to the
task, namely off-the-shelf (embedding-based clas-

1https://www.msci.com/
esg-and-climate-methodologies.

sification) and fine-tuning. In the former, a conven-
tional classifier such as a Support Vector Machine
(SVM), is trained on representations encoded by
a pre-trained LM; in the latter, a pre-trained LM is
fine-tuned end-to-end on the given task.

Using multilingual LMs, we compare the two
aforementioned methods. Additionally, we test a
translation-based approach by translating the FR
and ZH datasets into English, the most resource-
rich language. Our evaluation shows that fine-
tuning is more robust than training with off-the-
shelf representations, and that translation has a
limited effect on model performance. We will also
release our code and data, in order to allow other
researchers to evaluate ESG issue identification
systems in a unified multilingual setting2.

2. Related Work

Recently, the Natural Language Processing (NLP)
community has increased interest in automating
the identification of issues in ESG reports where
these issues are organised into taxonomies.

A dedicated workshop has been organized in
conjunction with LREC 2022 (Wan and Huang,
2022), and related shared tasks are regular events
in financial NLP workshops such as the FinNLP
workshop series (Kang et al., 2022; Chen et al.,
2023a,c). In particular, the organisers of the
shared task co-located with the FinNLP IJCAI
workshop 2023 have made available a multilingual
dataset for English, French and Chinese. They

2https://github.com/justinaL/
ML-ESG-Eval

https://www.msci.com/esg-and-climate-methodologies
https://www.msci.com/esg-and-climate-methodologies
https://github.com/justinaL/ML-ESG-Eval
https://github.com/justinaL/ML-ESG-Eval
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were annotated with labels defined on the basis
of the MSCI ESG standard rating guidelines.

While the English and French datasets are fully
comparable, the Chinese dataset includes addi-
tional labels and exhibits variations in the naming
of the common label set. Moreover, in the Chinese
dataset, the labels are not mutually exclusive, mak-
ing it difficult to experiment with Chinese in a mul-
tilingual setting.

In the shared task, given the relatively limited
size of the data, augmentation approaches rely-
ing on ChatGPT (OpenAI, 2022) to generate new
instances were the most successful (Glenn et al.,
2023), together with methods combining traditional
classifiers (e.g. SVMs) and multilingual sentence
representations (Linhares Pontes et al., 2023).

A recent and highly-relevant research trend in
NLP involves the domain adaptation of LMs to
specific domains. For instance, FinBERT mod-
els (Araci, 2019; Yang et al., 2020a) trained specifi-
cally on the financial domain and ESG-BERT mod-
els (Mukherjee, 2020; Mehra et al., 2022) trained
on ESG reports in the sustainability investing field.

Essentially, these models further pre-train a
general-purpose LM such as BERT (Devlin et al.,
2019), on an in-domain corpus (e.g. ESG reports).
Then, the domain-adapted LM is fine-tuned on the
given issue identification task. Some of these mod-
els “inherit” a general-domain vocabulary from the
original architecture, while others create a new in-
domain vocabulary from scratch. This choice has
been shown to significantly affect performance on
several tasks (Peng et al., 2021, 2022).

However, current ESG-adapted models are lim-
ited to the English language. While translation
is a common approach to re-adapt monolingual
models to other languages, Mashkin and Chersoni
(2023) showed that this approach is not signifi-
cantly better than simpler classifier baselines.

3. Experiments

In this paper, we frame the Multilingual ESG Issue
Identification (ML-ESG) task as a multi-label clas-
sification task. The task assigns instances (ESG-
related news articles) to non-exclusive labels (ESG
key issues categories), while not constraining the
number of categories per instance. Given the mul-
tilinguality (EN, FR and ZH) of the datasets, the in-
vestigation is conducted with multilingual encoders
where representations of various languages are
mapped into a shared semantic space.

3.1. Dataset
The dataset is obtained from the ML-ESG task of
FinNLP-2023, containing ESG-related news arti-
cles. According to Chen et al. (2023a), the arti-

Language Train Test

EN 1199 300
FR 1200 300
ZH 653 131

Table 1: Sample size of dataset splits.

cles were sourced from ESGToday3 (EN), RSE-
DATANEWS (FR)4, Novethic (FR)5 and ESG-
BusinessToday (ZH)6. ESG-BusinessToday is a
Taiwanese website, where every article is written
in traditional Chinese. The articles are annotated
by human experts following the MSCI ESG rating
guidelines and are categorised into 35 pre-defined
ESG key issues across three main topics: Environ-
ment, Social and Corporate Governance. Table 1
shows the sample size of each dataset split.

From the table, the ZH dataset is shown to pos-
sess the smallest sample size compared to EN and
FR. During the annotation process of ZH articles,
the SASB Standard7 are merged with the original
MSCI guidelines. As a result, there are extra labels
in the original ZH dataset. We identify similarities
between the ZH labels and those of the other two
languages. Additionally, we re-analyse the set of
labels of the ZH dataset, mapping missing labels
to the corresponding ones in the shared set. For
the labels without close correspondences, we dis-
card the corresponding instances. Details on the
label mappings are provided in Appendix B. Given
that many of the ZH governance labels cannot be
mapped to the shared set, the final dataset has un-
fortunately a limited number of governance-related
labels. This is a problem that will have to be ad-
dressed by future studies, as governance labels
are particularly relevant for Chinese ESG reports.

In the original task, the labels for the EN and
FR datasets are mutually exclusive, while multiple
labels can be assigned to the ZH instances. To
facilitate cross-lingual learning, we unify the label
space of all languages during data pre-processing.
We treat each task as a multi-label classification
by binarising the labels in every dataset. That is,
given a dataset instance, the model has to carry
out a binary classification for every possible label.

We focus on the actual multilingual identifi-
cation of ESG issues, by unifying the task and
dataset across languages. Our results are not di-
rectly comparable to Chen et al. (2023a) due to: i)

3https://www.esgtoday.com/category/
esg-news/companies/.

4https://www.rsedatanews.net/.
5https://www.novethic.fr/actualite/

environnement.html.
65https://esg.businesstoday.com.tw/.
7https://sasb.org/standards/

materiality-finder/?lang=en-us

https://www.esgtoday.com/category/esg-news/companies/
https://www.esgtoday.com/category/esg-news/companies/
https://www.rsedatanews.net/
https://www.novethic.fr/actualite/environnement.html
https://www.novethic.fr/actualite/environnement.html
5https://esg.businesstoday.com.tw/
https://sasb.org/standards/materiality-finder/?lang=en-us
https://sasb.org/standards/materiality-finder/?lang=en-us
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after mapping the labels and filtering the instances,
the ZH dataset is no longer the same; ii) the task
on EN and FR is different. We do not assume the
labels of the CSR reports to be mutually exclusive
for the purpose of uniformity with the ZH data.

3.2. Implementation Details
Leveraging multilingual large LMs, we compare
two popular approaches in tackling the 2023 ML-
ESG shared task: off-the-shelf and fine-tuning.

Off-the-shelf. Representations are derived from
the encoder and passed to a classifier for the is-
sue identification task. We use Support Vector
Machine (SVM) as the classifier. Since SVM is
designed for binary classification, we utilise the
MultiOutputClassifier from scikit-learn that
fits one SVM per target, extending SVM to support
multi-label classification.

Hyper-parameters of the SVM are optimised
with Bayesian optimisation8. For the optimisation
process, we apply a 5-fold stratified sampling and
constrain the search space to the following hyper-
parameters: C, gamma, degree and kernel.

Fine-tuning. While off-the-shelf approaches re-
quire less training data and parameters for op-
timisation, they often underutilise the model ca-
pacity of the encoders. To address this, we also
fine-tune the encoder on the given task. En-
coders are fine-tuned end-to-end with a classifica-
tion layer stacked on top. The weights of encoder
and stacked classifier are updated during training.
Given the small dataset size, we utilize dropout to
prevent over-fitting (Srivastava et al., 2014). Fur-
ther training details are provided in Appendix A.

Translation. Given that LMs are typically trained
on a larger share of English data, it may be advan-
tageous to translate other languages to English be-
fore fitting the data. To analyse the impact of trans-
lation, we re-run our models with the two aforemen-
tioned approaches after translating the FR and ZH
datasets to English using Google Translate9 and
DeepL Translate10.

3.2.1. Encoders

We leverage the following encoders: Sentence-
BERT (Reimers and Gurevych, 2019) with distilled
multilingual Universal Sentence Encoder (Yang
et al., 2020b) (SBERT-DUSE) as the base model,

8https://scikit-optimize.github.
io/stable/modules/generated/skopt.
BayesSearchCV.html

9https://translate.google.com/
10https://www.deepl.com/en/docs-api

a pre-trained multilingual BERT (mBERT) (De-
vlin et al., 2019) and a multilingual E5 model
(mE5) (Wang et al., 2024b).

SBERT-DUSE follows the SBERT framework by
training DUSE on the Stanford Natural Language
Inference Corpus (SNLI) (Bowman et al., 2015)
and Multi-Genre Natural Language Inference Cor-
pus (MultiNLI) (Williams et al., 2018) for better sen-
tence representations. The sentence encodings
are obtained by mean pooling of all the vectors of
the final layer.

mBERT shares the same structure as BERT
with 12 transformer encoder layers in the base ver-
sion. The model is pre-trained on Wikipedia pages
of 104 languages instead of monolingual English
data only. mBERT uses the same pre-training ob-
jectives as BERT, namely masked language mod-
elling (MLM) and next sentence prediction (NSP).

mE5 is a variation of the E5 model with XLM-
R (Conneau et al., 2020) as the base model. E5
is a general-purpose encoder that aims to yield ro-
bust off-the-shelf representations in both zero-shot
or fine-tuned settings (Wang et al., 2022). Follow-
ing the training recipe of the English E5, mE5 is
trained using a contrastive loss with weak supervi-
sion, leveraging data from Wang et al. (2024a).

For the off-the-shelf approach, sentence repre-
sentations of mBERT and mE5 are mean pooled
vectors of the final layer as done by SBERT.

3.2.2. Evaluation Metric

Macro-F1 scores are used as the performance
metric. Given the highly imbalanced classes, the
macro score treats each class equally regardless
of the number of samples. Thus, the model has to
perform well in both majority and minority classes.
The class distribution is plotted in Appendix B.

4. Results

Table 2 and 3 are the results with and without trans-
lation applied. EU Lang. refers to training data in-
cluding EN and FR only; All Lang. indicates that
training data from all languages are used. Com-
pared to the results of the original shared task
(Chen et al., 2023a), the scores for EN and FR are
lower, but this is not surprising, since we are work-
ing in a multi-label classification setting.

In Table 2, a first noticeable trend is that mod-
els using All Lang. have significant improvements
on ZH compared to those using EU Lang. only.
While performance on EN and FR drop observ-
ably for SBERT-DUSE and mE5, this is not the
case for mBERT, which shows more robust perfor-
mance. This suggests that using multilingual data
is, as expected, very helpful for languages in a low-
resource setting for this task. However, the per-

https://scikit-optimize.github.io/stable/modules/generated/skopt.BayesSearchCV.html
https://scikit-optimize.github.io/stable/modules/generated/skopt.BayesSearchCV.html
https://scikit-optimize.github.io/stable/modules/generated/skopt.BayesSearchCV.html
https://translate.google.com/
https://www.deepl.com/en/docs-api
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Encoder Lang. EN FR ZH

SBERT-
DUSE

EU 0.52 0.67 0.06
All 0.45 0.59 0.18

mBERT EU 0.48 0.47 0.04
All 0.48 0.46 0.22

mE5 EU 0.53 0.60 0.09
All 0.48 0.54 0.20

(a) Off-the-shelf approach. SVM as the classifier with
Bayesian optimisation.

Encoder Lang. EN FR ZH

SBERT-
DUSE

EU 0.49 0.59 0.01
All 0.44 0.53 0.19

mBERT EU 0.55 0.64 0.05
All 0.55 0.66 0.23

mE5 EU 0.56 0.67 0.09
All 0.58 0.67 0.28

(b) Fine-tuning approach. Attention dropout for regulari-
sation.

Table 2: Macro-F1 on ML-ESG per language (average across 3 seeds). No translation is applied. Best
performance per model is highlighted in bold.

Encoder Translator EN FR ZH

SBERT-
DUSE

Google 0.48 0.57 0.16
DeepL 0.51 0.61 0.16

mBERT Google 0.44 0.47 0.24
DeepL 0.45 0.47 0.23

mE5 Google 0.45 0.50 0.18
DeepL 0.46 0.50 0.21

(a) Off-the-shelf approach on translated text. SVM as
the classifier with Bayesian optimisation.

Encoder Translator EN FR ZH

SBERT-
DUSE

Google 0.49 0.58 0.17
DeepL 0.47 0.55 0.20

mBERT Google 0.55 0.65 0.22
DeepL 0.55 0.60 0.23

mE5 Google 0.55 0.65 0.26
DeepL 0.58 0.68 0.26

(b) Fine-tuning approach on translated text. Attention
dropout for regularisation.

Table 3: Macro-F1 on ML-ESG per language (average across 3 seeds). All inputs are translated to
English, all models are trained with All Lang.. Best performance per model is highlighted in bold.

formance can be detrimental for higher-resource
ones, especially in cases where the training data
mix languages that have deep typological differ-
ences, as in the case of Chinese and the two Eu-
ropean languages.

While mBERT performs more stably across the
board, the overall performance is slightly lower
than the other models. Plausibly, this is due to
both SBERT-DUSE and mE5 having taken advan-
tage of their extensive training and their exposure
to more training data compared to a standard pre-
trained mBERT.

Table 2b also shows that, despite the limited size
of our training data, fine-tuning models end-to-end
tends to yield better performance than the off-the-
shelf approach. Fine-tuning modifies representa-
tions to be more task-specific, in contrast to the off-
the-shelf approach where the encoder represen-
tation space remains static throughout the train-
ing process. Finally, it can be noticed that mE5
achieves the top overall performances after fine-
tuning, with a marked improvement on ZH com-
pared to the competitors.

Table 3 shows the results using the translated
text of All Lang. for training. One would hypothe-
size that the task gets easier after translation as
the models have to handle a single language only.
Yet, this step often exhibits insignificant or even

detrimental effects.
Also with translation, performance remains gen-

erally higher for the fine-tuning approach. This
highlights the robustness of the feature learning
with this technique. Once again, mE5 is the model
achieving the overall highest scores for all the
three languages as shown in Table 3b. Google
Translate and DeepL Translator demonstrate com-
parable performance, regardless of the encoder
utilised. Despite the slight bias towards DeepL
translations in the off-the-shelf setting, the choice
of the translator should be subject to the specific
task and target language.

5. Conclusion

In this work, we evaluate methods for tackling
the Multilingual ESG Issue Identification. To facil-
itate cross-lingual learning, we have modified the
ML-ESG dataset (Chen et al., 2023a) and unified
the sets of labels across languages. Moreover,
the evaluation is carried out in a multi-label, non-
exclusive classification setting, in order to make
the task in English and French similar to Chinese.
In our view, the multi-label setting allows for a more
natural evaluation of this task, since in real-world
ESG reports often cover more than one issue.

We have also studied the differences between
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the off-the-shelf and fine-tuning approaches. The
latter consistently outperformed the former on mul-
tilingual and translated datasets, demonstrating its
advantage of learning task-specific features. Fur-
thermore, translation has minimal impact on both
methods, suggesting that it may be an optional
step for the given task.
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A. Training Details

We implement the models using the Hugging Face
transformers library (Wolf et al., 2020) for fine-
tuning models end-to-end. We use a batch size
of 16 and learning rate of 2e − 5. We carry out
a grid search on the probability value for atten-
tion dropout, p ∈ {0.1, 0.2, 0.3}. In Table 4, the
best attention dropout value per model is high-
lighted in bold, these values are found using All
Lang. and are applied to the experiments on the
translated datasets. Results reported are from the
corresponding best_model, where we define the
best_model_metric as the macro-F1 score.

Encoder p EN FR ZH

SBERT-DUSE
0.1 0.44 0.53 0.19
0.2 0.43 0.53 0.18
0.3 0.42 0.50 0.18

mBERT
0.1 0.54 0.66 0.23
0.2 0.55 0.66 0.23
0.3 0.55 0.64 0.23

mE5
0.1 0.58 0.66 0.28
0.2 0.57 0.67 0.27
0.3 0.58 0.67 0.28

Table 4: Fine-tune models end-to-end with differ-
ent probability values (p) for attention dropout. 0.1
is the default value. Models are trained with All
Lang.. The best attention dropout value per model
is highlighted in bold.

B. Dataset Details

Figure 1 shows the plots of the class distribution
of the training and test sets per language (EN, FR
and ZH). As ZH instances have multiple labels, the
total number of counts is higher than EN and FR.
Table 5 provides the labels of ESG key issues. Ta-
ble 6 list the mappings of original ZH labels to the
unified label space across the languages.

Index Label

0 Access to Communications
1 Access to Finance
2 Access to Health Care
3 Accounting
4 Biodiversity & Land Use
5 Board
6 Business Ethics
7 Carbon Emissions
8 Chemical Safety
9 Climate Change Vulnerability
10 Community Relations
11 Consumer Financial Protection
12 Controversial Sourcing
13 Electronic Waste
14 Financing Environmental Impact
15 Health & Demographic Risk
16 Health & Safety
17 Human Capital Development
18 Labor Management
19 Opportunities in Clean Tech
20 Opportunities in Green Building
21 Opportunities in Nutrition & Health
22 Opportunities in Renewable Energy
23 Ownership & Control
24 Packaging Material & Waste
15 Pay
26 Privacy & Data Security
27 Product Carbon Footprint
28 Product Safety & Quality
29 Raw Material Sourcing
30 Responsible Investment
31 Supply Chain Labor Standards
32 Tax Transparency
33 Toxic Emissions & Waste
34 Water Stress

Table 5: Labels of ESG key issues.
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(a) Training set. (b) Test set.

Figure 1: Class distribution of the EN, FR and ZH datasets.

Original ZH Label New Label

S12 產品責任 |銷售模式和產品標示 (Selling Practices &
Product Labeling) Product Safety & Quality

S13 產品責任 |產品設計與生命週期管 (Product Design &
Lifecycle Management) Product Safety & Quality

S14 產品責任 |供應鏈管理 (Supply Chain Management) Supply Chain Labor Standards
G11 公司行為 |競爭行為 (Competitive Behavior) None

G05 公司治理 |重大事件風險管理 (Critical Incident Risk
Management) None

G08 公司治理 |商業模式靈活度 (Business Model Resilience) None
G06 公司治理 |風險管理系統 (Systemic Risk Management) None
G06 公司治理 |風險管理系統 (Systemic Risk Management) None

S05 人力資源 |人權與社區關係 (Human Rights & Community
Relations) Community Relations

S11 產品責任 |健康與人口風險 (Insuring Health &
Demographic Risk) Access to Health Care

E06 自然資源 |原材料採購 (Raw Material Sourcing) Raw Material Sourcing
S03 人力資源 |人力資本發展 (Human Capital Development) Human Capital Development
S19 社會機會 |衛生保健管道 (Access to Health Care) Access to Health Care

E11 環境機會 |可再生能源的機會 (Opportunities in
Renewable Energy)

Opportunities in Renewable
Energy

S17 社會機會 |溝通管道 (Access to Communication) Access to Communication

E13 環境機會 |綠色建造的機會 (Opportunities in Green
Building) Opportunities in Green Building

S08 產品責任 |責任投資 (Responsible Investment) Responsible Investment
G10 公司行為 |納稅透明度 (Tax Transparency) Tax Transparency

G07 公司治理 |法律和法規環境的管理 (Management of the
Legal & Regulatory Environment)

Management of the Legal &
Regulatory Environment

S10 產品責任 |金融產品安全性 (Consumer Financial
Protection) Consumer Financial Protection

S15 股東否決權 |有爭議的採購 (Controversial Sourcing Controversial Sourcing

S20 社會機會 |營養與健康的機會 (Opportunities in Nutrition
& Health) Opportunities in Nutrition & Health

Table 6: Mapping of labels from the original ZH dataset to the unified label space with EN and FR.
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Original ZH Label New Label

E12 環境機會 |清潔技術的機會 (Opportunities in Clean Tech) Opportunities in Clean Tech
G01 公司治理 |董事會 (Board) Board

E10 汙染與浪費 |用於包裝的材料及浪費 (Packaging Material
& Waste) Packaging Material & Waste

S01 人力資源 |人力資源管理 (Labor Management) Labor Management
E02 氣候變化 |產品碳足跡 (Product Carbon Footprint) Product Carbon Footprint
G04 公司治理 |會計 (Accounting) Accounting

E07 自然資源 |生物多樣性與土地利用 (Biodiversity & Land
Use) Biodiversity & Land Use

S02 人力資源 |員工健康和安全 (Health & Safety) Health & Safety

S04 人力資源 |供應鏈勞動標準 (Supply Chain Labor
Standards) Supply Chain Labor Standards

E01 氣候變化 |碳排放量 (Carbon Emissions) Carbon Emissions
S09 產品責任 |產品安全與品質 (Product Safety & Quality) Product Safety & Quality
G03 公司治理 |所有權 (Ownership & Control) Ownership & Control

E04 氣候變化 |氣候變化脆弱性 (Climate Change
Vulnerability) Climate Change Vulnerability

E03 氣候變化 |融資環境影響 (Financing Environment Impact) Financing Environment Impact
S18 社會機會 |融資管道 (Access to Finance) Access to Finance
E09 汙染與浪費 |電子廢物 (Electronic Waste) Electronic Waste
G09 公司行為 |商業道德 (Business Ethics) Business Ethics
S16 股東否決權 |社區關係 (Community Relations) Community Relations

E08 汙染與浪費 |有毒物排放及浪費 (Toxic Emissions &
Waste) Toxic Emissions & Waste

S06 產品責任 |化學物質安全性 (Chemical Safety) Chemical Safety
S07 產品責任 |隱私和數據安全 (Privacy & Data Security) Privacy & Data Security
E05 自然資源 |水資源壓力 (Water Stress) Water Stress
G02 公司治理 |薪酬 (Pay) Pay

Not related to ESG None

Table 6: Mapping of labels from the original ZH dataset to the unified label space with EN and FR
(continued).
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