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Abstract

Word representations are an important aspect of
Natural Language Processing (NLP). Represen-
tations are trained using large corpora, either
as independent static embeddings or as part of
a deep contextualized model. While word em-
beddings are useful, they struggle on rare and
unknown words. As such, a large body of work
has been done on estimating rare and unknown
words. However, most of the methods focus
on static embeddings, with few models focused
on contextualized representations. In this work,
we propose SPRUCE, a rare/unknown embed-
ding architecture that focuses on contextualized
representations. This architecture uses subword
attention and embedding post-processing com-
bined with the contextualized model to produce
high quality embeddings. We then demonstrate
these techniques lead to improved performance
in most intrinsic and downstream tasks.

1 Introduction

Word representations are an important aspect
of NLP. While initially, word embeddings were
trained separately and inserted into task specific
architectures ("static” embeddings), modern ap-
proaches use deep architectures to generate con-
textualized representations (Devlin et al., 2018; Pe-
ters et al., 2018; Liu et al., 2019). A weakness
of static representations is that they only exist for
a trained vocabulary; there are no representations
for unknown words. While deep contextualized
models can theoretically produce a new representa-
tion, Schick and Schiitze (2020) demonstrated that
these representations for unknown/rare words are
of poor quality, implying that rare/unknown words
are still a challenge for contextualized embeddings.
In response, there have been attempts to create
new representations for these words. While there
has been a large body of work on static embed-
dings, less has been focused on contextualized em-
beddings, especially approaches that incorporate
recent innovations enhancing static rare/unknown
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estimation. Motivated by this, we propose a new
architecture for rare/unknown estimation of con-
textualized embeddings. This model incorporates
subword attention and embedding post-processing
for higher quality estimates for contextualized
models. We call this approach Subword Atten-
tion and Postprocessing for Rare and Unknown
Contextualized Embeddings (SPRUCE). We demon-
strate that this model has superior results in most
evaluation scenarios.

2 Related Work

Rare/unknown word representations have been
well studied in static word embeddings. Early ap-
proaches used context sentences to estimate new
word embeddings (Herbelot and Baroni, 2017;
Lazaridou et al., 2017; Horn, 2017; Arora et al.,
2017; Mu and Viswanath, 2018; Khodak et al.,
2018), while other approaches use the rare words’
morphemes/subwords to estimate the embedding
(Bojanowski et al., 2017; Sasaki et al., 2019; Pin-
ter et al., 2017). The most effective approaches
combine context sentences and subwords (Schick
and Schiitze, 2019c,a; Hu et al., 2019; Patel and
Domeniconi, 2020, 2023). The combined model
SubAtt (Patel and Domeniconi, 2023), for instance,
uses transformer self attention (Vaswani et al.,
2017) on context like other models, but also uses
transformer self attention on the subword represen-
tations, leading to strong results. Rare/unknown
words have also been studied on contextualized
embeddings, with the goal of constructing new
representations for use in the initial embedding
layer of the contextualized deep model. While less-
studied than static embeddings, there have been
attempts to effectively estimate rare/unknown con-
textualized embeddings. The current state-of-the-
art approach on contextualized models is BERTRAM
(Schick and Schiitze, 2019b); BERTRAM constructs
the context representations using the BERT archi-
tecture. It then combines these representations us-

1383

Findings of the Association for Computational Linguistics: NAACL 2024, pages 1383-1389
June 16-21, 2024 ©2024 Association for Computational Linguistics



ing the attention mechanism from Attentive Mim-
icking (Schick and Schiitze, 2019a, 2020). It uses
learned subwords to estimate the rare/unknown
embedding, and then inputs this estimate into the
BERT model for each context sentence. BERTRAM
has been shown to output strong rare/unknown em-
beddings for use in a BERT architecture. How-
ever, contextualized rare/unknown words are un-
derstudied, and models don’t incorporate recent
innovations found in static embedding equivalents.
In response to this, we propose SPRUCE, a model
that incorporates the strengths of previous static
models like SubAtt and contextualized models like
BERTRAM to create a new architecture that is state-
of-the-art in most rare/unknown evaluation tasks.

3 Model

We now present SPRUCE'. We focus on estimat-
ing rare and unknown embeddings with the BERT
(Devlin et al., 2018) model, although this can be
adapted to any deep model. We combine aspects
of the previous state-of-the-art model BERTRAM
(Schick and Schiitze, 2019b) with attention on the
subword input, similar to the one proposed in static
word embeddings model SubAtt (Patel and Domeni-
coni, 2023) but has not been previously used in con-
textualized models. In addition, we train SPRUCE
on post-processed embeddings, with top PCA com-
ponents removed. A diagram of SPRUCE is shown
in Figure 1.

3.1 Pretrained Aspects

Similar to BERTRAM, we start with pretraining a
context half and a subword half of the model sepa-
rately. We use the same architectures pretrained in
BERTRAM for SPRUCE. For the context half, the archi-
tecture uses BERT to encode each context sentence,
which it then applies Attentive Mimicking (Schick
and Schiitze, 2019a) for a final rare word estimate.
For the subwords, the architecture learns character
n-gram representations and then combines them for
a final rare word estimate. These pretrained archi-
tectures are then used to build SPRUCE, as discussed
in the following sections.

3.2 SPRUCE Context Architecture

Similar to BERTRAM, we extract BERT representa-
tions for each context sentence C;. We then use
these to calculate our new representations using
Attentive Mimicking (Schick and Schiitze, 2019a,

"https://github.com/rajicon/SPRUCE

2020):

ve, = BERT(C;) (1)
C

vetay = Y p(Ci)ue, )
=1

where p(C) is calculated using the attention mech-
anism used in Attentive Mimicking (see (Schick
and Schiitze, 2019a) for more details). Next, we
calculate a second context representation, using a
transformer encoder self attention layer, denoted as
FEncoder.,. We take the mean of this result:

ve, = Encoderc, (ve, ve, ve) 3)

1
Uct:ﬂg - @ ; UCQi (4)

This approach yields two context representations,
Vctaxy and Vcty -

3.3 SPRUCE Subword Architecture

Unlike BERTRAM, which creates a subword estimate
and then inserts it into each context sentence, we
also incorporate the subword representation at the
end of the model. In addition, we apply attention
on the subwords. This was proposed in (Patel and
Domeniconi, 2023) for static embeddings; ours
is the first architecture to do this with contextual-
ized ones. We use two subword representations.
First, in an effort to match the context processing
of BERT, we apply transformer encoder layers to
the pretrained subword embeddings. We use 12
layers to match the BERT architecture. We then
take the mean of those representations:

vs, = Encodersyp,,(vs, vs, vs) 5)

1
Vsuby = @ ; VSy,; (6)

where Vg is the set of character ngram subwords
that make up the target rare/unknown word. Sec-
ondly, to match the context half of the architecture,
we use another transformer self attention layer, and
then take the mean:

Vs3 = EnCOdersubl (USQ » USss USQ) (7)
1
Vo = —— 3 vy, ®)
e |U53’ zl: ’

This yields two subword representations, vg,p, and

Vsuby -
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w(“octopus”)

Average

Pretrained Subwords

: The octopus
swam at the
aquarium.

C2: He saw an
octopus

C1: The octopus
lives underwater.

Figure 1: SPRUCE Model Architecture. BERT along with attention blocks are used to create a context representation.
Pretrained subwords along with attention blocks are used to create a subword representation. These are then
combined using hierarchical gating for a final rare word estimate.

3.4 Combining Subword and Context

We experimented combining the four values in var-
ious ways, but found that a hierarchical gating ap-
proach worked best. We use gate functions origi-
nally proposed in (Schick and Schiitze, 2019c¢), ap-
plied multiple times to combine each piece. First,
we combine the context representations with each
other and the subword representations with each
other. We then combine the final context and final
subword representations:

Vetmfinar — CcVctay + (1 - aC)UCtCCQ (9)
Usubfmal = O5Vsyb, + (1 - as)vsubz (10)
Vfinal = QfUctzping t (1- af)USUbfinal 1D

with weights of each « is calculated as follows:

o5 = U(ij[vjlvvjé] + b) (12)
where w; € R?? and b is a bias value. Our final
representation is vy;,q. During training, this is
compared to the original embedding (we refer to

this as vy,4) using Mean Squared Error as the loss.

3.5 Post-Processing Label Embeddings

Word embeddings tend to share some common
directions. These common directions carry lit-
tle semantic content, and can distract from the
meaningful components in embeddings. Mu and
Viswanath (2018) and Arora et al. (2017) proposed

post-processing word embeddings in order to im-
prove their performance in various tasks. The post-
processing approach removes top PCA (Pearson,
1901) components from each embedding, removing
less meaningful aspects of the embeddings. While
post-processing is generally studied on static word
embeddings, Sajjad et al. (2022) demonstrated that
this post-processing shows improvement in contex-
tualized embeddings as well. Motivated by this, we
propose training SPRUCE on post-processed BERT
embeddings. The goal is to train the model to
output embeddings that carry meaningful content.
Training on post-processed embeddings should
force the model to focus on those instead of com-
mon directions found in the embeddings. To this
end, we remove the top seven components from
the BERT embeddings before using them to super-
vise training. We note that this is only done when
training SPRUCE; when inserting the estimated em-
beddings into the BERT architecture, we do not
post-process the common embeddings. The goal
is to estimate embeddings that work well in a stan-
dard BERT model, and as a result, we do not post-
process there.

4 Experiments

4.1 Model Training

We extract gold standard embeddings of frequent
words from the embedding layer of the BERT
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Rare  Medium
BERTRAM 0.2852  0.3580
BERTRAM + PCA 0.2902 0.3721
SPRUCE 0.2952 0.3483
SPRUCE + PCA  0.2994 0.3599

Table 1: WNLaMPro (MRR)

model for use as labels. However, as discussed
in (Schick and Schiitze, 2020), most embeddings
use subword tokenization, and as such, an embed-
ding doesn’t exist for all words in the vocabulary.
In order to get gold standard embeddings for these
words, we use One Token Approximation (Schick
and Schiitze, 2020). This approach builds an em-
bedding that impacts the BERT model similarly to
how the real subword token embeddings do, which
is effective for use as a gold standard embedding
for the word. We extract context sentences from
the Westbury Wikipedia Corpus (WWC) (Shaoul,
2010) for each gold standard word.

4.2 Baselines and Hyperparameters

We compare our approach to BERTRAM? (Schick and
Schiitze, 2019b), the current state-of-the-art. For
both models, we pretrain a context only and sub-
word only model, using the same parameters used
in (Schick and Schiitze, 2019b) with one difference;
we increase the subword dropout from 0.1 to 0.3,
which we found improved results in both models.
We train each model for 10 epochs with a learning
rate of 1e-6 (which we found to be best out of 1e-6,
le-5, and le-4). For each model, we train a version
based on the standard embeddings, and one trained
on post-processed embeddings (denoted "+ PCA").
10 trials of each model were trained. As we don’t
have an evaluation set, we test the model saved
at each epoch in the evaluation task, and take the
best performance. We conduct significance test-
ing using one-way ANOVA with a post-hoc Tukey
HSD test. We use a p-value threshold equal to 0.05.
We present the best result and any result not sig-
nificantly different in bold. We also compare each
model with its PCA post-processed version, where
we present the significant best with an underline.

4.3 Evaluation Tasks

Intrinsic Tasks First, we conduct intrinsic evalua-
tion of our estimated embeddings. The first task we
study is the WNLaMPRo task, proposed in (Schick
and Schiitze, 2020). This task contains various

?For more model details of BERTRAM and SPRUCE, see Ap-
pendix B.

patterns containing vocabulary split by frequency
(frequent, medium, and rare). This task then uses
simple prompts to measure performance. For exam-
ple, a frequent pattern may evaluate the word pre-
dicted in "A lime is a ", while a similar rare pattern
may evaluate the word predicted in "A kumquat
is a ". The performance is based on where the
real word ranks in the predicted probabilities, mea-
sured with Mean Reciprocal Rank (MRR). In our
evaluation, we use the models to estimate on rare
and medium words, and judge the performance
on the new embeddings. We present the results
of WNLaMPro in Table 1. As shown in the re-
sults, SPRUCE outperforms BERTRAM in rare word
performance, but has a weaker performance with
medium frequency words. Additionally, we find
that PCA post-processing improves both BERTRAM
and SPRUCE in both rare and medium words. These
results demonstrate SPRUCE’s strength at estimat-
ing strong rare word representations, along with
post-processing label effectiveness at improving
embedding performance in both rare and medium
words.

Downstream Evaluation While intrinsic eval-
uation of estimated embeddings is important, the
main motivation of using deep contextualized mod-
els like BERT is for finetuning on downstream
tasks. To this end, we evaluate rare/unknown word
performance on various downstream tasks, simi-
lar to the procedure done in (Patel and Domeni-
coni, 2023). However, here we insert the estimated
embeddings into a standard BERT model, then
finetune the model® on the training set (with the
best model picked by the validation set). We then
evaluate the performance on the test set for that
task. Each task presented here is a word level
task, which allows us to focus analysis on the
rare/unknown words. We focus on six downstream
tasks; five NER tasks: AnEM, (Ohta et al., 2012),
Bio-NER (Kim et al., 2004), CoNLL 2003 (Sang
and De Meulder, 2003), MovieMIT (Liu et al.,
2013), and Rare-NER (Derczynski et al., 2017)
and one parts-of-speech task POS (Ritter et al.,
2011). We present the results on rare and unknown
words in Table 2. We find that SPRUCE significantly
outperforms BERTRAM in all tasks. This demon-
strates SPRUCE’s high performance at estimating
rare and unknown words. Interestingly, PCA post-
processing does not seem to affect results here in

3We freeze the embedding layer so we can evaluate the
quality of embeddings, not finetuning.
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AnEM Bio-NER CoNLL 2003 MovieMIT POS  Rare-NER
BERTRAM 0.3652  0.7241 0.6617 0.6295 0.2449 0.2592
BERTRAM + PCA  0.3579  0.7252 0.6633 0.6657 0.2346 0.2652
SPRUCE 0.3867  0.7399 0.6963 0.6801 0.4761 0.2874
SPRUCE + PCA  0.3793  0.7409 0.6974 0.6895 0.4570 0.2819

Table 2: Downstream Tasks - Macro F1 of Rare/Unknown Words

most cases, except for an improvement in BERTRAM
in the MovieMIT task and weaker performance in
SPRUCE in the POS task. We posit that this lack
of impact is due to the fact that post-processing
improves estimated embeddings on a finer grained
basis. For the downstream tasks, which care more
about general features, the improvement gained by
post-processing may not have as much impact.

5 Conclusion

We propose SPRUCE, an architecture that uses deep
contextualized models to estimate new representa-
tions of rare/unknown words for use in those mod-
els. We show the strength of SPRUCE in intrinsic
and downstream tasks.

Limitations

This work has some limitations. Similar to pre-
vious work, task diversity of downstream tasks is
limited. Due to ability to focus on rare/unknown
words, word level tasks are desirable for analysis,
and therefore five out of the six tasks are named
entity recognition tasks.
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A Implementation Details

All experiments were conducted using Pytorch
(Paszke et al., 2019) and Huggingface (Wolf et al.,
2020) libraries. Our implementation was heavily
based on the BERTRAM* code.

*https://github.com/timoschick/bertram/
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B Model Details

Both BERTRAM and SPRUCE are built on top of the
BERT base model. The parameters from the BERT
architecture along with the learned subword rep-
resentations make up a large portion of the pa-
rameter count. SPRUCE makes use of additional
transformer encoder blocks, which increases its
parameter count compared to BERTRAM. The final
parameter counts for BERTRAM is 176,620,032 and
for SPRUCE is 242,803,203.
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