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Abstract

Natural languages are believed to be (mildly)
context-sensitive. Despite underpinning re-
markably capable large language models, trans-
formers are unable to model many context-
free language tasks. In an attempt to ad-
dress this limitation in the modeling power of
transformer-based language models, we pro-
pose augmenting them with a differentiable,
stack-based attention mechanism. Our stack-
based attention mechanism can be incorporated
into any transformer-based language model and
adds a level of interpretability to the model. We
show that the addition of our stack-based at-
tention mechanism enables the transformer to
model some, but not all, deterministic context-
free languages.

https://github.com/rycolab/
stack-transformer

1 Introduction

Language models (LMs) based on the transformer
architecture (Vaswani et al., 2017) have shown
great empirical success at a wide range of NLP
tasks (Devlin et al., 2019; Radford et al., 2019;
Liu et al., 2020; Brown et al., 2020). However,
recent theoretical (Hahn, 2020; Angluin et al.,
2023) and empirical (Ebrahimi et al., 2020;
Bhattamishra et al., 2020; Delétang et al., 2023)
research suggests that language models based
on transformers show difficulty in learning basic
algorithmic patterns. A prime example is the
Dyck-n language, i.e., the language of balanced
parentheses of depth ď n. When n ą 1, it has been
argued that transformers are theoretically (Hahn,
2020) and empirically (Ebrahimi et al., 2020)
unable to learn a Dyck-n language. Additionally,
Delétang et al. (2023) report that transformer-based
LMs fail to learn four deterministic context-free
(DCF) tasks. The authors of this work contend that
the resolution of this insufficiency is paramount
if human-level language understanding is to
be achieved by computers. Indeed, Chomsky
(1956) famously argues that human language has
many context-free traits; see also Chomsky and
Schützenberger (1963). Moreover, Shieber (1987)

goes further and argues that snippets of Swiss
German are even higher on the Chomksy hierarchy.

The scientific question treated in this paper is
whether there exists a minimal modification to the
transformer architecture that does allow it to learn a
larger swathe of the formal languages most closely
associated with human language. Specifically, in
this paper, we augment the transformer architec-
ture with a novel stack attention mechanism that
enables it to learn certain CF languages empirically.
Our stack attention mechanism simulates a stack by
maintaining a probability distribution over which
of the subsequently observed tokens is at the top el-
ement of the stack. In turn, this probability distribu-
tion serves as an attention mechanism. Compared
to DuSell and Chiang (2024), which also applies
stack augmentation to the transformer, our stack
attention is more space efficient and allows for eas-
ier interpretation through visualizing the attention
weights. We incorporate our innovation into the
transformer by adding a stack attention sub-layer
to each layer, rather than completely replacing the
standard attention. Augmenting models in a modu-
lar way like this allows for direct integration with
pre-trained transformer-based LMs.

We evaluate our stack-augmented transformer
through comparison with a standard transformer on
four DCF tasks taken from Delétang et al. (2023).
We find that the stack-augmented transformer per-
forms substantially better than the standard trans-
former on two of the four DCF tasks. Nevertheless,
in contrast to DuSell and Chiang (2024), who claim
their architecture can recognize the entire class of
CF languages, we find transformers with our stack
attention still struggle on two DCF tasks that in-
volve modular arithmetic.

2 Preliminaries

In this section, we provide the necessary technical
background for our exposition. We first review the
self-attention mechanism and then introduce the
transformer architecture.

2.1 The Self-Attention Mechanism
The attention mechanism (Bahdanau et al., 2015)
is the fundamental building block of the trans-
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former architecture (Vaswani et al., 2017), which
we discuss in the next section. One common form
of attention is self-attention (Cheng et al., 2016;
Parikh et al., 2016). Our construction of a stack-
augmented attention mechanism is a modification
of this self-attention mechanism.

The premise of self-attention is as follows. A
sentence representation H “ rh1; . . . ;hN s P
RDˆN is a horizontal concatenation of column vec-
tors hn in RD, where each column is a represen-
tation of the nth word. Our goal is to construct a
distribution over the index set t1, . . . , Nu, denoted
as rN s. We do so in three steps, described below.

1 The first step is to construct a real-valued, pair-
wise compatibility score. The most common way
to do this is through a (scaled) dot-product, i.e.,

eij
def“ hi ‚ hj?

D
(1)

2 The second step is to take the pair-wise com-
patibility scores and project them onto the simplex
∆N´1 through the softmax. This results in the
following distribution

αipjq def“ exppeijqřN
n“1 exppeinq (2)

which is termed the self-attention distribution.
Note there are N self-attention distributions αi.

3 The third, and final, step is to construct
a weighted average of the representations
H “ rh1; . . . ;hN s P RDˆN using the self-
attention distribution as follows

ApHq:,i def“
Nÿ

n“1

αipnqhn (3)

where ApHq:,i denotes the ith column of ApHq.
The function A : RDˆN Ñ RDˆN (for any N ),
as defined above, is called an attention head.

Importantly, we see that A is a differentiable
function. Differentiability allows us to learn the
parameters of an attention head with gradient-
based methods. And, more importantly, it has a
specific desirable property—namely, it is invariant
with respect to permutations of the columns of H.
Computationally, this implies that ApHq:,i and
ApHq:,j can be computed in parallel for i ‰ j. It
is specifically this form of parallelism that grants
the transformer architecture its ability to scale.

One drawback of the permutation invariance,
however, is that A is not a linguistically plausible
mechanism as human language is decidedly not
permutation invariant. This problem is addressed
through the incorporation of attention masks and
positional encodings (Vaswani et al., 2017, § 3.5) in
the transformer architecture, as we discuss in §2.2.

Masked Self-Attention. An attention mask G P
BNˆN , where B “ t0, 1u, can be applied to the
self-attentions using the following generalization

αipjq “ exppeijqGi,jřN
n“1 exppeinqGi,n

(4)

Attention masks allow for hard constraints on
which indices can be attended to by the attention
head. A commonly used masking scheme is future
masking where each position is only allowed to
attend to positions up to and including itself, i.e.,
we define the following mask

Gi,n “
#
1, n ă i

0, n ě i
(5)

Future masking allows transformers to be used in
autoregressive language models by preventing the
model from peeking at words that have yet to be
generated, which we detail in §2.3.

Queries, Keys, and Values. In the version of
the attention mechanism introduced by Vaswani
et al. (2017), the attention mechanism is augmented
with additional linear projections. Specifically, the
vectors hn are linearly projected to construct three
new vectors, defined below

qn
def“ WQhn (query) (6a)

kn
def“ WKhn (key) (6b)

vn
def“ WVhn (value) (6c)

where WV,WQ,WK P RD1ˆD are parameter ma-
trices. Compatibility scores are then computed
between the corresponding query–key pair:

eij “ qi ‚ kj?
D1 (7)

Using those compatibility scores, a self-attention
distribution is constructed using the softmax. Fi-
nally, as before, a weighted sum of the values is
computed using the self-attention distribution:

ApHq:,i “
Nÿ

n“1

αipnqvn (8)
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Multi-head Self-Attention. We additionally de-
fine the multi-head self-attention mechanism. In
multi-head attention, we combine M attention
heads Ap1q, . . . ,ApMq as follows

MpHq:,i def“
Mÿ

m“1

WO
pmqApmqpHq:,i (9)

where WO
pmq P RDˆD1

is the output projection
matrix for head Apmq. Usually, we set D1 “ D{M .

2.2 The Transformer Architecture
We now describe the transformer architecture. A
transformer over a vocabulary Σ constitutes a
function of type1 ΣN Ñ RDˆN where a string
w “ w1 ¨ ¨ ¨wN P ΣN of length N is encoded into
a RDˆN representation where D is the model size.
The transformer is defined compositionally over a
sequence of layers. First, we define

Hp0q def“ Embedding ` PE (10)

where Embedding of type ΣN Ñ RDˆN is the
embedding layer and PE of type ΣN Ñ RDˆN

is the positional encoding that injects information
about the relative or absolute position of tokens,
which extinguishes the permutation invariance of
the transformer. Each transformer layer consists of
two sub-layers: a multi-head self-attention M of
type RDˆN Ñ RDˆN and a fully connected feed-
forward network FFN of type RDˆN Ñ RDˆN . A
residual connection is employed around each sub-
layer, followed by a layer normalization (Ba et al.,
2016) LN of type RDˆN Ñ RDˆN : for 0 ă ℓ ď
L, we have the following recursive definition

H
pℓq
M

def“ LN
´
M

´
Hpℓ´1q

¯
` Hpℓ´1q

¯
(11a)

H
pℓq
FFN

def“ LN
´

FFN
´
H

pℓq
M

¯
` H

pℓq
M

¯
(11b)

Hpℓq def“ H
pℓq
FFN (11c)

where H
pℓq
M , Hpℓq

FFN and Hpℓq are functions of type
ΣN Ñ RDˆN for any N . They have w as input,
which we omit for brevity when the context is clear.

Future-masked Transformer. If the future mask
in Eq. (5) is used in every H

pℓq
M , we call such a

transformer future-masked transformer, denoted
as FpLq. As we will see, future-masked trans-
formers are necessary to construct autoregressive
language models, which cannot peek at the future.

1Type-theoretically, N is a parameter of the type. Thus,
our type signature is a dependent type (Univalent Foundations
Program, 2013)

2.3 Probability Models
Next, we describe two natural ways of constructing
a probability distribution from a transformer.

Masked Language Modeling. First, we consider
the case of masked language modeling (MLM).
Masked language models perform the cloze task,
i.e., they fill in a missing word given a left and right
context. More formally, consider a string w P Σ˚
of length T . Let wt denote the tth symbol in w, let
wăt “ w1 ¨ ¨ ¨wt´1, and let wąt “ wt`1 ¨ ¨ ¨wT .
We construct rw def“ wăt[MASK]wąt by replacing
wt in w with a mask token [MASK]. The alphabet
is expanded to include [MASK]. We denote rΣ def“
Σ Y t[MASK]u. The transformer HpLq is now of
type rΣN Ñ RDˆN . A masked language gives the
following probability distribution for position t

pp rwt | wăt,wątq
“ softmaxpWPH

pLqp rwq:,t ` bPq rwt

(12)

where rwt P rΣ, WP P R|rΣ|ˆD and bP P R|rΣ|.
In practice, multiple tokens may be masked and
predicted simultaneously.

Autoregressive Language Modeling. In contrast
to masked language modeling, the goal of autore-
gressive language modeling (ALM) is to construct
a probability distribution over Σ˚. To do so, the
following factorization is employed

ppwq “ pp[EOS] | wq
Tź

t“1

ppwt | wătq (13)

Every local conditional distribution ppwt | wătq is
defined over the set Σ def“ Σ Y t[EOS]u and wă1

def“
[BOS], where [BOS], [EOS] R Σ.2 In a transformer-
based autoregressive language model, each local
conditional is parameterized as

ppwt | wătq
“ softmaxpWPF

pLqpwq:,t´1 ` bPqwt

(14)

where wt P Σ, FpLq is a future-masked transformer,
WP P R|Σ|ˆD and bP P R|Σ|.

3 A Transformer with Stack Attention

Recently Delétang et al. (2023) showed that trans-
formers are not able to learn several non-regular

2This means that the transformer is a function of type
ΣN`1 Ñ RDˆpN`1q where Σ

def“ Σ Y t[BOS]u.
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Action Stack Attention Stack Attention α

[BOS]a b c α0 “ r1, 0, 0, 0sJ

PUSH a a [BOS]a b c α1 “ r0, 1, 0, 0sJ

PUSH b b a [BOS]a b c α2 “ r0, 0, 1, 0sJ

PUSH c c b a [BOS]a b c α3 “ r0, 0, 0, 1sJ

POP b a [BOS]a b c α4 “ ř3
j“1α3pjqαj´1 “ α2 “ r0, 0, 1, 0sJ

NO-OP b a [BOS]a b c α5 “ α4 “ r0, 0, 1, 0sJ

POP a [BOS]a b c α6 “ ř5
j“1α5pjqαj´1 “ α1 “ r0, 1, 0, 0sJ

Figure 1: An example illustrating how attentions can emulate stacks. The first column lists the operation performed
at each timestep. The second column presents the stack contents after performing the operation. The third column
shows a hard attention over the input tokens. The pointer of the attention indicates the current stack top. The last
column is the proposed stack attention.

DCF languages. Inspired by the fact that pushdown
automata (Oettinger, 1961; Schützenberger, 1963),
automata that employ a single stack, can model
CF languages (Evey, 1963), we introduce a novel
stack attention mechanism that emulates the
functionality of a stack and integrate it into the
transformer architecture, aiming to enable it to
learn some CF languages.

3.1 Stacks over the Index Set
We first give a formal definition of a stack. In our
paper, we define a stack as a data structure over
the index set rN s. The state of a stack is a string
γ P rN s˚ of indices. There are three operations
that we can perform that alter the state of the stack.
We describe each operation below in terms of γ.

• The operation PUSH : rN s˚ ˆ rN s Ñ rN s˚ adds
an element to the top of the stack and is formally
defined as follows:

PUSHpγ, γq “ γγ (15)

• The operation NO-OP : rN s˚ Ñ rN s˚ leaves the
stack unchanged and is defined as follows:

NO-OPpγq “ γ (16)

• The operation POP : rN s˚ Ñ rN s˚ removes the
top-most element of the stack and is formally
defined as follows:

POPpεq “ ε (17a)

POPpγ1 ¨ ¨ ¨ γT q “ γ1 ¨ ¨ ¨ γT´1 (17b)

We will use this definition in Theorem 3.1 to argue
that our stack attention mechanism can be formally
viewed as a type of stack. Additionally, we will
assume an operator PEEK : rN s˚ Ñ prN s Y t0uq
that does not alter the state of the stack, but rather
returns the top element (or 0 if the stack is empty).
We define it below

PEEKpεq “ 0 (18a)

PEEKpγ1 ¨ ¨ ¨ γT q “ γT (18b)

3.2 Stack Attention

We now formally define our stack attention mecha-
nism. We introduce a beginning-of-sequence sym-
bol [BOS] at the zeroth position, designated to rep-
resent an empty stack. Each position i P t0u Y rN s
is assigned a distinct stack αi P RN`1. We write
αipjq to denote the pj ` 1qth value in αi, for
0 ď j ď N . The stacks are defined inductively.
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The initial stack, α0, is constructed to attend to
[BOS] as follows

α0
def“ r1, 0, 0, ¨ ¨ ¨ sJ P RN`1 (19)

Subsequent stacks are computed inductively based
on the stack contents and the operations (PUSH,
NO-OP, POP) taken at previous timesteps.3 The
three stack operations are defined for i ě 1 as
follows:

• PUSH pushes the hidden state of the current po-
sition, so we just set the attention weight at the
current position to be 1 and the rest to be 0, i.e.,

α
pPUSHq
i pjq def“

#
1 j “ i

0 otherwise
(20)

• NO-OP leaves the previous stack unchanged, so
the stack from the last timestep is passed forward
with no modification, i.e., we have

α
pNO-OPq
i

def“ αi´1 (21)

• POP removes the top element, and backtracks to
the second element in the stack, i.e., we have

α
pPOPq
i

def“
«
i´1ÿ

j“1

αi´1pjqαj´1

ff
` αi´1p0qα0

(22)

The first term on the right-hand side retrieves
the second element and is zeroed out when i “
1. The second term accounts for the case of an
empty stack—POP cannot be performed on an
empty stack and in this case it is equivalent to a
NO-OP.

The stack attention αi at position i is computed
as a superposition of the three operations:

αi
def“ aipPUSHq¨αpPUSHq

i ` aipPOPq ¨ αpPOPq
i

` aipNO-OPq ¨ αpNO-OPq
i

(23)

where ai P ∆2 is a probability distribution over
possible operations A “ tPUSH, POP, NO-OPu. This
distribution is determined by:

ai
def“ softmax pWAhi ` bAq (24)

where WA P R3ˆD and bA P R3 are learned
parameters.

After obtaining the stack attention weights, we
can compute the top element as a weighted sum
just like standard self-attention:

S pHq:,i def“
Nÿ

n“0

αipnqhn (25)

3We use the terms timestep and position interchangeably.

3.3 A Stack Transformer

The stack is incorporated into the transformer by
inserting a third sub-layer in each transformer
layer after the standard attention and feedforward
layers defined in Eq. (11a) and Eq. (11b):

H
pℓq
S

def“ S
´
H

pℓq
FFN

¯
` H

pℓq
FFN (26a)

Hpℓq “ H
pℓq
S (26b)

Similar to other sub-layers, we also employ a
residual connection by summing the output of
the stack attention mechanism S with its input,
allowing the model to bypass the stack if needed.
Layer normalization can also be used, but we omit
due to initial results in preliminary experiments.
Because the rest of the model is left unchanged,
it can be directly integrated into pre-trained
language models to augment their ability to
process hierarchical syntactic structures.

3.4 Computational Overhead

Time. The computation is bottlenecked by the
POP operation, which sums over previous the pre-
vious positions and thereby has a time complexity
of O pNq. The total time complexity is O

`
N2

˘
.

In contrast to standard attention, stack attention
has to be computed sequentially, which breaks the
parallelizability of the transformer and makes it
substantially slower in practice. However, a and
the output SpHq can still be computed in parallel.
Thus, α is a function of the stack operations but
not of the hidden states. It follows that if structural
supervision of the stack operations is provided,
e.g., as in Sartran et al. (2022) and Murty et al.
(2023), αi for all i P rN s can be pre-computed,
and the entire model can be parallelized.

Space. The stack attention stores N ` 1 at-
tentions of size N , so the space complexity is
O ppN ` 1qNq “ O

`
N2

˘
. This is an improve-

ment over the O
`
DN2

˘
space complexity of

DuSell and Chiang’s (2024) method.

3.5 The Duality of Stack Attention

Stack attention is both a stack over the index set, as
defined in §3.1, and an attention mechanism. In the
following theorem, we make precise the manner in
which our stack attention is a stack.

Notation. We use the symbol υi to refer to an
operation from the set tPUSHip¨q, NO-OPp¨q, POPp¨qu
at every time step i. Note that PUSH, as defined in
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Task
RNN Transformer MLM Transformer ALM

Vanilla Stack Vanilla Stack Vanilla Stack

RS 81.0 ˘ 0.8 100.0 ˘ 0.0 54.8 ˘ 0.0 100.0 ˘ 0.0 55.4 ˘ 0.8 100.0 ˘ 0.0
SM 73.2 ˘ 1.0 100.0 ˘ 0.0 50.4 ˘ 0.1 93.1 ˘ 4.4 50.4 ˘ 0.1 92.8 ˘ 2.6
MA 75.8 ˘ 4.3 91.0 ˘ 6.3 30.1 ˘ 0.0 34.3 ˘ 1.4 30.2 ˘ 0.1 29.5 ˘ 0.6
SE 56.7 ˘ 10.3 89.9 ˘ 7.2 20.0 ˘ 0.0 29.8 ˘ 8.0 20.2 ˘ 0.1 20.3 ˘ 0.2

Table 1: Accuracies (%) of the transformer and RNN without and with stacks on DCF tasks.

§3.1, is a function of two arguments. However, we
define PUSHipγq def“ PUSHpγ, iq, i.e., we push i, the
index, to the stack. We introduce a function JK of
type t0u Y rN s Ñ BN`1 that converts an index
into its one-hot encoding, a column vector with
zeros everywhere except the given index, where
the value is set to one.

Theorem 3.1. Let υ1, . . . , υN be a se-
ries of stack operations where υi P
tPUSHip¨q, NO-OPp¨q, POPp¨qu for all i P rN s.
Furthermore, suppose aipυiq “ 1 for all i P rN s.
Then, JPEEKpυip¨ ¨ ¨ υ1pεqqqK “ αi for all
i P t0u Y rN s.
Proof. Appendix A ■

Our stack-based attention is also an attention
mechanism in the sense that it maintains a
distribution over t0u Y rN s. We make this notion
precise as well in the following theorem.

Theorem 3.2. Consider a sequence of stack
attention mechanisms α0, . . . ,αN . Then,řN

n“0αipnq “ 1 for all i P t0u Y rN s.
Proof. Appendix A ■

3.6 Expressivity
We leave the exact characterization of the expres-
sivity of our stack-augmented transformer for
future work. However, we conjecture that it cannot
model all the context-free languages without
positional encodings. Such a result would mirror
that of Angluin et al. (2023).

To contextualize this conjecture, we first review
the star-free languages. The star-free languages
are regular languages definable by a regular expres-
sion without Kleene star but with complement (Mc-
Naughton and Papert, 1971). They can also be char-
acterized by finite-state automata with aperiodic
transformation monoids (Schützenberger, 1965),
also termed counter-free automata or permutation-
free automata (McNaughton and Papert, 1971). It
has been shown that a counter-free automaton can

only perform counting up to a threshold, but not
modulo counting (McNaughton and Papert, 1971).

Recently, Angluin et al. (2023) showed that the
class of languages recognizable by transformer en-
coders with hard attention, strict future masking,
and no positional encodings, are exactly the star-
free languages. Building on this result, we con-
jecture that there exist non-star-free languages that
are beyond the capability of a transformer encoder
with (hard) stack attention and no positional encod-
ings. This conjecture is supported by our experi-
ments in §4.3 where we show that stack-augmented
transformers also fail to learn two tasks involving
modulo counting. We hope to construct a proof of
an expressivity result in future work.

4 Deterministic CF Tasks

We now discuss several tasks that are encodable by
deterministic context-free grammars.

4.1 Tasks

All four tasks we consider are derived from Delé-
tang et al. (2023) and are language transduction
tasks. Every word from the input language x P
ΣI

˚ is mapped to a word in the output language
y P ΣO

˚ by means of a function f : ΣI
˚ Ñ ΣO

˚.
To convert a transduction task to a language ac-
ceptance task, a language is constructed over the
alphabet Σ “ ΣI Y ΣO as follows

!
xfpxq | x P ΣI

˚
)

Ď Σ˚ (27)

To experiment with this setup, in the case of an
MLM, the input rw is x appended with |y| mask
tokens [MASK]. We then use the transformer to
predict all the masked tokens at once and evaluate
the predicted string y1 against y “ fpxq. Likewise,
in the case of an ALM, given a prefix x, we sam-
ple y1

t „ pp¨ | xy1ătq autoregressively, where y1
t

denotes the tth symbol of y1 and y1ăt “ y1
1 ¨ ¨ ¨ y1

t´1.
As in the case of MLM, we evaluate the predicted
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Task Transformer none sincos relative rotary ALiBi

RS
Vanilla 54.8 ˘ 0.0 50.7 ˘ 0.2 67.6 ˘ 2.2 55.4 ˘ 1.2 79.4 ˘ 3.5
Stack 100.0 ˘ 0.0 99.1 ˘ 1.7 100.0 ˘ 0.0 86.3 ˘ 15.0 100.0 ˘ 0.0

SM
Vanilla 50.4 ˘ 0.1 49.5 ˘ 0.6 67.5 ˘ 1.0 52.1 ˘ 1.8 70.9 ˘ 1.2
Stack 93.1 ˘ 4.4 74.7 ˘ 8.8 98.5 ˘ 1.1 73.1 ˘ 4.5 92.9 ˘ 2.7

MA
Vanilla 30.1 ˘ 0.0 30.1 ˘ 0.0 30.1 ˘ 0.0 30.1 ˘ 0.0 30.1 ˘ 0.0
Stack 34.3 ˘ 1.4 33.8 ˘ 0.8 35.0 ˘ 1.1 34.5 ˘ 1.3 34.7 ˘ 1.1

SE
Vanilla 20.0 ˘ 0.0 20.0 ˘ 0.0 20.0 ˘ 0.0 20.0 ˘ 0.0 20.0 ˘ 0.0
Stack 29.8 ˘ 8.0 23.9 ˘ 3.0 25.2 ˘ 1.8 30.0 ˘ 3.8 27.9 ˘ 5.8

(a) MLM

Task Transformer none sincos relative rotary ALiBi

RS
Vanilla 55.4 ˘ 0.8 55.2 ˘ 0.7 62.0 ˘ 6.1 72.9 ˘ 3.5 57.1 ˘ 0.6
Stack 100.0 ˘ 0.0 96.8 ˘ 4.5 100.0 ˘ 0.0 100.0 ˘ 0.0 100.0 ˘ 0.0

SM
Vanilla 64.9 ˘ 2.0 60.8 ˘ 3.1 70.5 ˘ 0.9 71.9 ˘ 0.9 70.5 ˘ 1.6
Stack 92.8 ˘ 2.6 49.6 ˘ 4.4 93.2 ˘ 2.3 83.8 ˘ 1.7 93.4 ˘ 1.2

MA
Vanilla 30.2 ˘ 0.1 25.7 ˘ 2.3 30.3 ˘ 0.1 26.0 ˘ 0.8 30.3 ˘ 0.1
Stack 30.0 ˘ 0.1 28.0 ˘ 2.8 30.3 ˘ 0.3 25.6 ˘ 0.3 30.3 ˘ 0.1

SE
Vanilla 20.2 ˘ 0.1 20.2 ˘ 0.3 20.7 ˘ 0.2 20.3 ˘ 0.2 20.5 ˘ 0.3
Stack 20.3 ˘ 0.2 20.2 ˘ 0.1 20.7 ˘ 0.1 20.2 ˘ 0.3 20.3 ˘ 0.1

(b) ALM

Table 2: Performance comparison of a vanilla and stack transformer with different positional encodings.

y1 against the y “ fpxq. We follow the choices of
Delétang et al. (2023) for ΣI and ΣO

Reverse String (RS). The first task is to compute
the reverse of an input string, i.e., fRSpxq “ xR.
In this task, we take ΣI “ ΣO “ ta, bu.We give an
example below.

Example:

x “ abb

y “ bba

Stack Manipulation (SM). In the second task,
the input string x consists of a stack of two
symbols ta, bu, printed from bottom to top, and
a sequence of stack operations drawn from the
set trPUSH as, rPUSH bs, rPOPsu. The function
fSMpxq outputs the final stack after all the given
operations are executed sequentially on the input
stack, printed from top to bottom. We always have
|y| “ |x| ` 1. If the final stack has fewer ele-
ments than |y|, it will be padded with [PAD] tokens,
which are ignored when accuracy is computed. We
have ΣI “ ta, b, rPUSH as, rPUSH bs, rPOPsu and

ΣO “ ta, b, [PAD]u. An example is given below.

Example:

x “ babrPOPsrPUSH asrPUSH bs
y “ baab[PAD][PAD][PAD]

Modular Arithmetic (MA). In the third task,
we consider a transduction task based on modular
arithmetic. An algebraic expression x consists of
five numerical constants t0, 1, 2, 3, 4u, three oper-
ations t`,´, ¨u, brackets tp, qu, and a congruence
sign t”u. We say two integers are congruent if
and only if a pre-set modulus is a divisor of their
difference. In this task, we set the modulus to 5, so
the function fMA evaluates the expression modulo
5. We have ΣI “ t0, 1, 2, 3, 4,`,´, ¨, p, q,”u and
ΣO “ t0, 1, 2, 3, 4u. An example is given below.

Example:

x “ p1 ` 2q ¨ 3 ”
y “ 4
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Solve Equation (SE). In our fourth and fi-
nal task, we consider a transduction task that
solves equations over a single variable, which
we denote z. The input string x is a modular
equation with five constants t0, 1, 2, 3, 4u, two
operations t`,´u, brackets tp, qu, a congruence
sign t”u, and a variable tzu. The modulus
is set to 5. The function fSE solves this equa-
tion and returns the value of the variable. We
have ΣI “ t0, 1, 2, 3, 4,`,´, p, q,”, zu and
ΣO “ t0, 1, 2, 3, 4u. An example is given below.

Example:

x “ p1 ` zq ` 2 ” 2

y “ 4

4.2 Experimental Setup

Following Delétang et al. (2023), we experiment
with a transformer with the number of layers L “ 5
and the model size D “ 64. Unless otherwise
specified, no positional encodings are used. We
discuss the effect of various positional encodings
in §4.3.2. Length generalization has been the focus
of many papers in this line of research (Joulin and
Mikolov, 2015; Delétang et al., 2023). We follow
suit to train on input strings x with 1 ď |x| ď 40
and test on x with 40 ă |x| ď 100. Training
details can be found in Appendix B.

4.3 Results

We report our results of the four DCF tasks in Tab. 1
and Tab. 2.

4.3.1 Transformer vs. Stack Transformer
We report the performance of the standard trans-
former and our stack-augmented transformer on
the four DCF tasks presented in Tab. 1. For com-
parison, we also exhibit results of vanilla recurrent
neural networks (RNNs) and stack-RNNs (Joulin
and Mikolov, 2015). As expected, the vanilla trans-
former exhibits poor performance on all the DCF
tasks. After being augmented with a stack, the
transformer improves from nearly chance to over
90% on RS and SM. These results demonstrate that
our stack-augmented attention helps on some tasks.
However, on MA and SE, the performance after
adding the stack attention only improves slightly;
it still falls far behind stack RNNs and even vanilla
RNNs. We conjecture that the reason for this
shortcoming is our stack transformer’s incapability
to learn non-counter-free languages—both the

last two tasks (MA) and SE require the ability to
perform modular arithmetic, which makes them
non-star-free, as discussed in §3.6. Additionally,
Feng et al. (2023) also directly prove that the
transformer cannot perform modular arithmetic.

4.3.2 Positional Encodings
In this section, we add various positional encodings
to the transformer and investigate their effect. We
consider five different positional encodings: none,
sincos, relative, rotary, and ALiBi; see Ap-
pendix C for more details. As our stack attention
is computed inductively, positional information
is already present in the model, reducing the need
for positional encodings. This is evident in Tab. 2,
where including positional encodings generally
has a negative impact on the stack transformer’s
performance. Most notably, sincos and rotary
heavily degrade stack transformer’s performance
on RS and SM. However, relative constitutes an
exception, as it results in improved performance
on SM. In contrast, with the standard transformer
architecture, positional encodings do seem to
help on star-free tasks. The largest improvement
comes from ALiBi in the MLM setting and rotary
in the ALM setting. Nevertheless, none of the
investigated positional encodings are able to boost
the performance of vanilla transformer to anywhere
near that of our stack-augmented transformer.

5 Language Modeling

We consider masked language modeling using
RoBERTa (Liu et al., 2020) and autoregressive
language modeling using GPT-2 (Radford et al.,
2019). Following the experimental setup proposed
by previous authors (Joulin and Mikolov, 2015;
DuSell and Chiang, 2024), we experiment on the
Penn Treebank (PTB), licensed through the LDC
(Marcus et al., 1994), and WikiText-2 (Merity
et al., 2017). We consider models both trained
from scratch and fine-tuned from pre-trained
weights. The pre-trained models and datasets are
obtained from HuggingFace (Wolf et al., 2020;
Lhoest et al., 2021). See Appendix B for more
details about setup and hyperparameters.

The results in Tab. 3 are mixed. Our major find-
ing is that transformers benefit from the stack at-
tention when training data is scarce, but the bene-
fits gradually diminish as the size of training data
grows. More concretely, when the models are
trained from scratch, the addition of our stack atten-
tion mechanism does result in a noticeable benefit
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Model Task
Penn Treebank WikiText-2

Vanilla Stack Vanilla Stack

Scratch
MLM 95.53 ˘ 19.66 34.28 ˘ 2.76 73.74 ˘ 3.79 64.75 ˘ 1.75

ALM 73.14 ˘ 0.34 69.86 ˘ 0.26 191.01 ˘ 0.71 206.42 ˘ 0.80

Pretrained
MLM 3.99 ˘ 0.08 4.46 ˘ 0.11 4.41 ˘ 0.12 4.65 ˘ 0.06

ALM 21.26 ˘ 0.03 32.36 ˘ 0.16 29.29 ˘ 0.02 54.96 ˘ 0.19

Table 3: MLM and ALM Perplexities on WikiText-2 and PTB.

in most settings. In the MLM setting, where 15%
of the tokens are replaced with [MASK], stacks re-
duce the perplexity under the trained model on the
held-out split from 95.53 to 34.28 on PTB and from
73.74 to 65.22 on WikiText-2. In the ALM setting,
the stack transformer still slightly improves the per-
formance on PTB—perplexity drops from 73.14 to
69.86. However, the stack transformer is less effec-
tive on WikiText-2, whose training set is larger.
Moreover, when we fine-tune from pre-trained
models, stacks are always detrimental across the
two datasets in both MLM and ALM settings.

6 Discussion

From the results described in §4.3 and §5, we ob-
serve two trends:

• The positive impact of stack attention is evident
on Delétang et al.’s (2023) 4 DCF tasks (espe-
cially on 2 of the 4), but almost nonexistent on
English language modeling;

• On the English language modeling task, stack
attention is more helpful in settings with limited
training data, but is less helpful and can even be
harmful when the model is trained on a larger
amount of data.

We interpret these trends as support for the idea
that stack attention improves the representational
capacity of a transformer language model and,
additionally, confers an inductive bias to the
transformer architecture that allows it to better
learn certain context-free tasks more efficiently.
The larger representational capacity explains why
the performance on certain tasks, i.e., RS and SM,
improves drastically with the addition of stack
attention and the better inductive bias explains
why transformer language models with stack
attention perform better with less training data on
the English modeling task. However, the fact that
a vanilla transformer language model performs
on par with stack attention when modeling larger

English language datasets suggests that a good
inductive bias is not needed for larger data sets.
This suggests that, in contrast to the viewpoint
of traditional linguistic theory (Chomsky, 1957),
models that are higher on the Chomsky hierarchy
are not necessary for developing a good statistical
language model. We believe this claim is consistent
with the literature, in which few successful large
language models are endowed with a syntactic bias.
However, there are many smaller syntax-infused
language models (Dyer et al., 2016) that do work
well on smaller data, as ours does.

7 Conclusion

We propose a novel implementation of a differen-
tiable stack and show that a transformer augmented
with such stacks can solve certain deterministic
context-free tasks that are beyond the capability
of standard transformers. However, unlike a stack
RNN, the stack transformer cannot model the entire
class of deterministic context-free languages.
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Limitations

The primary limitation of the proposed stack atten-
tion is it only allows one POP operation at a time. It
can be extended to have multiple POPs in a manner
similar to Yogatama et al. (2018). It can also only
handle deterministic context-free languages. We
would like to extend it to non-deterministic stacks
in future works. Although our method does not re-
quire structural supervision, it can in principle take
advantage of it when it is available. In such cases,
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the model can be fully parallelized, leading to great
improvement in time efficiency. It would be inter-
esting to explore this possibility in the future.
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A Proof

Theorem 3.1. Let υ1, . . . , υN be a series of stack operations where υi P tPUSHip¨q, NO-OPp¨q, POPp¨qu for
all i P rN s. Furthermore, suppose aipυiq “ 1 for all i P rN s. Then, JPEEKpυip¨ ¨ ¨ υ1pεqqqK “ αi for all
i P t0u Y rN s.

Proof.

Base case (i “ 0). The stack is initialized to be empty, i.e., γ0 “ ε and PEEKpγ0q “ 0. By definition,
we have

α0 “ r1, 0, . . .sJ “ JPEEKpγ0qK (28)

Inductive Step. Suppose there exists an i ą 0, such that @i1 ă i, αi1 “ JPEEKpγi1qK, and aipυiq “ 1.
• If υi “ PUSH, γi “ PUSHpγi´1q “ γi´1i and PEEKpγiq “ i, so according to Eq. (20) we have
αi “ JPEEKpγiqK.

• If υi “ NO-OP, γi “ NO-OPpγi´1q “ γi´1, and αi “ αi´1. Since αi´1 “ JPEEKpγi´1qK, we have
αi “ JPEEKpγiqK.

• If υi “ POP,

αi “
i´1ÿ

j“1

αi´1pjqαj´1 ` αi´1p0qα0 (29)

If αi´1p0q “ 1, i.e. γi´1 is empty, γi “ POPpεq “ ε, and

αi “ αi´1p0qα0 (30a)

“ α0 (30b)

“ J0K (30c)

“ JPEEKpγiqK (30d)

Otherwise,

αi “
i´1ÿ

j“1

αi´1pjqαj´1 (31a)

“ αPEEKpγi´1q´1 (31b)

“ JPEEKpγPEEKpγi´1q´1qK (31c)

“ JPEEKpPOPpγi´1qqK (31d)

“ JPEEKpγiqK (31e)

One can understand Eq. (31d) intuitively as follows: γPEEKpγi´1q´1 is the stack right before the current
stack top PEEKpγi´1q is pushed, so the stack top at PEEKpγi´1q ´ 1 is the second top-most element at
i ´ 1, i.e., PEEKpγPEEKpγi´1q´1q “ POPpγi´1q.

■

Theorem 3.2. Consider a sequence of stack attention mechanisms α0, . . . ,αN . Then,
řN

n“0αipnq “ 1
for all i P t0u Y rN s.

Proof.

Base case It holds for α0 “ r1, 0, . . .sJ.
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Induction step Suppose there exists an i ą 0, such that @i1 ă i,
řN

n“0αi1pnq “ 1.
• PUSH. Obviously,

Nÿ

n“0

α
pPUSHq
i pnq “ 1 (32)

• NO-OP. Since α
pNO-OPq
i “ αi´1, we also have

Nÿ

n“0

α
pNO-OPq
i pnq “ 1 (33)

• POP.

Nÿ

n“0

α
pPOPq
i pjq “

Nÿ

n“0

˜
i´1ÿ

j“1

αi´1pjqαj´1 ` αi´1p0qα0

¸
pnq (34a)

“
Nÿ

n“0

˜
i´1ÿ

j“1

αi´1pjqαj´1pnq ` αi´1p0qα0pnq
¸

(34b)

“
i´1ÿ

j“1

αi´1pjq
˜

Nÿ

n“0

αj´1pnq
¸

` αi´1p0q
˜

Nÿ

n“0

α0pnq
¸

(34c)

“
i´1ÿ

j“1

αi´1pjq ` αi´1p0q (34d)

“
i´1ÿ

j“0

αi´1pjq (34e)

“ 1 (34f)

Therefore,

Nÿ

n“0

αipnq (35a)

“
Nÿ

n“0

˜ ÿ

aPA
aipaqαpaq

i

¸
pnq (35b)

“
ÿ

aPA
aipaq

Nÿ

n“0

α
paq
i pnq (35c)

“
ÿ

aPA
aipaq (35d)

“1 (35e)

■

B Experimental Setup

B.1 DCF Tasks

The model is trained using the Adam optimizer (Kingma and Ba, 2015) with a learning rate of 1e´4,
which we find works well for all the tasks. On the RS and SM tasks, we use a batch size of 32 and we train
the model for 100, 000 steps. On the MA and SE tasks, the batch size and the number of training steps
are increased to 128 and 1, 000, 000, respectively, to ensure sufficient training. Each experiment is run 5
times with different random seeds. Means and variances of accuracies are reported Tab. 1 and Tab. 2.
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B.2 Language Modeling
The texts in the datasets are grouped into chunks of 128 tokens. Each model is, again, trained using
the Adam optimizer for a maximum of 100 epochs with early stopping applied when the validation loss
has not improved for 5 epochs in a row. We tune the learning rate from t1e´5, 2e´5, 1e´4, 2e´4u on the
validation set, and choose 2e´5 that leads to the best validation performance. Results on the test set over 5
runs with different random seeds are reported in Tab. 3. Experiments are conducted on a single NVIDIA
Tesla V100 GPU.

C Positional Encodings

We consider five different commonly used positional encodings:

• none. No positional encodings are used.

• sincos. The sinusoidal positional encodings used in vanilla transformer (Vaswani et al., 2017).
Positional information encoded sinusoidally is added to the embeddings.

• relative. In Transformer-XL (Dai et al., 2019), relative rather than absolute sinusoidal positional
information is added to the keys and queries of each attention block.

• rotary. Introduced by Su et al. (2023) and popularized by GPT-3 (Brown et al., 2020), rotary
positional encodings multiply the keys and queries by sinusoidal encodings.

• ALiBi. Press et al. (2022) adds linear biases to the attention blocks that favor the more recent tokens.

D Analysis: Attention Maps

An advantage of our stack attention mechanism is that we can visualize the stack tops αi, which provides
greater interpretability than methods where stack tops are mixtures of hidden states (Joulin and Mikolov,
2015). We run a set of toy experiments with the stack transformer in the MLM setting. We randomly
select one test example for each task.

RS. At the first two layers (Fig. 2a, Fig. 2b), the first 5 tokens attend to themselves while the [MASK]
tokens attend to the last token in x. The most probable sequence of operations that leads to such a stack
attention map is the input x is pushed one by one onto the stack and NO-OP is performed on all the [MASK]
tokens. At the third layer (Fig. 2c), the stacks for the [MASK] tokens shift one position backward at a
time, which demonstrates the stack elements are POPed one by one to generate the outputs. At the last
two layers, all the tokens attend to themselves, so the stacks can be regarded as being skipped (Fig. 2d,
Fig. 2e).

SM. Looking at the attention map at the first layer (Fig. 3a), we can infer the operations taken by the
stack as follows: the stack first PUSHes the initial stack contents (ab); once the rPOPs operation is read,
it reverts to the first element a; then it performs the operation rPUSH bs twice as instructed; afterwards,
it POPs the final stack bba for outputs. The stack attention correctly skips the b at timestep 1 as it has
already been POPed at timestep 2. The last three positions are [PAD] tokens and can be ignored.

MA and SE. We also provide an attention map for MA and SE in Fig. 4 and Fig. 5. Their attention
maps are less interpretable as the stack transformer does not learn them well. Nevertheless, we can still
observe that the stacks seem to be able to match the parentheses, which matches our expectations of
the stack’s strengths. For MA, at the first layer (Fig. 4a), the stack successfully matches the last two
closing parentheses (at timestep 8 and 9) with their corresponding open parentheses (at timestep 5 and
0 respectively). For SE, the pattern is less obvious presumably because the parentheses do not have an
impact on the order of arithmetic operations and can be ignored.
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Figure 2: Stack attention maps at different layers for RS. The input x is abbaa. M represents a [MASK] token.
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Figure 3: Stack attention maps at different layers for SM. The input x is abrPOPsrPUSH asrPUSH bs. In the graphs,
rPUSH as, rPUSH bs, and rPOPs are abbreviated as a, b, and P respectively. M represents a [MASK] token. The correct
output should be bba followed by [PAD] tokens.
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Figure 4: Stack attention maps at different layers for MA. The input x is pp4q ¨ p´0qq “.
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Figure 5: Stack attention maps at different layers for SE. The input x is p1 ` p´zqq “ 3. M represents a [MASK]
token.
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E Related Work

E.1 Stack Augmentation
Equipping a neural network with a data structure such as an external stack to enhance its ability to
recognize context-free languages has been extensively investigated in previous works (Pollack, 1991; Das
et al., 1992; Mozer and Das, 1992; Zeng et al., 1994). The idea has seen a resurgence in recent years,
with work focusing primarily on recurrent networks (Joulin and Mikolov, 2015; Grefenstette et al., 2015;
Hao et al., 2018; Yogatama et al., 2018; Suzgun et al., 2019; DuSell and Chiang, 2020, 2022). Joulin
and Mikolov (2015) propose to superpose the result of applying each stack operation at each step, which
directly inspires our work. We adapt it for application to transformers by rendering this concept as an
attention mechanism. In that sense, our work is related to Das et al. (1992) and Grefenstette et al. (2015),
which also assign weights to stack elements. Our stack attention mechanism is different as the stack
attention weights are assigned to previously seen tokens indicating where the top element is located

Sartran et al. (2022) and Murty et al. (2023) incorporate a stack mechanism into a transformer language
model with structural supervision during training. DuSell and Chiang’s (2024) contemporaneous work
also augments a transformer language model with a stack. Both their and our methods are named stack
attention, but their stack attention is an attention mechanism over stack actions while ours is an attention
mechanism over input tokens.

E.2 Expressivity of Transformers
The expressivity of transformers under various assumptions has been extensively studied. A stream
of research considers transformer encoders with a classification layer at the end as recognizers. Hahn
(2020) proves that transformers cannot recognize parity language, a periodic language of binary strings
with an even number of 1’s, and Dyck-2 language, a CF language of balanced brackets of two types.
Bhattamishra et al. (2020) find that transformers can recognize certain counter languages but fail to
recognize non-star-free languages such as paaq˚. Svete and Cotterell (2024) show that transformers can
represent n-gram language models. Hao et al. (2022), Chiang et al. (2023), Merrill and Sabharwal (2023),
Barcelo et al. (2024), and Angluin et al. (2023) relate transformers to circuit complexity and formal
logic. With various extensions, transformers’ expressivity can be increased. Weiss et al. (2021) propose a
programming language that shares the same basic operations with transformers but is more expressive
than standard transformers. Pérez et al. (2021) and Merrill and Sabharwal (2024) show that transformer
encoder–decoders and decoders are Turing complete with additional scratch space.
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