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Abstract

Prompt Tuning has been a popular Parameter-
Efficient Fine-Tuning method attributed to its
remarkable performance with few updated pa-
rameters on various large-scale pretrained Lan-
guage Models (PLMs). Traditionally, each
prompt has been considered indivisible and up-
dated independently, leading the parameters
increase proportionally as prompt length grows.
To address this issue, we propose Adaptive
Codebook for Composite and Efficient Prompt
Tuning (ACCEPT). In our method, we refer
to the concept of product quantization (PQ),
allowing all soft prompts to share a set of learn-
able codebook vectors in each subspace, with
each prompt differentiated by a set of adaptive
weights. We achieve the superior performance
on 17 diverse natural language tasks includ-
ing natural language understanding (NLU) and
question answering (QA) tasks by tuning only
0.3% of parameters of the PLMs. Our approach
also excels in few-shot and large model settings,
highlighting its significant potential.

1 Introduction

With the blooming of large language models, Pa-
rameter Efficient Fine-Tuning becomes an effective
solution to leverage the power of pretrained lan-
guage models (LMs). Among various approaches,
Prompt Tuning (PT) has been recognized for its
simplicity and efficacy by adding tokens in front of
the inputs. Though prompting pretrained LMs with
specific or human-designed instructions makes
model transferable to downstream tasks, additional
effort is needed for elaborating the prompts as the
output produced are often sensitive to them. To
address this issue, learning the prompts becomes a
solution. Prompt tuning (Lester et al., 2021), Pre-
fix tuning (Li and Liang, 2021) and P-tuning (Liu
et al., 2022b) replace explicit instructions with con-
tinuous prompt embeddings and provide flexibili-
ties for the pretrained models to adapt themselves
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with superior performance. Following the concept,
ATTEMPT (Asai et al., 2022), MPT (Wang et al.,
2023), DePT (Shi and Lipani, 2024), and TPT (Wu
et al., 2023) demonstrate the capability of learnable
PT in both single and multitask training scenarios.

However, previous studies often treat the
prompts as independent units in learning. Though
the learned prompts can be further clustered for
noise filtering (Bhardwaj et al., 2022), the parame-
ters needed for training are not reduced since learn-
ing occurs before clustering. In this work, we intro-
duce a method that represents the prompt based on
a set of learnable codewords. All prompts share a
codebook with N codewords. Compared with up-
dating the prompts independently and thus prevent-
ing word embeddings from sharing information
with each other, our codebooks are sharable across
all prompts in a downstream task, making code-
books’ parameters size independent of the prompt
length.

In addition, our approach does not follow the
common practice of regarding each prompt as in-
separable. When treating a prompt as an indivisible
word embedding, we may overlook the possibility
that, say, certain words may align with other words
in the first half of the embedding and match dif-
ferent words in the second half. To tackle this
issue, we adopt the idea of product quantization
(PQ) (Jegou et al., 2010) by dividing a prompt’s
word embedding into several subsections and con-
struct a codebook for each subsection. In the past,
PQ is effective for approximate nearest-neighbor
search (Jegou et al., 2010; Yu et al., 2018) and neu-
ral network compression (Wu et al., 2016). How-
ever, if we directly apply PQ to the learned param-
eters, their amount will not be lowered for train-
ing. Hence, we simply follow PQ’s concept where
the codebooks are subsection-specific, and provide
a set of learnable codewords for each subsection.
This makes prompts share some identical subvec-
tors, which allows part of tokens to have the same
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characteristics in a more fine-grained dimension.

To ease the learning process and make it dif-
ferentiable, we allow each subvector to be softly
combined (via linear coefficients) with the code-
words, rather than being assigned by only one of
the codewords as in PQ. This increases both di-
versity and flexibility of the representation. In the
past, learning-based PT can be typically done by in-
creasing the input length with prepended prompts
(Lester et al., 2021; Asai et al., 2022; Wu et al.,
2023), or further adding the original embedding of
words with the same number of additional prompts
(Shi and Lipani, 2024). Our method, referred to as
ACCEPT, is generally applicable and works for
both. We conduct experiments on 17 natural lan-
guage tasks and show that our method consistently
outperforms previous PT approaches.

2 Related Work

Parameter-efficient fine-tuning enhances the capa-
bilities of pretrained LMs by updating a small set of
parameters. The approach varies, such as training
extra modules (Houlsby et al., 2019; Sung et al.,
2022) or modifying specific parts like biases or at-
tention weights (Zaken et al., 2022; Hu et al., 2021).
Among these, as Prompt Tuning (PT) is popular for
its simplicity and effectiveness, we focus on PT.

2.1 Prompt Tuning Methods

This track focuses on enhancing the quality and ef-
ficiency of prompts. Schick and Schiitze (2021) and
Brown et al. (2020) incorporate manually crafted
instructions into the input sequence to provide task-
specific guidance helping steer the model’s out-
put. When the instructions are well-designed, mod-
els with frozen parameters exhibit excellent per-
formance. However, additional effort is required
for human adjustment since the output is sensi-
tive to the prompts. To address the issue, Wang
et al. (2021) and Gao et al. (2021) further gen-
erate hard prompt templates by model automati-
cally. Nonetheless, optimizing discrete prompts is
challenging. Thus, Prompt Tuning (Lester et al.,
2021), Prefix tuning (Li and Liang, 2021), and
P-tuning (Liu et al., 2022b) turn prompts into con-
tinuous vectors, known as soft prompt, which are
prepended to the word embeddings. The learn-
able prompts are trained with the pretrained LMs
frozen. By turning discrete prompts to a continuous
space, the optimization can be achieved by a sim-
ple gradient descent. Recently, Su et al. (2021) and

SPoT (Vu et al., 2022) explore the advantages of
initializing prompts by pretrained ones from other
tasks. They demonstrate that learning prompts on
one or more source tasks, and subsequently utiliz-
ing these learned prompts as initializations for a
target task, is notably effective. ATTEMPT (Asai
etal.,2022), MPT (Wang et al., 2023) and TPT (Wu
et al., 2023) further design various architectures
for multitask transfer learning. On the other hand,
DePT (Shi and Lipani, 2024) focuses on reduc-
ing the training and inference time by decompos-
ing prompt as a shorter one and a low-rank matrix
added on word embeddings. Nevertheless, earlier
approaches treat prompt as monolithic units, caus-
ing the number of trainable parameters to increase
linearly with to the prompt length. In contrast, our
method introduces a shared codebook in each sub-
space, which remains unaffected by the prompt
length and facilitates information sharing among
different prompts.

2.2 Quantization in NLP

Vector quantization (VQ) is a related technique to
PQ which is widely employed in NLP. VQ provides
an effective discretization of latent sentence repre-
sentations, making it especially suitable for NLP
tasks due to the inherently discrete nature of text,
as demonstrated in Van Den Oord et al. (2017), Roy
et al. (2018), Roy and Grangier (2019), Mercatali
and Freitas (2021) and Angelidis et al. (2021). VQ
is also used in PT. Bhardwaj et al. (2022) initially
train a contextualized prompt for each input and
cluster them using VQ to reduce variance.
However, in the previous approaches, the num-
ber of parameters remains substantial since the
training of original representations occurs before
clustering. Different from these methods, we in-
troduce learnable codebooks and adaptive weights
which enable end-to-end training, thereby maintain-
ing parameter efficiency throughout the process.

3 Methodology

We first give a preliminary of PT for downstream
tasks and PQ, and then present our method.

3.1 Prompt Tuning for Downstream Tasks

Given a pretrained LM with parameters 6, we want
to transfer it to a target task with the training data
D = {(xj, yj)}|‘ji|1. We first map x; to a sequence
of word embeddings e; as input, where e; € R4,
[ is the maximal input sequence length and d is
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(a) Soft-weighted Codebook Prepended Prompt

(b) Soft-weighted Codebook Added Prompt

(c) Main Architecture (ACCEPT)
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Figure 1: The overall model architecture of ACCEPT. We subdivide both (a) Soft-weighted Codebook Prepended
Prompt (SCPP) and (b) Soft-weighted Codebook Added Prompt (SCAP) to K subspaces. Each subspace has a
codebook with r codewords shared by all prompts. Each sub-prompt is linearly combined by the codewords and
weights. (c ) In the main architecture of ACCEPT, the final input is formed by prepending SCPP to the word
embedding updated with SCAP. The pretrained model, with its parameters fixed, learns to output correct labels

through tunable SCPP and SCAP.

the word-embedding dimension. PT prepends a set
of trainable continuous prompt embeddings P =
{p1,D2, .-.pm} (p; € RY) to the input embeddings
while keeping the pretrained model parameters ¢
fixed. The training goal is to maximize the output
probability of target y; as below,

|D|
max » _ po(yj[0: [P ¢5)). (1)

j=1
3.2 Review of PQ and Method Motivation

VQ is known as the process of mapping a vector
x to the closest codeword c¢* in a codebook C' =
{c1,ca,...,cn} containing N codewords. As an
extension, PQ divides the vector z € R into K
subspace, = [z, 22, ..., 2%], with d = tK and
z¥ € R!. Each subspace possesses a codebook
C* which contains N}, codewords of dimension ¢
for K = 1--- K. PQ thus exploits the Cartesian

product of the codeword sets,

C=0C'"xC?x---xCFK, )
to encode the vector . The total number of code-
words becomes N = IIX | N, for entire space.
When K = 1, PQ degenerates to VQ.

PQ has the advantage of enabling more code-
words for the representation of x by consum-
ing fewer parameters. Eg., if Nj is the same
for all k£, PQ can take the storage cost of only
O(tKNy) = O(dNy) to provide the codewords
amount of (V, k)K . For VQ, however, only N, code-
words are provided under the same storage cost, or
the storage should be increased to O(d(Ny)¥) to

get the same amount of codewords. Hence, PQ is
more parameter-efficient and suitable for PT. The
codewords distributed in subsections can enrich the
diversity and flexibility of representation for the
sub-problem solving.

However, as mentioned above, parameter-
efficient learning is not attainable if we perform
PT first and then PQ. Hence, our method does not
really do the ‘quantization’ step but only takes PQ’s
idea of efficient representation and makes the code-
words of all subspaces learnable for PT. Moreover,
for each subspace, we do not use only one code-
word to express the input x for that subsection, but
softly combining the codewords with linear coef-
ficients for a more precise representation. Details
are given below.

3.3 Proposed Method - ACCEPT

Previous methods often view each prompt as a sin-
gle and indivisible word embedding, independent
to other prompts. We suppose that tokens can share
the same characteristics in a more fine-grained di-
mension. Our method leverages the concept of
PQ and partition embedding space into K smaller
subspaces The k-th subspace has a codebook
= {ck,ck,...,ck} containing r codewords of
d1mens10n t, with t = d/ K. Specifically, the total
K codebooks are shared across all prompts.
Remember that there is a set of trainable prompts
P ={p1,p2, ..., Pm} (p; € R?) for a downstream
task in PT. Similarly, we divide each p; into K
sub-prompts p; = {p},p?,...,pX} (p; e RY). We
assign a group of weights, W; = {w}, w?, ..., wX}
(wgC € R"), to the i-th prompt in every subspace. A
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sub-prompt pf is then expressed as a linear combi-
nation of the codewords in C* using the coefficient
weights wf = {wfl,wa, ...,wfr}. Thus, the k-th
subvector of the ¢-th prompt is calculated as

k k k 1 k k k
pi:Clxwi1+62xwi2+...+crxw' (3)

r?

where c? is the j-th codeword (j = 1,--- ,r) in
the k-th codebook and wfj is the weight for c? in
the ¢-th prompt, respectively.

The prompts in P thus depend on both the sets
of codewords, C = {C¥|k = 1,--- , K} and com-
bination weights, W = {W;|i = 1,--- ,m}, in our
method. To reflect this, we denote it as P(C, W)
in the following. Our goal is to maximize the out-
put probabilities of the ground truth label y; as

|D|
g%{i}pe(?/ﬂ& [P(C,W),¢j]), “)
j=

where P(C, W) € R™*4_ We refer Eq. 4 to as
the Soft-Weighted codebook Prepended Prompt
(SCPP) tuning in our method, as the prompts are
prepended to the inputs. Fig. 1(a) gives an illustra-
tion of SCPP learning.

As mentioned in Sec. 1, PT can also be done
by adding complementary prompts to the original
embedding (Shi and Lipani, 2024), and our method
works for both. To achieve this, we conduct another
prompt set () that contains the same number of (/)
prompts of the same length (d) to the input word
embedding e; (e; € R™*?). Similar mechanisms
are applied to (), which depends on the learnable
codewords C’ and combination weights W' too.
We optimize C’ and W’ by solving

|D|

(Ijr,{%(/ Z:lpg(ij; [ej + Q(C,, Wl)]): (%)
j=

where Q(C’, W’) € R"*? having the same shape
of ej. We refer Eq. 5 to as the Soft-Weighted
codebook Added Prompt (SCAP) tuning, as the
prompts are added to the original word embeddings
as updates. Fig. 1(b) illustrates the SCAP learning.
Combing SCPP and SCAP then forms our final
ACCEPT (shown in Fig. 1(c)). At the same scale
of parameters, combining the two types of prompts
reduces the total input length, which makes train-
ing and inference more efficient (Shi and Lipani,
2024). ACCEPT then learns by maximizing

|D|

. . ! /
oax ;pe(w,P(c,W),e] +Q(C,W)). 6

With only [C, W], [C’, W] trainable and 6 frozen.
Number of Parameters. With the vanilla PT, for
a model having embedding dimension d and m
prompts, the number of parameters is md. As we
subdivide the embedding into K subspaces, each
t-dimensional (t = d/K) subspace has r code-
words, and thus the number of parameters of each
codebook is rt. Total K codebooks then need rt K
parameters. As for the weights, each prompt has r
weights in K subspaces, which contains total » K
parameters. Multiplied by the number of prompts
m forms a total of rm K parameters. Finally, the
total parameters of our method is as below,

rtK + rmK =rd+rmkK.
~~ ——
#para.ofcodebook  #para.ofweight
(7

Note that the number of parameters for the code-
book is independent of the number of prompts,
preventing linear growth with m. To maintain the
same scale of the trainable parameters with vanilla
PT for a better comparison, we set r by letting
rd + rmK < md. This ensures the number of
parameter usage is no greater than the vanilla PT.

4 Experiments

We present the experimental results and compar-
isons to other approaches in this section.

4.1 Experimental Settings

Datasets and Tasks. Following previous works,
we evaluate our method on 13 NLU tasks and 4
QA tasks, including (1) MNLI (Williams et al.,
2018), QQP, QNLI (Demszky et al., 2018), SST-2
(Socher et al., 2013), STS-B (Cer et al., 2017),
MRPC (Dolan and Brockett, 2005), RTE (Gi-
ampiccolo et al., 2007) and CoLA (Warstadt et al.,
2019) from GLUE (Wang et al., 2018) bench-
mark; (2) MultiRC (Khashabi et al., 2018), BoolQ
(Clark et al., 2019), WiC (Pilehvar and Camacho-
Collados, 2018), WSC (Levesque et al., 2012) and
CB (De Marneffe et al., 2019) from SuperGLUE
(Wang et al., 2019) benchmark; (3) MRQA 2019
Shared Task (Fisch et al., 2019), including Natural
Questions (Kwiatkowski et al., 2019), HotpotQA
(Yang et al., 2018), SearchQA (Dunn et al., 2017)
and NewsQA (Trischler et al., 2016). We use Sc-
iTail (Khot et al., 2018) additionally for few-shot
learning.

Baselines. We compare the proposed approach
with various PEFT baselines including: (1) Fully
fine-tuning (FT), where all the parameters of
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the pretrained backbone models are updated; (2)
Prompt Tuning (PT) (Lester et al., 2021), where
prompts are initialized by randomly sampled top
vocabularies; (3) Some variants of PT, changing
prompt architectures or utilizing knowledge trans-
fer from other tasks such as SPoT (Vu et al., 2022),
ATTEMPT (Asai et al., 2022), MPT (Wang et al.,
2023), TPT (Wu et al., 2023) and DePT (Shi and
Lipani, 2024); (4) Other PEFT methods includ-
ing Adapter (Houlsby et al., 2019) and Adapter-
Drop (Riickl€ et al., 2021), inserting lightweight
modules in the middle blocks of the pretrained
models; BitFit (Zaken et al., 2022), updating the
bias terms in the attention mechanism; LoRA (Hu
et al., 2021), updating the attention weights with
two additional low-rank matrices; LST (Sung et al.,
2022), transferring by a ladder-side network-based
adapter; Hyperformer (Mahabadi et al., 2021) and
HyperDecoder (Ivison and Peters, 2022), train-
ing a module to output the weights of adapters.
(IA)? (Liu et al., 2022a), scaling activations by
learned vectors.

Models. To provide a fair comparison with the
previous methods, the main experiments are per-
formed on the T5-base (Raffel et al., 2020) model
with 220M parameters and d = 768. We also
conduct experiments on other models with various
scales including T5-small, T5-large, T5-3B and
Flan-T5-11B models with 60M, 770M, 3B, and
11B parameters, respectively. The model dimen-
sions are 512, 1024, 1024 and 1024, respectively.
Note that Flan-T5-11B is an enhanced version of
T5 model that has been fine-tuned in a collection
of tasks.

Implementation Details. In the main experiments
on GLUE, SuperGLUE and MRQA datasets, we
divide the embedding into K = 24 and K =
2 subsections for SCPP and SCAP, respectively,
where the parameters are chosen based on the per-
formances on a small dataset RTE (detailed in
Sec. 4.4). We primarily use a grid search to deter-
mine the learning rates (Ir) for both the codebook
and weights in SCPP and SCAP. For SCPP, the Ir
searched are {3e-1, 4e-1, 5e-1}, while for SCAP,
we searched {le-4, 5e-4, le-3, 5e-3}. Addition-
ally, we observe that a larger Ir is more suitable
for SCAP on the MRQA 2019 Shared Task. There-
fore, we extend our search to include higher values
{1,5,10} for SCAP. Note that for the experiments
that train SCPP or SCAP alone, the backbone fol-
lows DePT (the length of prompt is 60 and the rank
of LoRA matrices equals to 30).

88 1
* w ‘: P ® FT
W g7 o 754 Adapter
3 g e o *® ® BitFit
< 86 2 m T
5 a
s L s70{ A SPoT
<851y ® 3 A ATTEMPT
< MPT
< 84 J 65 L 4
% . 2 e TPT
283 o Vv DePT
260 lm *  ACCEPT (Ours)
N R R N R

# of parameters # of parameters

Figure 2: Average performance on the GLUE and Super-
GLUE benchmarks relative to the number of trainable
parameters for the T5-base model. ACCEPT achieves
the best performance with the fewest parameters.

We train 30k steps for small datasets with less
than 10k samples, and 300 steps for large datasets
more than 10k samples, following Vu et al. (2022).
We perform evaluations every 1,000 steps and save
the best checkpoint based on performance on the
evaluation dataset. The results on the test dataset
are then reported using these best checkpoints. We
choose a batch size of 16 for T5-small, T5-base
and T5-large models, 2 for T5-3B and 1 for Flan-
T5-11B due to the GPU memory limitation. The
warmup step and weight decay are 1, 800 and 0.01,
respectively. Experiments are conducted on a sin-
gle Nvidia 3090 GPU with 24 GB memory or 2
Nvidia V100 GPUs with 32 GB memory.

We set the associated number of codewords r
to maintain the total number of parameters no
bigger than PT with m = 100. We conduct
three initialization strategies for the codebooks and
weights of SCPP and SCAP in ACCEPT: (1) ran-
domly initialized, (2) initialized by the pretrained
weights of the intermediate tasks (we use MNLI for
GLUE/SuperGLUE task and SQuAD (Rajpurkar
et al., 2016) for QA tasks following Vu et al.
(2022)), and (3) initialized by the target task itself.
For the latter two strategies, we first train SCPP
and SCAP and use the pretrained weights as initial-
ization for ACCEPT. On each dataset, we select the
best strategy as the final results following Wu et al.
(2023). In the few-shot experiments, following Ma-
habadi et al. (2021) and Asai et al. (2022), we sam-
ple v = {4, 16, 32} training instances three times
with different seeds and report the average and stan-
dard deviation of our results. SCPP and SCAP are
pretrained with one of the selected source dataset
(MNLI, QQP, SST-2, SQUAD (Rajpurkar et al.,
2016), and ReCoRD (Zhang et al., 2018)) follow-
ing the previous methods (Su et al., 2021), (Asai
et al., 2022), (Shi and Lipani, 2024). More detailed
experiment setup is listed in Appendix A.
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Method #Para GLUE SuperGLUE

* MNLI QQP QNLI SST-2 STS-B MRPC RTE CoLA Avg. Multi Bool WiC WSC CB Avg.
Fine-tuning 220M 86.8 91.6 930 94.6 89.7 902 719 61.8 849 72.8 81.1 70.2 59.6 85.7 73.9
Adapter 19M 86.5 90.2 932 938 90.7 853 719 64.0 845 759 825 67.1 67.3 857 75.7
AdapterDrop 1.IM 863 90.2 932 93.6 914 863 712 627 844 729 823 683 67.3 85.7 75.3
BitFit 280K 853 90.1 930 942 909 86.8 67.6 58.2 833 745 79.6 70.0 59.6 78.6 72.5
LoRA 38M 86.3 89.0 932 943 909 90.1 755 63.3 853 72.6 81.3 68.3 67.3 929 76.5
LST 3.8M 85.6 88.8 933 941 90.7 904 719 581 841 - - - - - -
HyperFormer(m) 638K 85.7 90.0 93.0 94.0 89.7 872 754 637 84.8 729 82.5 69.0 67.3 85.7 754
HyperDecoder(m) 1.8M 86.0 90.5 934 94.0 905 87.7 71.7 559 83.7 704 788 67.1 61.5 82.1 72.0
PT 76.8K 81.3 89.7 92.8 909 89.5 68.1 547 10.6 722 587 61.7 489 519 679 57.8
PT! 76.8K 834 90.2 93.1 919 90.2 90.1 788 60.7 84.8 65.7 63.7 50.8 51.9 67.9 60.0
SPoT 76.8K 854 90.1 93.0 934 90.0 79.7 69.8 57.1 823 74.0 77.2 67.0 50.0 46.4 62.9
ATTEMPT 232K 843 903 930 932 89.7 857 734 574 834 744 78.8 66.8 53.8 78.6 70.5
MPT 77.6K 859 90.3 93.1 938 904 89.1 79.4 624 856 748 79.6 69.0 67.3 79.8 74.1
DePT 76.8K 85.0 904 932 942 90.8 90.7 79.1 63.8 859 743 793 68.7 67.3 929 76.5
TPT! 539K 855 90.1 932 947 89.8 89.7 823 59.8 85.6 744 80.1 69.8 67.3 94.6 77.2
ACCEPT (Ours) 749K 859 904 933 945 91.0 93.1 863 68.8 87.9 749 823 70.5 67.3 96.4 78.3

Table 1: Performance on GLUE and SuperGLUE with T5-base model. For comparisons with prior works, we use
Pearson Correlation for STS-B, Matthews Correlation for CoLA, F1 for MultiRC (Multi), and accuracy for other
tasks as metrics. ! sourced from Wu et al. (2023) and the others sourced from Shi and Lipani (2024). $The values
are the improved results tuned by Shi and Lipani (2024).(m) refers to multi-task training.

MRQA
Method #Para. NQ HP  SQA News Avg.
Fine-tuning 220M 75.1 775 8l.1 652 74.7
Adapter 19M 742 77.6 8l4 656 747
BitFit 280K 70.7 755 7777 64.1 72.0
LoRA 3.8M 724 623 725 569 66.0
PT 76.8K 679 729 757 61.1 694
SPoT 76.8K 682 748 753 582 69.1
ATTEMPT 232K 704 752 773 628 714
MPT 77.6K 72.00.1 75.80.1 77.20.1 63.70.1 72.2
DEPT 76.8K 73.20.1 76.80.3 77.60.2 64.49.1 73.0

ACCEPT (Ours) 74.2K 73.60.0577.10.0978.90.0164.60.06 73.6

Table 2: Performance on the MRQA 2019 Shared Task.
We report the average F1 score and standard deviation
of three experiments with different seeds. The proposed
method achieves promising performances with the lim-
ited number of parameters.

4.2 Results on NLU and QA Tasks

In Tab. 1, we compare the performances and the
number of parameters during training of the pro-
posed method with various methods on GLUE and
SuperGLUE benchmarks. As can be seen, our
method outperforms previous PT methods by a
large margin, especially on MRPC, RTE and CoLA
datasets of the GLUE benchmark, while consis-
tently improving on other datasets such as MNLI,
QQP, etc. Similar results can be found on the Su-
perGLUE benchmark. Our method achieves a great
improvement on the Bool, WiC and CB datasets,
while also yielding promising performances on
MultiRC and WSC. It is worth noting that our
method surpasses previous PEFT methods exploit-
ing much more tunable parameters such as Adapter,
and also outperforms FT by 3.0% and 4.4% on the

average performances of GLUE and SuperGLUE
with only 0.3% parameters tuned. We further visu-
alize the average performances against the number
of trainable parameters for each method in Fig. 2.
Our approach achieves the highest average accu-
racy while using the fewest parameters, making it
more suitable for both performance and parameter
efficiency than the others.

Besides having favorable results on the NLU
tasks above, the proposed method also achieves
nice performances on QA tasks. Tab. 2 demon-
strates that our method achieves a 4.2% improve-
ment on the average of MRQA 2019 Shared Task
than PT with fewer parameters, further reducing
the performance gap between FT and PT methods.

To conclude, the proposed method achieves
state-of-the-art performances on the challenging
GLUE/SuperGLUE benchmarks and MRQA 2019
Shared Task with fewer trainable parameters, high-
lighting its efficiency and effectiveness.

4.3 Results on Few-shot Adaptation

Following Gao et al. (2021), Asai et al. (2022),
Wang et al. (2023), Wu et al. (2023), Shi and
Lipani (2024), we conduct the experiments with a
limited number of training samples available on the
BoolQ, CB, and SciTail datasets to verify the ca-
pability of ACCEPT in resource-limited scenarios.
The experimental process involves initially train-
ing prompts on the intermediate tasks (e.g., MNLI)
followed by transferring them to the target datasets
with 4, 16, or 32 randomly sampled instances. In
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Task v-shot  FT AD PT ST HF (JA)3 ATP MPT TPT DePT | ACCEPT (Ours)
#Para. 220M 19M 768K 768K 638K 553K 232K 77.6K 538K 76.8K 74.9K
4 505 534 616 505 480 567 618 622 622 62754 70.516
BoolQ 16 565 514 619 50.6 502 620 600 633 635 66944 71.913
32 584 545 617 612 583 672 653 689 674 67234 72.51.0
4 577  51.1 535 714 607 655 821 73.6 78.6 75.05; 78.63.6
CB 16 710 748 635 643 763 714 785 786 804 78.643 81.02,
32 80.0 748 678 643 814 750 857 821 863 82153 83.320
4 79.6 795 577 69.6 820 654 802 802 81.0 78125 79.04.4
SciTail 16 80.0 832 608 719 865 744 795 873 855 78514 80.53.1
32 819 850 60.2 719 858 804 802 863 852 8543 84.80.4

Table 3: Few-shot learning results with v = {4, 16, 32} on BoolQ, CB, and SciTail datasets. FT: Fine-tuning, AD:
Adapter, PT: Prompt tuning, ST: SPoT, HF: HyperFormer, ATP: ATTEMPT. ACCEPT significantly outperforms
other methods on BoolQ and offers comparable performance on CB and SciTail with fewer parameters.

LC PS PP AP|SuperGLUE
X X v X 60.0
v XV X 75.5
vV vV VX 76.3
X X v v 76.5
v X vV 77.7
aaaxs 78.3

Table 4: Effectiveness of learnable codebook and subdi-
vision. Our designs of shared learnable codebook (LC)
and prompt embedding subdivision (PS) allow a perfor-
mance gain with the same scale of parameters (76.8k)
as other approaches. PP and AP denote the prepended
and added prompt tunings, respectively.

Tab. 3, our method accomplishes impressive results
on BoolQ dataset, which is consistent with Tab. 1.
It also outperforms the previous methods on CB
dataset with 4 shots. Note that for the CB dataset
with 16 and 32 shots, our approach outperforms
most of the methods except for ATTEMPT and
TPT both using much more parameters than ours.
The results demonstrate that ACCEPT remains ef-
fective in the few-shot adaptation scenarios.

4.4 Ablation Study

Learnable Codebook and Subdivision. To
demonstrate the effectiveness of ACCEPT, we first
conduct an ablation study of PQ, utilizing the
shared learnable codebook and prompt embedding
subdivision, with the prepended and added prompt
tunings. Tab. 4 shows that by sharing the learnable
codebook among prompts, there is a noticeable per-
formance improvement over the original architec-
tures. Moreover, by dividing prompt embeddings
into more fine-grained pieces, the performances are
further enhanced. The results reveal the efficacy of
PQ by subdividing the prompt embedding space.

Different Granularity of Subdivision. We fur-
ther study on the impact of using different sub-

Soft-weighted Codebook Prepended Prompt (SCPP)

(t,r) [(32,20)(64, 30)(128, 40)(256, 48)(384, 51)(768, 55)
#Para. 74,880 75,360 75,840 76,224 76,008 76,260
Acc. | 8273 79.14 79.14 7770 82.73 81.29

Soft-weighted Codebook Added Prompt (SCAP)
(t,r) [(32,4) (64, 8) (128, 13)(256, 20)(384, 24)(768, 30)
#Para. 73,728 76,800 76,032 76,800 76,800 76,800
Ace. | 7770 7698 79.86 8129 82.73 78.42

Table 5: Performance on RTE dataset with dividing
SCPP and SCAP into different granularities. For T5-
base, t = 768 means the prompt is NOT divided. Con-
figs surpass non-division settings are highlighted in gray.

dimension (¢) and codebook size (r) pairs in our
approach. We choose multiple values for K and di-
vide the embeddings of dimension d into multiple
vectors with sub-dimension ¢. We then determine r
to satisfy rt K 4+ rmK < 100d, ensuring fewer pa-
rameters are used compared to PT with m = 100.
Note that with T5-base model, ¢ = 768 means
no division on the embedding dimension. Tab. 5
shows that with an appropriate division, there is
a performance gain compared to treating the em-
bedding as a whole. SCPP achieves an optimal
performance with ¢ = 32, chosen for its fewer pa-
rameters than ¢ = 384. For SCAP, optimal perfor-
mance is achieved with ¢ = 384. More complete
experiments are in Appendix C.2. Note that the
optimal parameters (f = 32, K = 24,r = 20 for
SCPP and t = 384, K = 2,r = 24 for SCAP)
chosen from this small task (RTE) are then applied
to ALL the datasets when using our approach with
the T5-base model in the experiments.

Ablation on SCPP and SCAP. We train SCPP and
SCAP individually, initializing them with a random
Gaussian distribution. Tab. 6 shows that when us-
ing SCPP individually, the average performance on
GLUE, SueprGLUE and MRQA improves 1.2%,
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Figure 3: Performance on BoolQ, MultiRC and Wic
datasets with different model sizes (T5-small, T5-base
and T5-large). Our method shows improved perfor-
mance as the model size increases and reaches SOTA on
larger model, showcasing the potentional of ACCEPT.

SCPP SCAP|GLUE [SuperGLUE|MRQA
X X | 859 76.5 73.0
v X | 87.1 77.8 73.5
X v | 87.0 71.5 73.3
v v | 879 78.3 73.6

Table 6: Effectiveness of Soft-weighted Codebook
Prepended and Added prompts. The optimal perfor-
mance is achieved by both SCPP and SCAP combined.

1.3% and 0.5%, respectively. Similarly, there are
1.1%, 1.0% and 0.3% performance gain when us-
ing SCAP individually. We find that the perfor-
mance gain is relatively small on QA tasks. Im-
provement in the generation of longer sentences
with ACCEPT is left as a future work. With both
SCPP and SCAP, our approach achieves the best
performances with 2.0%, 1.8% and 0.6% gain on
each of the three benchmark, indicating the impor-
tance of both our designs. More detailed results on
each dataset are in Appendix C.3.

Model Scaling. We explore the effect of different
model sizes (T5-small, T5-base and T5-large) with
our method on BoolQ, MultiRC and WiC datasets
in Fig. 3. Our method demonstrates increased per-
formance improvement with larger language model
backbones, highlighting ACCEPT’s adaptability
with bigger models. We also provide the results
of fully fine-tuning (FT), Adapter, Prompt Tuning
(PT), MPT, and TPT for comparison. ACCEPT
demonstrates competitive performance across all
model scales. Notably, the tunable parameters of
our approach are much fewer than those in FT,
Adapter, and ATTEMPT. Despite this, we achieve
state-of-the-art performance on all three datasets
with T5-large (770M), which is a highly encourag-
ing result given the reduced parameter count.

To further study the capabilities and possibilities

g’ITe““’d Gg‘;‘éE Method RTE
: PT' 88.49

DePT 86.4 !

TPT 98 4 DePT 89.92

ACCEPT (Ours)| 88.5 ACCEPT (Ours)|91.37

Table 8: Performance
of Flan-T5-11B on RTE
dataset. Our method out-
performs both PT and
DePT. {The results are
reproduced by us.

Table 7: Performance
on GLUE with T5-3B.
We outperform all PT,
DePT and achieve a 0.1
improvement over TPT
with less parameters.

Method #Para. | SST-2
PT 417.8K | 94.48
DePT 413.4K | 94.95
ACCEPT (Ours) 405K 95.64

Table 9: Performance of Llama-2-7B model on SST-2
dataset. Our method outperforms PT and DePT. PT and
DePT results are sourced from (Shi and Lipani, 2024).

of ACCEPT on large language models, We con-
duct the experiments with billion-parameter mod-
els including T5-3B, Flan-T5-11B and Llama-2-
7B. Tab. 7 shows that ACCEPT achieves the state-
of-the-art average accuracy on GLUE benchmark
with T5-3B. ACCEPT surpasses the vanilla PT
and other prompt tuning methods including DePT
and TPT. Notably, we achieve a 0.1% improve-
ment with much fewer parameters than TPT, which
is an impressive result. Flan-T5 is an enhanced
version of TS5 model by fine-tuning TS on 1,800
downstream tasks. We further select the 11 billion-
parameter version and investigate the effectiveness
of ACCEPT on large language models. Due to the
huge computation resource required, we select the
RTE dataset for evaluation. Tab. 8 shows that AC-
CEPT outperforms both PT and DePT on the RTE
dataset. This indicates the potential and capabil-
ity of ACCEPT incorporating large-scale models.
We also evaluate our method using Llama-based
models. Initially, we attempted to reproduce the
results from (Shi and Lipani, 2024) which uses the
auto-regression generated output for classification.
However, we found it challenging to achieve the
same level of accuracy by this approach. To tackle
this, we added a trainable linear head to output
the probability distribution for classification. The
results are shown in Tab. 9. Our approach outper-
forms both PT and DePT on the SST-2 dataset by
1.16 and 0.69 with Llama-2-7B. This demonstrates
the excellent capability of our method with large
language models (LLMs), highlighting its potential
for adaptation to future LLM architectures.
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Method GLUE | SuperGLUE
PT' 84.8 60.0
DePT 85.9 76.5
Init. method of ACCEPT

Random 87.1 76.5
Intermediate task 87.5 77.6
Target task 87.1 77.2

Table 10: Performance of ACCEPT on GLUE and
SuperGLUE with different prompt initialization. All
three strategies outperforms PT and DePT, showing our
method’s robustness.

Prompt Initialization. We further analyze how
initialization affects the performance. We con-
duct three initialization settings, (1) Random ini-
tialization: Both the codebooks and weights are
initialized with a random Gaussian Distribution;
(2) Intermediate task initialization: SPoT (Vu et al.,
2022) has shown that initializing prompts with
the pretrained weights from the tasks of a sim-
ilar nature can benefit the training of the target
task. (3) Target task initialization: By first pre-
training the codebooks and the weights of SCPP
and SCAP respectively on the target task, both of
them are then served as the initialization of AC-
CEPT. Tab. 10 shows that our method achieves
better performances than PT and DePT with all
three strategies, revealing the robustness and effec-
tiveness of ACCEPT. Moreover, intermediate task
initialization strategy yields the best performances.
We conjecture that the pretrained codebooks and
weights from intermediate task of a similar nature
helps the target task transfer more easily, provid-
ing additional knowledge and surpasses the per-
formances of random or target task initialization.
Detailed results are provided in Appendix C.1.
Prompt Length.We evaluate the impact of dif-
ferent prompt lengths (m) on model performance
and training time, as shown in Fig. 4. The exper-
iments are conducted on the MRPC and STS-B
datasets with m values of {0, 20, 40, 60, 80, 100},
while maintaining the same level of training pa-
rameters across all settings. The results indicate
that as m increases, the training time also rises.
Notably, our approach achieves peak accuracy in
both datasets with m = 60, making it our optimal
choice for the prompt length setting.

5 Conclusion

In this paper, we present ACCEPT, a novel prompt
tuning method based on product quantization. As
compared with other PT methods, the proposed
method allows versatile and efficient prompt learn-

Accuracy (%)
Relative Training Time Cost (%)

0 20 40 60 80 100
Length of prepended prompt, m

Figure 4: Performance on the MRPC and STS-B
datasets and their relative training time (normalized to
the one with m = 100) for various prompt lengths
m = {20, 40, 60, 80, 100}. Both datasets show the best
performance at m = 60.

ing by subdividing prompt embeddings and com-
puting each subprompt with the linear combination
of learnable codewords and weights. Extensive
experiments demonstrate that ACCEPT achieves
outstanding performance across various NLP tasks.
Furthermore, we also show the proposed approach
is capable of being effectively adapted to billion-
parameter models and achieves decent results.
While we currently use all codewords for linear
combination, we aim to explore sparse representa-
tions in the future work. Besides, we plan to extend
our research scope by applying ACCEPT to a wider
range of tasks with a more diverse set of LLMs.

Limitations

While our extensive experiments across 17 datasets
highlight the effectiveness of ACCEPT, it’s im-
portant to acknowledge some additional consid-
erations. Our method introduces some extra hy-
perparameters, such as determining the optimal
sub-dimension ¢, which requires some extra com-
putational efforts. Moreover, ACCEPT involves
managing two distinct learning rates for SCPP and
SCAP. Additionally, due to the significant resource
requirements of the models with tens of billions of
parameters, our experiments were conducted on a
limited number of datasets. Future work will aim
to explore ACCEPT on a broader range of datasets
and larger models to further validate its efficacy.
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Appendix

A Experimental Setting

We use PyTorch!, huggingface transformers?

and huggingface PEFT? to implement our work.
GLUE*, SuperGLUE?® and MRQA 2019 Shared
Task® are downloaded from huggingface dataset.
We use the original T5 checkpoint rather than the
LM-adapted 1.1 version (Lester et al., 2021). We
modified codes based on DePT’s repository’. We
mainly cite the experiment results from Wu et al.
(2023) and Shi and Lipani (2024). We typically
use m = 60 for the length of SCPP, and set the
maximum sequence length [ to 256, which also cor-
responds to the length of SCAP (except using 348
for MultiRC following Shi and Lipani (2024)). We
partition SCPP and SCAP into K =24 and K = 2
subsections, respectively. The associated r is cal-
culated by the equation rd + rmK < md for each
model with dimension d. As for the experiments
using the Llama-2-7B model, we modified codes
based on Petals’ repository®. We use a learning rate
of 3e-3 for SCPP and 5e-5 for SCAP. The weight
decay is le-2 and 1le-3, respectively, with a batch
size of 32.

B Task and Dataset Details

We list the detailed information, including numbers
of training, evaluation and testing samples, task
types and evaluation metrics of each dataset which
has been used in our experiments in Tab. 11. We
utilize a diverse range of datasets covering various
NLU tasks, including Natural Language Inference
(NLI), Paraphrase Detection, and Sentiment Anal-
ysis. Additionally, we explore different types of
Question Answering (QA) tasks, such as extractive
and boolean QA. The effectiveness and generaliz-
ability of ACCEPT are demonstrated across these
tasks in Tab. 1 and Tab. 2.

C More Details of Experiments

In this section, we present more comprehensive
experiments.

1https://pytorch.org/
https://github.com/huggingface/transformers
3https://github.com/huggingface/peft
4https://huggingface.co/datasets/glue
5https://huggingface.co/datasets/super_glue
6https://huggingface.co/lucadiliello
7https://github.com/ZhengxiangShi/DePT
8https://github.com/bigscience—workshop/
petals
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Figure 5: Training curve (left) and validation accuracy
curve (right) comparison between different prompt ini-
tialization strategies across QQP, QNLI and SST-2.

C.1 Details of Prompt Initialization

Tab. 13 and Tab. 15 present the results for each
dataset using three initialization strategies. The
majority of performances improved with either
intermediate task initialization or target task ini-
tialization, demonstrating the effectiveness of pre-
learning knowledge before transferring it to the
target tasks, aligning with SPoT (Vu et al., 2022).

In addition, we present a comparison of the train-
ing curves and validation curves using different
methods of prompt initialization across QQP, QNLI
and SST-2 datasets, as shown in Figure 5. It can be
observed that initializing with an intermediate task
or target task helps the target task transfer more
easily, resulting in faster convergence and better
performance.

C.2 Details of Different Granularity of
Subdivision.

We have shown the performance of different sub-
dimension (¢) and codebook size (r) pairs in Tab. 5.
We present more results in Tab. 12 by selecting total
8 factors of the model dimension (d = 768 for T5-
base) and conduct the experiments for each setting
on RTE dataset. Tab. 12 shows that with an appro-
priate division, multiple configurations surpass the
performance of not dividing prompts (! = 768),
which demonstrate the effectiveness of PQ. We
select t = 32, K = 24, r = 20) for SCPP and
t = 384, K = 2, r = 24) for SCAP as the fi-
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Dataset Name Benchmark #Train  #Valid  #Test Task Type Metric
MNLI GLUE 392,702 9,832 9,815 Natural Language Inference (NLI) accuracy
QQP GLUE 362,846 1,000 40431 Paraphrase Detection accuracy/F1
QNLI GLUE 103,743 1,000 5,463 NLI accuracy
SST-2 GLUE 66,349 1,000 872 Sentiment Analysis accuracy
STS-B GLUE 5,749 750 750 Sentence Similarity Pearson/Spearman corr.
MRPC GLUE 3,668 204 204 Paraphrase Detection accuracy/F1
RTE GLUE 2,490 138 139 NLI accuracy
CoLA GLUE 8,551 521 522 Acceptability Matthews corr.
MultiRC SuperGLUE 27,243 2,424 2,424 Question Answering (QA) F1/EM
BoolQ SuperGLUE 9,427 1,635 1,635 Boolean QA accuracy
WiC SuperGLUE 5,428 319 319 Word Sense Disambiguation accuracy
WSC SuperGLUE 554 52 52 Commonsense Reasoning accuracy
CB SuperGLUE 250 28 28 NLI accuracy
ReCoRD SuperGLUE 137,484 1,370 15,176 Commonsense Reasoning F1/EM
NaturalQuestions | MRQA 2019 103,071 1,000 12,836 Extractive QA F1/EM
HotpotQA MRQA 2019 71,928 1,000 5,901 Extractive QA F1/EM
SearchQA MRQA 2019 116,384 1,000 16,980 Extractive QA FI/EM
NewsQA MRQA 2019 73,160 1,000 4,212 Extractive QA FI/EM
SQuAD MRQA 2019 86,599 1,000 10,570 Extractive QA FI/EM

Table 11: Detailed information of all datasets used in our experiments. For datasets that originally use two metrics,
we designate the underlined metric as our primary evaluation measure following prior works (Asai et al., 2022; Shi
and Lipani, 2024).

Soft-weighted Codebook Prepended Prompt (SCPP)

t, 1) (16, 12) (32,20) (64,30) (96,36) (128,40) (192,45) (256,48) (384,51) (768, 55)

#Para. | 74496 74880 75360 = 75648 75840 76080 76224 76008 76260

Acc. 77.70 82.73 79.14 82.73 79.14 81.29 77.70 82.73 81.29
Soft-weighted Codebook Added Prompt (SCAP)

t, 1) (16,2)  (32,4) (64,8) (96,10) (128,13) (192,17) (256,20) (384,24) (768, 30)

#Para. | 72192 73728 76800 = 74240 76032 76544 76800 76800 76800

Acc. 78.42 77.70 76.98 76.98 79.86 78.42 81.29 82.73 78.42

Table 12: Performance on RTE dataset with dividing the SCPP and SCAP into different granularities. Note that for
T5-base, t = 768 means the prompt is NOT divided.

GLUE SuperGLUE

Init. Method

MNLI QQP QNLI SST-2 STS-B MRPC RTE CoLA Avg.|Multi Bool WiC WSC CB Avg.
Random 85.7 902 93.0 943 91.0 931 842 652 87.1|745 81.0 70.5 67.3 929 77.2
Intermediate task| 85.9 90.2 93.3 942 91.0 927 863 664 87.5|73.5 823 68.7 67.3 96.4 77.6
Target task 859 904 9311 945 91.0 917 813 68.8 87.1| 749 81.8 69.0 67.3 929 77.2
Table 13: Performance on GLUE and SuperGLUE with different prompt initialization.
SCPP SCAP GLUE _ SupngLUE
MNLI QQP QNLI SST-2 STS-B MRPC RTE CoLA Avg.|{Multi Bool WiC WSC CB Avg.
X X 85.0 904 932 942 90.8 90.7 79.1 63.8 859|743 793 68.7 67.3 929 76.5
v X 859 903 932 943 91.0 91.7 827 675 87.1|743 809 70.2 67.3 96.4 77.8
X v 86.0 904 932 943 911 90.7 827 668 87.0|754 812 674 673 964 77.5
v v 859 904 931 945 910 931 86.3 68.8 87.9| 749 823 70.5 67.3 96.4 78.3

Table 14: Ablation study of SCPP and SCAP on GLUE and SuperGLUE benckmarks. We provide the performance
of each dataset.

nal decision considering both the performance and  C.3 Details of Ablation on SCPP and SCAP.

parameter efficiency, applying to all datasets.

In the main paper, we provide the average perfor-
mances on GLUE/SuperGLUE benchmarks and
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Init. Method

MRQA

NQ HP SQA News Avg.

Random

Intermediate task
Target task

73.47 76.74 78.59 64.63 73.36
72.71 76.98 78.47 64.44 73.15
73.61 77.10 78.91 64.62 73.55

Table 15: Performance on MRQA 2019 Shared Task
with different prompt initialization.

MRQA
SCPP SCAP NQ HP SQA News  Avg.
X X 73201 76.803 T7.602 64.401 73.0
v X 73.80_05 76.90_01 78-80_2 64.70,1 73.5
X v 73402 76.805 78502 64307 733
v v 136005 77101 789001 64.6006 73.6

Table 16: Ablation study of SCPP and SCAP on MRQA
2019 Shared Task. We report the average F1 and stan-
dard deviation of three experiments with different seeds.

MRQA 2019 Shared Task in Tab. 6. Here we pro-
vide the performance on each dataset in Tab. 14
and Tab. 16. The results of most datasets show
improvements when using either SCPP or SCAP
individually, and are the best performances when
both are applied simultaneously, further validating
the effectiveness of ACCEPT.
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