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Abstract

Large language models (LLMs) represent a
groundbreaking advancement in the domain
of natural language processing due to their
impressive reasoning abilities. Recently, there
has been considerable interest in increasing the
context lengths for these models to enhance
their applicability to complex tasks. However,
at long context lengths and large batch sizes,
the key-value (KV) cache, which stores the
attention keys and values, emerges as the new
bottleneck in memory usage during inference.
To address this, we propose Eigen Attention,
which performs the attention operation in
a low-rank space, thereby reducing the KV
cache memory overhead. Our proposed
approach is orthogonal to existing KV cache
compression techniques and can be used
synergistically with them. Through extensive
experiments over OPT, MPT, and Llama
model families, we demonstrate that Eigen
Attention results in up to 40% reduction in
KV cache sizes and up to 60% reduction
in attention operation latency with minimal
drop in performance. Code is available at
https://github.com/UtkarshSaxenal/EigenAttn.

1 Introduction

The recent boom in artificial intelligence applica-
tions and their widespread public adoption can be
attributed to the human-like capabilities of large
language models (LLMs). LLMs have demon-
strated remarkable performance across a wide
range of natural language processing (NLP) tasks
(Imsys.org, 2024). The maximum number of to-
kens these models can process simultaneously to
understand and generate text is referred to as the
context/sequence length, and this closely deter-
mines their performance limits. Hence, there has
been considerable interest in increasing the con-
text length to enhance their capabilities (Zhang
etal., 2024a; Ding et al., 2024; Achiam et al., 2023).
Longer context lengths open up new possibilities,

such as summarizing lengthy documents, retrieving
information to answer questions about extensive
texts, and analyzing code. To make applications
enabled by LLMs more accessible, developing tech-
niques to serve these models efficiently is crucial.
One standard technique to accelerate LLM infer-
ence on GPUs is caching the intermediate atten-
tion keys and values through a KV cache to avoid
expensive re-computation for every generated to-
ken. However, it is observed that at long context
lengths, the KV cache becomes the new memory
and latency bottleneck (Pope et al., 2022). Further-
more, while batching multiple requests together
amortizes the weight access cost of LLMs, it ex-
acerbates the KV cache memory overhead. Con-
sider the weight and KV cache memory footprint
for the Llama-2 7B model with a batch size of
16 and a context length of 32k tokens. Here, the
weight memory occupies 14 GB, while the KV
cache requires a significantly higher memory of
256 GB at 16-bit precision. In essence, increasing
the context/sequence length of LLMs has trans-
formed LLM inference into a memory-bound prob-
lem. The entire KV cache must be bought on-chip
from the off-chip GPU memory for each newly
generated token while the computation core stays
idle, waiting for data.

Existing methods to address the KV cache bot-
tleneck can be broadly classified into four distinct
categories. First, some approaches focus on reduc-
ing the number of KV cache heads in the multi-
head attention block through grouped query and
multi-query attention (Ainslie et al., 2023; Shazeer,
2019). Second, a few methods aim to alleviate
the memory overhead by utilizing a low-precision
quantized KV cache (Hooper et al., 2024; Zirui Liu
et al., 2024). Third, certain strategies involve evict-
ing KV cache values associated with unimportant
tokens, thereby caching only the keys and values of
important tokens determined through some metrics
(Zhang et al., 2023; Adnan et al., 2024). Finally,
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Figure 1: Comparison between (a) Standard Attention and (b) Eigen Attention. Eigen Attention utilizes lower
dimensional (r < d) query, key, and value projection matrices than the standard attention operation, leading to KV

cache compression and compute FLOPs benefits.

Table 1: KV cache size, number of parameters, and total FLOPs for Standard vs Eigen Attention computed for
sequence length n, hidden dimension d in standard attention and hidden dimension r (< d) in Eigen Attention.

Standard Attention

Eigen Attention

KV Cache Size 2.n.d 2.n.r
# Parameters 4.d% 4.d.r
FLOPs (generation phase) 4.d° +2.n.d 4.d.r +2.n.r

some approaches tackle the issue from a systems
perspective by utilizing the CPU and disk memory
for the KV cache or by extending virtual memory
and incorporating paging techniques into the atten-
tion mechanism (Kwon et al., 2023a).

In contrast to the above-mentioned techniques,
we propose Eigen Attention, a strategy to alleviate
the KV cache overhead through low-rank approx-
imation. Eigen Attention leverages the observa-
tion that attention inputs in LLMs (i.e., key, query,
and value) can be reasonably approximated using
a few principal basis vectors or eigenvectors (Yu
and Wu, 2023). Expressing keys and values as a
linear combination of these principal vectors essen-
tially reduces their dimension, leading to a lower
memory footprint of the KV cache. To achieve this,
we use a very small subset of training data as a
calibration dataset to generate a set of query, key,
and value matrices for the trained model. Subse-
quently, we obtain the basis vectors through Sin-
gular Value Decomposition (SVD) on these ma-
trices and choose the most important directions
through a pre-defined error threshold. Eigen At-
tention is a post-training technique that can be ap-
plied without requiring any additional fine-tuning.
Moreover, our approach is orthogonal to existing
techniques for KV cache compression and can be
used in conjunction with them. Figure 1 illustrates
the differences between standard attention and our
proposed Eigen Attention. Columns of the UK

matrix are the principal basis vectors for keys and
queries. Similarly, UY" contains the important ba-
sis vectors for the value matrix. We project the
attention inputs into a low-rank space defined by
the eigenvectors UX and U by assimilating these
projections into the corresponding weight matrices
W, WE, WV and WO offline. During infer-
ence, the low-dimensional WEUX and WYUY
are multiplied with the input vector X to generate
lower-dimensional K and V matrices. While the
primary goal of Eigen Attention is to reduce the
memory overhead of the KV cache, the proposed
low-rank approximation also leads to a compute-
efficient implementation of the attention block (Sec-
tion 5.2). For the standard dimension d and the
compressed dimension r(< d), Table 1 shows the
reduction in KV cache size and floating point oper-
ations (FLOPs) achieved through Eigen Attention.
In summary, we make the following contributions:

* We propose Eigen Attention, a novel mecha-
nism to efficiently serve LLMs by compress-
ing the KV cache through low-rank approxi-
mations.

* We demonstrate that the low-rank approxima-
tion employed by Eigen Attention enhances
the compute efficiency of the attention block.

» Extensive experiments across various models
and language tasks show that Eigen Attention
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compresses the KV cache by up to 40% along
with upto 60% reduction in the attention oper-
ation latency.

2 Background

Multi-Head Attention. A typical LLM consists
of L decoder layers, each with two components:
multi-head attention (MHA) and the fully con-
nected feed-forward network (FFN). For an input
token embedding X € R™*9, the MHA block
performs attention operations in parallel across h
heads. Here, n is the sequence length, and d is
the hidden dimensionality of the model. For each
attention head i € {1,2,...h}, X is transformed
into key, query, and value matrices as follows:

Q, = XW¢ K; =XWK

]

Vi =XW}! (1)

Here, W2 e R¥xdh WK ¢ Rixd WV ¢
R?*n are learnable weight matrices with dj, =
%. The attention operation A at each head ¢ is
computed, and the results from all heads are con-
catenated to obtain the final output of the MHA

block, as shown in Equation 2.

K7
h; = A(Qz, K“Vz) = Softmax <(QZ> V,,
Vdp
MHA(Q, K, V) = [hy,hy, ..,h,| W

2

LLM Inference. The inference consists of the
prefill and generation phases. In the prefill phase,
the keys K; and V; values are computed for an
input token embedding X € R?*"*? with batch
size b (as shown in Equation 1) and cached in mem-
ory for the generation phase. The total size of KV
cache (in bits) can be derived by 2xbsn*xdxh*Lx*p,
where L corresponds to the number of decoder lay-
ers in the LLM, and p corresponds to the precision
of cached vectors.

In the generation phase, the model uses and up-
dates the KV cache to generate the output auto-
regressively, one token at a time. Note that this
phase is memory-bound. For an incoming token
embedding x € R?*1*4 the key k; and value v;
computed through Equation 1 are appended to the
KV cache:

K, < Concat(K;, k;), V; < Concat(V;, v;)

The query q; obtained through Equation 1 is
used to compute the attention output for each head:

h; = Softmax (qlKlT/\/@> V; 3)

Then, similar to Equation 2, the heads’ outputs are
concatenated and multiplied with W€ to produce
the final output of the attention block.

3 Related Works

KV Cache Compression. As mentioned in Sec-
tion 2, the KV cache size is computed as 2 * b x n *
dxhx* Lxp. KV cache compression methods target
these factors to reduce its overall memory footprint.
Multi-query attention (Shazeer, 2019) and grouped
query attention (Ainslie et al., 2023) reduce the
number of attention heads h. Quantization based
methods reduce the precision p (Yang et al., 2024;
Kang et al., 2024; Zirui Liu et al., 2024; Hooper
et al., 2024). Notably, works like KIVI (Zirui Liu
et al., 2024) and KV Quant (Hooper et al., 2024)
have demonstrated that the precision of K and V
matrices can be reduced to as low as 2-bits. Several
works attempt to reduce the sequence length n by
only caching K and V corresponding to a subset
of tokens (Beltagy et al., 2020). Another strategy
is to cache K and V according to token importance
(Zhang et al., 2023; Adnan et al., 2024; Liu et al.,
2024; Niu et al., 2024; Li et al., 2024; Zhang et al.,
2024b). HO (Zhang et al., 2023) finds important
tokens by monitoring accumulated attention scores.
KeyFormer (Adnan et al., 2024) improves H2O by
considering the importance of discarded tokens as
well. Recently, (Wu and Tu, 2024) demonstrated
that the cached K and V can be reused across the
decoder layers, essentially reducing L. In contrast
to these techniques, Eigen Attention reduces the
embedding dimension d of each cached K and V
vector. It is orthogonal to the existing KV cache
compression techniques and can be used in con-
junction with them.

Low-Rank Approximation. Various works
in literature have leveraged low-rank approxi-
mation for performing efficient LLM inference.
Recent works (Yu and Wu, 2023; Feng et al.,
2022) have shown that while the weight matrices
for transformers-based models are not inherently
sparse, the activations are. LoRD (Kaushal et al.,
2023) leverages this observation to compress the
weight matrix of LLMs by representing it as a prod-
uct of two low-rank matrices. LoSparse (Li et al.,
2023) combines pruning and low-rank approxima-
tion and expresses the weight matrix as a sum of
a low-rank matrix and a sparse matrix. Fisher-
weighted SVD (Hsu et al., 2022) proposes to uti-
lize Fisher information to weigh the importance of
weights before performing SVD-based low-rank
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Figure 2: Eigenvalue spectrum analysis for OPT-30b model. (a), (b) The Y-axis is the normalized cumulative
eigenvalue value after performing SVD on the key value representation matrix, and the X-axis is an index of the
largest eigenvalue. (c), (d) Dimensions of the low-rank matrices with normalized cumulative eigenvalue of 0.9.

approximation. In this work, we focus on reducing
the KV cache’s memory footprint by storing low-
dimensional keys and values to efficiently enable
long sequence lengths for LLMs.

4 Methodology

This section describes Eigen Attention, which
achieves KV cache compression by performing the
attention operation in a low-rank space determined
by a few basis vectors. We first discuss generating
these principal basis vectors and then describe our
proposed approach detailed in Algorithm 1.

4.1 Basis Vector Generation

The first step towards computing attention in low-
rank space is determining the principle basis vec-
tors that span this low-dimensional space. To
achieve this, we create representation matrices R%,
Rl{(i and Rl‘fi corresponding to query, key, and
value respectively, for each layer [ and attention
head 7. We drop the layer index [ for ease of clar-
ity. These representation matrices are obtained by
performing a forward pass for n; samples taken
from the calibration dataset, as shown in Equation
4. Note that this calibration dataset is a subset of
WikiText (Merity et al., 2016), which is commonly
used for pretraining LLMs.

RY = [(Q)7,(Q})7, ..., (Q)7]
R = [(KDT,(KD)T, ..., (K)7]

)

R = [(V))T, (V)T (V)]

Here, RY/*/V ¢ RM=mxdh  The key and
query representation matrices are concatenated as
RX? = [RY RXK] followed by an SVD operation
RZ-KQ SvD, E‘-ihlaiuiviT . We obtain a r-rank ap-

—

proximation (Rf( Q)r according to the following

criteria (Saha et al., 2021),

IRl > el RN )
€y, 1S the threshold hyperparameter determining
the degree of low-rank approximation. We create a
unified basis for key and query to aid in low-rank
attention, as shown in Section 4.2. The orthogonal
basis vectors spanning the low-rank space for key
and query are given by Uf(Q = [uy,ug, ..., uy],
which we represent concisely as UiK . Similarly,
we generate UZV for the value representation ma-
trix RZV . Please refer to Appendix A.1 for more
details on SVD. Note that a unique low-rank basis
is obtained for each head in the attention layer, and
we keep the rank 7 the same across heads by taking
the maximum rank across heads. Figure 2 (a), (b)
show the spectrum of eigenvalue distribution of the
keys and values for OPT-30b, with keys having a
lower rank than the values. In Figure 2 (c), (d), we
plot rank r obtained by keeping €, as 0.9 for dif-
ferent layers of the model. As shown, some layers’
dimensions can be reduced to nearly zero.

4.2 Eigen Attention

To understand our proposed low-rank attention,
consider the basis vectors UZ-K ,UZV such that
(UiK/ V)T.UZ-K/ V=1 due to orthogonality. The at-
tention inputs can be projected to the low-rank

space spanned by these vectors as,

Q; = QUK (UMT
K, =K, U (Uf)" (6)
v =v,ul(uH’

Here, {Q/, K/, V!} € R™"*% are low rank atten-
tion inputs with rank r. Then, we compute Eigen

15335



Attention as follows:

KT
A = Softmax(%)Vg
UK (UKTKT
= Softmax(Q i E/di) )V, Uy (uH?
h
(7

For an appropriate rank r, UZK/ V(UZK/ JOLIP |
(Yu and Wu, 2023). Hence, attention with low-rank
inputs (i.e., Eigen Attention) can approximate the
full rank attention (A’ ~ A). Further, the basis
vectors UZK and UZV used to compute Eigen At-
tention can be seamlessly merged with the weight

projection matrices of the attention layer:

w9 « wouUK

WE « wkuK q
W)/« wYuY ®

W (U])TWY

Here, (W9 WK WY’} € R%wx" and WO’ ¢
R"*4x This transformation reduces the output di-
mension of projection matrices, effectively decreas-
ing the embedding dimension of keys, queries, and
values. Consequently, both the number of parame-
ters and floating-point operations (FLOPs) in the at-
tention layer are reduced. More importantly, Eigen
Attention significantly lowers the KV cache mem-
ory footprint (refer Table 1).

4.3 Rotational Position Embedding

Positional information can be incorporated in text
processed by LLMs in several ways. Different
models employ absolute or relative positional em-
beddings at different levels of model computations.
Recent LLM demonstrations employ rotary posi-
tional embeddings (RoPE) (Su et al., 2024). RoPE
transforms the keys and queries before performing
the attention operation as shown below:

Q" =QR; K" =KR (9

LLMs with RoPE are trained with a fixed dimen-
sional R, making them incompatible with any mod-
ification to the embedding dimension of the keys or
queries. To integrate RoPE with Eigen Attention,
we introduce minor modifications. Specifically, we
leave the query to be full rank and transform the
key back to a high dimension before applying the

Algorithm 1 Eigen Attention

Input: LLM Decoder layers {L}% ,, error budget
ey, step size €5 and inputs to first decoder X .

1: procedure EIGENATTENTION()

2 fori=1..Ldo

3 X141, REQ RY « forward(L;, X;)
4: eih ~— 1.0

5: while ¢ < ¢, do

6 eih — eih — €g

7 UK « sWD(R,*“,é,)

8 UY « SVD(R) €, >eq.5
9 wW¢ « WOUK

10: WK « WPUK
11 W)« weuy
12: WO « (U))TWE >eq. 8
13: X}, « forward(Ly, X;)
14: ep = % > error
15: end while
16: end for
17: return {L} > Low-rank Layers

18: end procedure

ROPE rotation matrix. The query, key dot product
with FEigen Attention is given by,

Q¥ (K**)" = QRRT(UM)T(UFK;) (10)

We store the low-dimensional representation of the
key (i.e., UXK;) in the KV cache but perform
an additional transformation through (U%)7 be-
fore applying RoPE (Figure 6). To mitigate the
parameter overhead associated with this additional
transformation, we propose to share UX across all
the attention heads. Similar to the standard Eigen
Attention, we merge U¥X into WZK , with the value
computation unchanged.

4.4 Layer-wise Rank Allotment

Eigen Attention introduces layer-wise threshold
€:h, Which determines the accuracy of low-rank ap-
proximation according to Equation 5. We observe
that the same €;, across attention layers introduces
different errors at the output of the LLM decoder
layer. This implies that the layers that incur lower
errors due to the low-rank approximation can be
further compressed by lowering the €;,. To achieve
this, we introduce a layer-wise threshold selection
methodology based on the normalized output error
of each decoder layer. The threshold €, is reduced
by a step size €; until the decoder layer output
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Table 2: Perplexity (PPL, lower is better) results on Wikitext and C4 and Accuracy (Acc, higher is better) results on
Im-eval-harness tasks: PiIQA, WinoGrande, Arc-e, Arc-c, HellaSwag. Results are evaluated at different levels of KV
cache compression obtained by Eigen Attention. The baseline represents standard attention with an uncompressed
KV cache. The performance degradation from the baseline is shown in brackets.

PPL | Acc T
Model  Params KV Cache Wikitext ca PiQA  WinoG _ Arce  Arcc _ HellaS Avg-Acc

Baseline 956 10.69 078 0.68 0.70 035 0.54 0.61

300 0.8x 9.61 (+0.05)  10.75(+0.06)  0.78 0.67 0.70 0.34 0.54 0.61 (-0.00)

0.7x 9.94(+0.38) 1098 (+0.29)  0.78 0.66 0.69 0.35 0.54 0.60 (-0.01)

OPT 0.6x 10.80 (+1.24) 1147 (+0.78)  0.76 0.64 0.69 0.32 0.52 0.59 (-0.02)
Baseline 934 10.28 0.79 0.69 072 037 0.56 0.63

66b 0.8x 936(+0.02) 1029 (+0.01)  0.79 0.69 0.72 0.37 0.56 0.63 (-0.00)

0.7x 951 (+0.17) 1040 (+0.12)  0.78 0.68 0.72 0.37 0.56 0.62 (-0.01)

0.6x 968 (+0.34)  10.54 (+0.26)  0.78 0.68 0.70 0.36 0.55 0.62 (-0.01)
Baseline 7.68 9.60 0.79 0.69 0.75 041 0.57 0.64

- 0.8x 8.02(+034)  10.14(+0.54)  0.79 0.68 0.74 0.39 0.56 0.63 (-0.01)

0.7x 845(+0.77) 1080 (+120)  0.78 0.68 0.72 0.38 0.54 0.62 (-0.02)

MPT 0.6x 9.61 (+1.93) 1226 (+2.66)  0.76 0.68 0.69 0.35 0.52 0.60 (-0.04)
Baseline 6.40 844 0.80 0.70 0.79 047 0.60 0.67

300 0.8x 6.48 (+0.08) 8.55 (+0.11) 0.81 0.71 0.79 0.47 0.60 0.68 (+0.01)

0.7x 6.66 (+0.26) 8.82 (+0.38) 0.80 0.71 0.78 0.46 0.59 0.67 (-0.00)

0.6x 7.01 (+0.61) 9.38 (+0.94) 0.79 0.70 0.77 0.44 0.57 0.66 (-0.01)
Baseline 547 6.97 078 0.69 0.76 043 057 0.65

- 0.8x 5.96 (+0.49) 7.82 (+0.85) 0.76 0.66 0.72 0.40 0.54 0.61 (-0.04)

0.7x 6.28 (+0.81) 8.55 (+1.58) 0.75 0.63 0.70 0.38 0.52 0.60 (-0.05)

0.6x 748 (+2.01) 1007 (+3.10)  0.74 0.63 0.65 0.33 0.48 0.56 (-0.09)
Baseline 7388 6.47 0.79 0.72 0.79 048 0.60 0.68

Llama.2 13b 0.8x 5.06 (+0.18) 6.77 (+0.30) 0.78 0.72 0.78 045 0.59 0.66 (-0.02)

- 0.7x 5.32 (+0.44) 7.19 (+0.72) 0.77 0.70 0.77 0.45 0.57 0.65 (-0.03)

0.6x 6.10 (+1.22) 9.34 (+2.87) 0.73 0.65 0.70 0.36 0.48 0.58 (-0.10)
Baseline 332 552 082 0.78 083 054 0.65 0.72

06 0.8x 3.44 (+0.12) 574 (+0.22) 0.1 0.76 0.81 0.51 0.63 0.71 (-0.01)

0.7x 3.60 (+0.28) 5.95 (+0.43) 0.81 0.76 0.81 0.51 0.61 0.70 (-0.02)

0.6x 3.78 (+0.46) 6.23 (+0.71) 0.80 0.75 0.81 0.50 0.59 0.69 (-0.03)
Baseline 6.14 8.88 0.80 0.73 0.80 0.51 0.60 0.69

% 0.8x 6.72 (+0.58) 9.93 (+1.05) 0.78 0.73 0.78 0.48 0.57 0.67 (-0.02)

0.7x 722(+1.08) 1091 (+2.03)  0.78 0.71 0.77 0.45 0.55 0.65 (-0.04)

Llama.3 0.6x 851 (+237)  1320(+432)  0.76 0.67 0.74 0.42 0.50 0.62 (-0.07)
Baseline 285 6.73 082 081 0.87 0.60 0.66 0.75

200 0.8x 3.22 (+0.37) 7.12 (+0.39) 0.82 0.80 0.85 0.59 0.66 0.74 (-0.01)

0.7x 3.59 (+0.74) 7.48 (+0.75) 0.82 0.79 0.84 0.57 0.65 0.73 (-0.02)

0.6x 554(+2.69) 1039 (+3.66)  0.78 0.73 0.77 0.45 0.54 0.65 (-0.10)

reaches a specified layerwise error budget. This
condenses the layer-wise rank search to two hyper-
parameters (i.e., error budget e, and step size €;),
which is kept the same for all LLM layers. Error
budget e; can be increased to increase KV cache
compression (Table 9). For all our experiments, we
keep € = 0.02.

5 Experiments

5.1 Setup

We evaluate Eigen Attention across three model
families: OPT (Zhang et al.,, 2022), MPT
(MosaicML-MPT), and Llama (Touvron et al.,
2023; Llama-3), each with distinct position encod-
ing schemes. OPT employs learnable position em-
beddings, MPT utilizes AliBi (Press et al., 2021),
and the Llama model family employs RoPE (Su
et al., 2024). We conduct evaluations on both lan-
guage generation and zero-shot tasks. The lan-
guage generation tasks include perplexity evalu-
ation on Wikitext-2 (Merity et al., 2016) and C4

(Dodge et al., 2021) datasets. The zero-shot tasks
are obtained from Im-eval-harness framework (Gao
et al., 2023): PiQA (Bisk et al., 2020), Wino-
grande (WinoG) (Sakaguchi et al., 2021), Arc-
easy/challenge (Clark et al., 2018), and HellaSwag
(HellaS) (Zellers et al., 2019).

To emphasize that our approach is orthogonal to
existing compression techniques, we implement it
alongside Grouped Query Attention (Ainslie et al.,
2023) (present in Llama-2 70b and Llama-3) and
Quantization (Zirui Liu et al., 2024).

5.2 Results

We demonstrate the compression benefits achieved
by Eigen Attention through our results in Table
2 on various families and sizes of models for a
number of language tasks. In particular, we report
perplexity (PPL) on Wikitext and C4 datasets and
accuracy (Acc) on various zero-shot benchmarks at
three KV cache compression ratios: 0.8x, 0.7x, and
0.6x. As expected, increasing the degree of KV
cache compression increases the perplexity while
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Table 3: Perplexity and Accuracy results after fine-tuning. The baseline represents standard attention with an
uncompressed KV cache. Degradation from baseline is shown in brackets.

] PPL | Acc 1
Model KV Cache  —vris ca PIQA  WinoG  Arce  Arcc  HellalS  Avg-Acc
MPT-7b Baseline 7.68 9.6 0.79 0.69 0.75 0.41 0.57 0.64
0.6x 9.21 (+1.53) 11.44 (+2.14) 0.79 0.69 0.72 0.39 0.55 0.63 (-0.01)
Llama-2-7b Baseline 5.47 6.97 0.78 0.69 0.76 0.43 0.57 0.65
0.6x 6.55 (+1.07) 8.55 (+1.58) 0.78 0.67 0.74 0.41 0.54 0.63 (-0.02)
Llama-2-13b Baseline 4.88 6.47 0.79 0.72 0.79 0.48 0.60 0.68
0.6x 5.64 (+0.76) 7.77 (+1.30) 0.78 0.68 0.75 0.44 0.58 0.65 (-0.03)
Llama-3-8b Baseline 6.14 8.88 0.80 0.73 0.80 0.51 0.60 0.69
0.6x 7.60 (+1.47) 11.44 (+2.56) 0.80 0.70 0.79 0.48 0.58 0.67 (-0.02)
—— Eigen Attention Standard Attention Table 4: Comparison of Eigen Attention with HyO.
7.0 o Combination of Eigen Attention and H2O leads to the
) best tradeoff between accuracy and KV cache size.
N_\“‘ )

Perplexity (PPL)
Perplexity (PPL)

0.125  0.150  0.175
KV cache size (GB)

(a) Llama-2-7b

0.20 0.25
KV cache size (GB)

(b) Llama-2-13b

0.30

Figure 3: PPL on Wikitext with different KV cache sizes
in GB (n = 2048) obtained via different quantization
precision and group size. For Eigen Attention, we com-
press the KV cache to 0.6x and then apply quantization.

reducing accuracy on benchmark tasks. On aver-
age, perplexity increases by 0.32, 0.69, and 1.79
while accuracy drops by 1%, 2%, and 3% at 0.8x,
0.7x, and 0.6x KV cache compression, respectively.
Within a model family, we find larger models to be
more resilient to KV cache compression. Notably,
the OPT-66b model incurs only 1% degradation in
zero-shot accuracy with a 40% compression for the
KV cache. Within the Llama-2 family, the average
PPL gap to baseline reduces from 2.56 in the 7b
model to 0.59 in the 70b parameter model. Across
these three distinct model families, we find the KV
cache of MPT models to be the most compress-
ible while the Llama-3 models to be the least. For
an iso-parameter size of 70b, the Llama-2 model
is more resilient to KV cache compression than
the Llama-3 model, with both employing grouped
query attention.

Eigen Attention followed by Fine-tuning: We
attempt to mitigate the increase in perplexity and
the degradation in accuracy observed with the
smaller LLMs by fine-tuning. We use LoRA (Hu
etal., 2022) to fine-tune these models on the Alpaca
dataset (Taori et al., 2023) for 2000 steps. Specifi-
cally, we fine-tune the query, key, value, and output
projection matrices in the attention layer for MPT,

Model Method KV Cache  Avg. 0-shot Acc 1
H20 0.2x 0.54
H20 0.4x 0.64
Llama-2-7b Eigen Attn 0.6 0.63
Eigen Attn + H,O 0.24x 0.62
H20 0.2x 0.56
o H20 0.4x 0.67
Llama-3-8b Eigen Attn 0.6 0.67
Eigen Attn + H,O 0.24x 0.65

Table 5: Average latency per attention layer during to-
ken generation phase.

Model Baseline Attn ~ Eigen Attn 0.6x
OPT-66b 1.57 ms 0.62 ms (-60%)
Llama-2-70b 0.79 ms 0.77 ms (-3%)
Llama-3-70b 0.74 ms 0.80 ms (+8%)

Llama-2, and Llama-3 models and report the results
in Table 3. Fine-tuning helps improve the perfor-
mance of Eigen Attention models, making them
perform closer to the baseline. The perplexity gap
to baseline reduces from 2.56 (before fine-tuning)
to 1.55 after fine-tuning. Similarly, the average
zero-shot accuracy gap is reduced from 7% (before
fine-tuning) to within 2% of baseline. We find the
most improvements in Llama-3-8b, while the least
improvements with MPT-7b LLM.

Eigen Attention with Quantization: We com-
pare performance after quantizing key and value
in standard and Eigen Attention. Note that the
KV cache in Eigen Attention is first compressed
to 0.6x before applying quantization. Figure 3
shows perplexity for the Llama-2-7b and Llama-2-
13b models on the Wikitext (Merity et al., 2016)
dataset across various KV cache sizes obtained by
performing different levels of quantization. Simi-
lar to KIVI (Zirui Liu et al., 2024) and KV-Quant
(Hooper et al., 2024), we perform per channel quan-
tization for key and per token quantization for value.
We implement integer quantization at different pre-
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Table 6: Total inference latency (in seconds) for Llama-
3-8b model at different prompt and generation length.

. Prompt  Generated Baseline Eigen Attn
Batch Size tokeni tokens Attn f(;0.6)4)
1 8192 2048 76 82 (+8%)
1 8192 16384 785 880 (+12%)
1 8192 32768 2048 2350 (+13%)
32 2048 512 180 156 (-13%)
32 2048 2048 826 859 (+4%)
32 2048 4096 (0101 2366

cision and group sizes, leading to varied KV cache
sizes (Table 8). For iso-KV cache size, the key and
value are quantized to lower precision in quantized
standard attention as compared to quantized Eigen
Attention. We make two observations: (1) at large
KV cache size, the quantized standard attention out-
performs quantized Eigen Attention because less
error is incurred due to quantization compared to
the low-rank decomposition of attention matrices,
(2) as quantization precision is reduced to lower
the KV cache size, quantized Eigen Attention out-
performs quantized standard attention. This is due
to a much more severe quantization in standard at-
tention, which induces higher approximation error
than Eigen Attention.

Eigen Attention with token pruning: We com-
pare Eigen Attention with a popular token pruning
approach HyO (Zhang et al., 2023), which only
keeps K and V corresponding to a subset of tokens
within the KV Cache. Table 4 shows the aver-
age zero shot accuracy comparison at different KV
cache compression ratios. We observe that HoO at
0.4x KV cache achieves similar accuracy to Eigen
Attention at 0.6x KV cache. Superior performance
of H2O over Eigen Attention can be attributed to
the dynamic nature of the algorithm. While Eigen
Attention compresses KV cache based on statistics
derived offline, H2O is able to achieve better gener-
alization by making decisions to eject tokens from
KV cache at runtime. However, both Eigen Atten-
tion and HoO compress KV cache along different
dimensions and can be combined to achieve further
compression as seen in Table 4. The combination
of Eigen Attention and HoO achieves the best per-
formance highlighting the orthogonality of both
approaches. By reducing the hidden dimension of
K and V by 60% using Eigen Attention and us-
ing H2O to keep only 40% of tokens in KV cache,
we are able to compress KV cache to 0.24x while
achieving accuracy comparable to Eigen Attention
at 0.6x and H5O at 0.4x KV cache.

Latency Comparisons: We compare the latency

Table 7: Perplexity and zero-shot accuracy when using
different calibration datasets for MPT-7b model.

Calib. Wikitext C4 Zero-shot
dataset KV €ache  “pprt L) Ace. (%)
0.8 3.03 9.06 0.63
C4 0.7 8.57 10.47 0.63
0.6 9.63 11.44 0.62
0.8 312 10.07 0.64
Alpaca 0.7 3.02 10.88 0.62
0.6 1086 1242 0.61

of Eigen Attention and standard attention baseline
for different models. In Table 5, we show aver-
age latency per attention layer during the token
generation phase for generating 128 tokens with a
2048-token synthetic prompt on 2 NVIDIA A100
GPUs. We observe an impressive 60% latency
improvement for the OPT-66b model, which can
be attributed to the FLOPs reduction from Eigen
Attention and the reduced latency in fetching the
compressed KV cache from memory. For mod-
els with RoPE embedding (i.e., Llama-2-70b and
Llama-3), we perform an additional transformation
before the attention dot product (Figure 6), which
diminishes the latency gains achieved with Eigen
Attention. For Llama-2-70b, we observe only a 3%
latency improvement, while for Llama-3-70b, there
is a latency penalty of 8%. We further analyze end
to end inference latency at different context lengths
and batch sizes in Table 6 for Llama-3-8b on a sin-
gle NVIDIA A100 GPU. We see that increasing
the context length increases the latency overhead
with Eigen Attention due to the presence of addi-
tional transformation to manage RoPE embedding.
For the maximum sequence length of 40k, there is
a 13% latency overhead with Eigen Attention for
Llama-3-8b. When batch size is increased, the KV
cache size increases which increases the memory
bounded nature of inference. In this scenario, addi-
tional transformation required by Eigen Attention
leads to much lesser latency overhead and often
faster inference than baseline attention. Most no-
tably, at high batch size and context length, baseline
attention leads to out of memory (OOM) error on
GPU while Eigen Attention does not. This high-
lights the main contribution of our work: to enable
long context inference by compressing KV cache.

5.3 Ablation Studies

We analyze our approach by varying the number of
calibration samples used to compute the represen-
tation matrix for low-rank approximation and the
number of steps used to fine-tune the models.
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Figure 4: Ablation Study. (a) Average accuracy (Avg-
Acc) on zero-shot tasks trained on Llama-2-7b with an
increasing number of calibration samples. (b) Perplexity
(PPL) vs fine-tuning steps on the C4 dataset for MPT
and Llama family of models.

= [lama-2-13b
MPT-7b

Perplexity (PPL)

Impact of calibration dataset: Table 7 shows
the performance of MPT-7b model when different
calibration datasets are used for obtaining low rank
space of K, V vectors. We select samples from
C4 (Dodge et al., 2021) and Alpaca (Taori et al.,
2023) datasets for obtaining the low rank basis. We
see that compressing using C4 calibration dataset
achieves better perplexity on the C4 dataset itself
while achieving slightly lower perplexity on Wiki-
text dataset (results in Table 2). Performance on
zero shot tasks remains similar regardless of the
calibration dataset choice.

Number of Calibration Samples: Figure 4(a)
shows average accuracy (Avg-Acc) on zero-shot
benchmarks with 0.6x KV cache for different num-
bers of calibration samples used to generate the
representation matrix for low-rank approximation.
Increasing the number of calibration samples en-
hances the Avg-Acc, as more samples lead to a
more generalized set of basis vectors. However,
more samples also increase the size of representa-
tion matrices (Equation 4), requiring significantly
higher GPU memory for performing SVD. Using
more than 128 calibration samples leads to out-of-
memory errors. We average representations from
samples to handle this, thereby reducing represen-
tation matrix dimensions. For instance, represen-
tations from every 2 (4) samples are averaged for
256 (512) samples.

Fine-tuning Steps: In Figure 4(b), we evaluate
perplexity (PPL) for the C4 dataset evaluated on the
MPT and Llama models for a range of fine-tuning
steps. With just 500 steps, the PPL improves by
1.2 on average across all the models. 2000 steps
are ideal, beyond which we observe an average

100 100

Rank (r)
Rank (r)

50 50

0 10 20 30 40 0 10 20 30 40
Layer index Layer index
a Value b Key

Figure 5: Layerwise rank assignment for key and value
determined by Eigen Attention for OPT-30b with 40%
compressed KV cache.

increase of 0.61 in the PPL. We posit that this is
due to model overfitting on finetuning data.

5.4 Layerwise Rank Visualization

Figure 5 shows the rank r assigned to key and
query projection layers by Eigen Attention at 40%
KV cache compression. We observe that the initial
layers (with the exception of first layer) are com-
pressed more than the later layers. Also, keys are
assigned a lower rank and are compressed more
than values, which concurs with our eigenvalue
spectrum analysis in Figure 2. Specifically, for
40% KV cache compression, keys are compressed
by 54% while values are compressed by only 26%.

6 Conclusion

In this work, we propose Eigen Attention, a novel
technique that reduces the memory overhead asso-
ciated with KV cache in LLMs. Eigen Attention
is inspired by the observation that keys, queries,
and values can be approximated using a few basis
vectors, enabling the possibility of performing the
attention operation in a low-rank space with mini-
mal performance loss. To achieve this, we project
the attention inputs into low-rank subspaces defined
by a set of principal basis vectors computed offline
using a calibration dataset in a one-shot manner.
These projections are integrated into the weight
matrices, which are utilized during inference to
generate lower dimensional key and value matrices,
thereby reducing the KV cache memory footprint.
Our approach is orthogonal to existing KV cache
compression strategies and can be used in synergy.
Extensive experiments across a range of LLMs and
language tasks demonstrate that Eigen Attention
reduces the KV cache memory footprint by 40%
with minimal performance loss and achieves up to
a 60% improvement in attention operation latency
compared to the standard attention baseline.
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Limitations

Eigen Attention takes a step towards efficiently en-
abling longer context lengths, thereby opening av-
enues for enhancing the capabilities of the current
state-of-the-art LLMs. While we demonstrate low-
rank basis generation using the Wikitext dataset
(Merity et al., 2016), we do not extensively study
the best dataset for basis generation. Additionally,
although our proposed approach has the potential
to make LLMs ubiquitous, it does not mitigate the
risks of misuse of these models for malicious activ-
ities. A strong commitment to user data protection,
robust ethical guidelines, and transparency mecha-
nisms is essential to address this issue effectively.
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A Appendix
A.1 SVD for Matrix Approximation

Singular Value Decomposition (SVD) can be used
to obtain a low-rank approximation for any matrix
Z € R™*™ by factorizing it into three matrices as
Z = UXV. Here, U € R™*™ and V € R**"
are orthogonal matrices, and 3. is a diagonal matrix

which contains the sorted singular values. For Z
with a rank » < min(m, n), it can be expressed as
Z =" ounl, where u; € U, v; € V and
o; € 3. For a k-rank approximation with k < r,
we have Z; = Zle Jiuiv;f such that the top k
values from 3. are chosen to represent Zg, a low-
rank approximation of Z.

A.2 [Eigen Attention with RoPE

We introduce some modifications to Eigen Atten-
tion algorithm to handle compatibility with LLMs
employing RoPE empedding (Section 4.3). The
comparison of Eigen Attention with standard atten-
tion in the presence of RoPE is shown in Figure 6.

Standard

| Attention
T

H wo —yY

i=» KV-Cache

Eigen
Attention

= Lga
ESh
i

. KV-Cache

(b)

Figure 6: Comparison between (a) Standard Attention
and (b) Eigen Attention for LLMs with RoPE (Touvron
et al., 2023). Eigen Attention stores low dimensional
representation of key and value in KV cache and applies
an additional transformation before applying RoPE.

A.3 Quantization Results

Table 8: Perplexity (PPL) on Wikitext after applying
quantization to eigen attention and standard attention.

Model Method

Precision  Group Size KV Cache size (GB)  PPL (Wikitext)
0.18 57

128 0.24 5.66
32 0.26 5.64

16 0.29 5.64
512 0.20 6.11
32 0.24 5.15

16 0.29 5.03
128 0.31 4.97

16 0.19 6.53
128 0.15 6.55
32 0.13 6.61
64 0.12 6.64
512 0.13 7.02
32 0.16 579
128 0.20 5.58

Eigen Attention

Llama-2-13b

Standard Attention

Eigen Attention
Llama-2-7b

(RSN [RTSS [N SRR PSSy

Standard Attention

Section 5.2 shows results for performing quanti-
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zation with Eigen Attention and standard attention.
The data corresponding to Figure 3 is provided in
Table 8.

A.4 Hyperparameters

Table 9: Error budget e; for Eigen Attention. KV cache
size is computed for a sequence length of 2048.

Model Parameters KV cache compression KV cache size (GB) ey
0.8x 2.10 0.008
30b 0.7x 1.87 0.015
0.6x 1.60 0.024
OPT 08 3.69 0.005
66b 0.7x 322 0.012
0.6x 2.80 0.015
0.8x 0.80 0.011
7b 0.7x 0.70 0.015
0.6x 0.60 0.019
MPT 08 212 0.002
30b 0.7x 1.83 0.003
0.6x 1.59 0.004
0.8x 0.83 0.025
7b 0.7x 0.71 0.070
0.6x 0.59 0.090
0.8x 1.29 0.035
Llama-2 13b 0.7x 1.12 0.050
0.6x 0.93 0.070
0.8x 3.44 0.005
70b 0.7x 3.60 0.010
0.6x 3.78 0.017
0.8x 6.72 0.045
8b 0.7x 7.22 0.060
Llama-3 0.6x 8.51 0.090
0.8x 322 0.025
70b 0.7x 3.59 0.035
0.6x 5.54 0.070

We use the Hugging Face Transformers library
(Wolf et al., 2020) to implement Eigen Attention
in PyTorch (Paszke et al., 2019). All the experi-
ments were performed on NVIDIA A100 (80GB)
GPUs. All models are downloaded from Hugging
Face Hub. We show results on: OPT-30b, OPT-
66b, MPT-7b, MPT-30b, Llama-2-7b, Llama-2-
13b, Llama-2-70b, Llama-3-8b and, Llama-3-70b.

All the models are compressed using 512 (n)
samples of sequence length (n) 2048 from Wiki-
text dataset (Merity et al., 2016). Eigen Attention
introduces a hyperparameter for error budget (ep),
which is tuned to achieve the required KV cache
compression, as listed in Table 9. We keep €5 =
0.02 for all our runs.

For fine-tuning, we use lora_r = 064,
lora_alpha = 64, sequence_length = 2048,
lora_dropout = 0.05 and use the default val-
ues from the Hugging Face PEFT library (Man-
grulkar et al., 2022) for all the other hyperparam-
eters. We observe that fine-tuning on the Alpaca
dataset (Taori et al., 2023) performs better than C4
(Dodge et al., 2021).

A.5 Artifact Licenses

According to their license, all the LLMs used in this
paper fall under acceptable use cases. The licenses

for the models are linked for perusal: OPT-30b,
OPT-66b, MPT-7b, MPT-30b, Llama-2-7b, Llama-
2-13b, Llama-2-70b, Llama-3-8b and, LLlama-3-
70b.

A.6 Future Work

We describe two key future directions for Eigen
Attention: (1) integrating Eigen Attention with effi-
cient LLM serving frameworks like vLLM (Kwon
et al., 2023b), which employ additional approxi-
mation techniques (e.g., weight quantization (Lin
et al., 2024)) to achieve high throughput inference,
and (2) finding the best combination of various
compression techniques described in Section 3 to
achieve extreme KV cache compression.
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