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Abstract

Fine-tuning pretrained language models on
task-specific data is a common practice in Nat-
ural Language Processing (NLP) applications.
However, the number of pretrained models
available to choose from can be very large, and
it remains unclear how to select the optimal
model without spending considerable amounts
of computational resources, especially for the
text domain. To address this problem, we intro-
duce PsyMatrix, a novel framework designed
to efficiently characterize text datasets. Psy-
Matrix evaluates multiple dimensions of text
and discourse, producing interpretable, low-
dimensional embeddings. Our framework has
been tested using a meta-dataset repository that
includes the performance of 24 pretrained large
language models fine-tuned across 146 clas-
sification datasets. Using the proposed em-
beddings, we successfully developed a meta-
learning system capable of recommending the
most effective pretrained models (optimal and
near-optimal) for fine-tuning on new datasets.

1 Introduction

Pre-training a language model on a large, diverse,
and unlabeled corpus, then fine-tuning it with
task-specific data has proven to be highly effec-
tive for enhancing performance of natural lan-
guage processing (NLP) applications (Radford and
Narasimhan, 2018). Since then, numerous pre-
trained large language models (LLM) have been
released to the public, each pretrained on different
corpora with varying sizes, and using different ar-
chitectures. Although the prospect of a universal
pretrained model (PTM) that excels across all NLP
tasks is attractive, evidence (still) indicates that
no single model performs optimally in every sce-
nario (Wolpert, 1996; Lorena et al., 2019; Arango
et al., 2024). This poses a challenge for machine
learning practitioners, who must select a PTM to
fine-tune for a task-specific dataset. Performing an
exhaustive search over all possible candidates can

be very time and resource consuming. In practice,
this is not realistic.

The performance of PTMs often fluctuates de-
pending on some characteristics of the target
dataset (Schaffer, 1994), usually referred to as
meta-features (Rivolli et al., 2022). For example, a
model that performs exceptionally well on carefully
written news articles may encounter difficulties
with the brevity and slang commonly found in so-
cial media posts (Zheng and Yang, 2019; Shushke-
vich et al., 2022; Roussinov and Sharoff, 2023).
Therefore, the challenge is to decide, for a particu-
lar dataset, which PTM is expected to perform the
best after fine-tuning.

One low-cost approach could be to search for
public benchmarks and check which PTM per-
formed the best for similar datasets. However,
defining such dataset similarity in an objective man-
ner, specially for text datasets, is very challenging.

To address this, we propose a novel framework
named PsyMatrix, which characterizes text datasets
by analyzing multiple aspects of text and discourse.
These range from simple part-of-speech (POS)
statistics to more complex and deep psycholin-
guistic features (Barnwal and Tiwary, 2017). Our
framework generate dataset embeddings that are
both interpretable and low-dimensional, providing
a deeper understanding of the intricacies inherent
in different datasets. Figure 1 illustrates the core
components of the framework. The code of the
framework is open-source and has been made pub-
licly available'.

To sum up, our contributions are as follows:

* Introduction of PsyMatrix: a framework to
characterize text datasets by generating in-
terpretable and low-dimensional embeddings
that capture several levels of language and
discourse.

"https://github.com/contemmem/psymatrix
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Figure 1: PsyMatrix: Text classification datasets (left) are transformed via different feature extractors (middle left).
The features are summarized across documents (middle) and a subset of meta-features is selected (middle right). A
variational autoencoder compresses the meta-features to result in the final PsyMatrix dataset embeddings (right).

e Recommendation System Potential: the
framework’s applicability in creating a recom-
mendation system for optimal or nea-optimal
pretrained model selection for new datasets.

* Validation Across Datasets: Fine-tuning and
evaluation of 24 pretrained large language
models on 146 public text classification
datasets to validate the framework.

The paper is organized as follows: Section 2 re-
views existing methods for characterizing datasets
in general and for the problem of selecting a pre-
trained model for fine-tuning on task-specific data.
Section 3 provides a detailed description of the
framework, including the psycholinguistic dimen-
sions and complexity measures used. Section 4
presents and analyzes the findings from fine-tuning
models on 146 datasets and the predictive per-
formance of the provided embeddings, present-
ing practical applications of PsyMatrix in guiding
model selection and its broader implications in ma-
chine learning. Finally, Section 5 summarizes the
findings, contributions, and potential future work.

2 Related Work

The process of selecting an optimal PTM for a
specific dataset typically involves trial and error.
Practitioners usually start by choosing a few po-
tential models based on prior knowledge and ex-
perience (Alzahrani et al., 2022; Ren et al., 2023;
Daban et al., 2023; Malic et al., 2023; Qiu et al.,
2022). These models are then fine-tuned on the tar-
get dataset and have their performance compared,

allowing for an assessment of how well each model
adapts to the unique characteristics of the data.

However, the result of this approach can be lim-
ited by the assumptions made during initial model
pre-selection, which may not always be valid for
the dataset in question, which might lead to sub-
optimal outcomes. This mismatch underscores the
need for a refined selection strategy that takes into
account the unique features of the dataset, promot-
ing a more effective model selection process.

2.1 Characterization of Datasets

Recognizing specific characteristics or meta-
features of the target dataset can considerably refine
the selection of potential models. This approach
helps eliminate models that historically underper-
form on similar types of data, emphasizing the im-
portance of accurate meta-feature identification and
use. By pinpointing critical meta-features, we can
more reliably forecast the performance of machine
learning algorithms that are tailored to particular
dataset profiles (Brazdil et al., 2022).

Researchers have proposed a wide range of meta-
features to characterize datasets in general, in or-
der to aid in the model selection process, span-
ning from basic statistical attributes like mean and
variance, to more advanced measures rooted in
complexity and information theory (Lindner and
Studer, 1999; Sohn, 1999; Bensusan et al., 2000;
Peng et al., 2002; Lorena et al., 2019; Rivolli et al.,
2022). Unfortunately, they are all designed for tab-
ular datasets, making them not applicable to text
datasets directly. Notably, efforts have been made
to adapt meta-feature extraction to image datasets,
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demonstrating some success in this area (Edwards
and Storkey, 2017; Jomaa et al., 2021).

To our knowledge, the only research address-
ing specifically text dataset characterization is by
Simig et al. (2022), who introduce the Text Char-
acterization Toolkit (TCT). TCT utilizes several
existing metrics from the Coh-Metrix toolkit to
evaluate the documents in a given dataset, perform-
ing various statistical analyses on the extracted fea-
tures (McNamara et al., 2014). Although the ef-
fectiveness of these metrics was not quantified ob-
jectively, it contributes to a better understanding of
text datasets. Our framework also uses Coh-Metrix
as one source of features, but is not limited to it,
employing other similar tools as well.

2.2 Pretrained Model Selection

Other approaches have been proposed to address
the pretrained model selection problem, using var-
ious strategies and architectures (Arango et al.,
2024; Li et al., 2023; Bolya et al., 2021; Tang et al.,
2024). While these contributions have significantly
advanced the field, their focus has predominantly
been on image-related tasks (or at least only demon-
strated on it). This leaves a gap in methodologies
specifically designed for text-based applications.
Our research aims to bridge this gap. To the best
of our knowledge, this is the first work specifically
tailored to the text domain.

3 The PsyMatrix Framework

The PsyMatrix framework, as depicted in Figure 1,
is designed to synthesize text datasets into a man-
ageable form (i.e., dataset embeddings) using a
series of feature extractors and dimensionality re-
duction techniques. These tools combined, not
only capture the essence of the documents, but also
facilitate a deeper understanding of underlying pat-
terns and relationships. This way, the PsyMatrix
Framework aims to provide dataset embeddings
that can be employed as performance predictors
for different downstream tasks. This section details
the components of the PsyMatrix Framework, illus-
trating how each module contributes to the overall
goal.

3.1 Problem Statement

A dataset D consists of M documents, each rep-
resented by a feature vector of size IV, extracted
through the function W. This function maps the set
of documents to a feature matrix X, where each

row corresponds to a document’s feature vector.
Thus, we express the feature matrix for D as:

X = ¥(D) € RM*N (1)

To characterize the entire dataset D, we apply
the embedding function ®, defined in Eq.(2), which
transforms X into a reduced-dimensional represen-
tation vector x4 of size K (where K < M x N):

xy = ®(X) € R )

The objective is to develop an embedding that
can effectively serve as a performance predictor for
various tasks across different text datasets. To this
end, let the matrix Y;; be a meta-dataset contain-
ing the actual performances of each model ¢ when
fine-tuned on each dataset D;. Then, let 7; be a
surrogate function estimating this performance:

Yij = ni(®(¥(D;)) 3)

The problem is thus to find a pipeline {¥, ®, n}
such that the estimation error across all models and
datasets is minimized:

M D 9
S (v - ) 4)

i=1 j=1

min
v,o,n

Subsequent sections will discuss empirical strate-
gies to address this optimization challenge.

3.2 Psycholinguistic features

Some texts are easier to read than others. For in-
stance, straightforward sentences with common vo-
cabulary, as those found in children books, are gen-
erally simpler for humans to process than complex
texts with specialized terminology, like legal con-
tracts or scientific articles. We hypothesize that lan-
guage models experience similar challenges, which
likely affects their performance on various tasks.
The key challenge, then, is to find a method for
measuring the complexity of text.

Several tools have been proposed to quantify
the complexity of text. In this work, we combine
features from the following tools as a function ¢/psy:

o TextStat?> (Bansal and Aggarwal, 2024)

» TAACO? (Crossley et al., 2016)

2https: //textstat.org/
3https: //www.linguisticanalysistools.org/
taaco.html
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 Coh-Metrix* (Graesser et al., 2004, 2011)

Those tools provide sophisticated features of
texts, which are usually referred to as psycholo-
gists features. Together, they provide more than
300 features. To mention a few:

* Gunning fog index: estimates the number
of years in formal education that a person
needs to clearly understand the text (Gunning,
1952).

* Rix readability index: it measures readability
based on the number of long words in relation
to the total number of sentences. A higher
score indicates that a text is more complex and
potentially harder to understand, while a lower
score suggests easier readability (Anderson,
1983).

* Word frequency for content words: measures
the frequency of content words (e.g., nouns,
verbs, adjectives, adverbs) in the CELEX?2
reference corpus (Baayen et al., 1995).

* Hypernyms for verbs noums and verbs: es-
timates the specificity of words by the num-
ber of its hypernyms in WordNet (Fellbaum,
1998).

* Type-Token Ratio (TTR): quantifies the lex-
ical diversity within a text. It is calculated
dividing the number of unique words (types)
by the total number of words (tokens). A high
TTR indicates a large proportion of unique
words within the text. This can make the text
more complex and challenging to understand,
as it requires the reader to process and inte-
grate a higher number of unique words into
the context (Templin, 1957).

For more details on each feature, we encourage
the reader to check the official documentation of
each tool.

3.3 Topic-based features

Another hypothesis is that language models strug-
gle more with some topics than others, similar to
humans. Hence, determining the range of topics
covered in a dataset might be beneficial for predict-
ing the performance of a fine-tuned model.

Topic modeling is a branch of unsupervised ma-
chine learning that aims to discover the abstract

*http://cohmetrix-new.memphis.edu/home

“topics” that occur in a collection of documents.
Latent Dirichlet Allocation (LDA) is one of the
most popular topic modeling techniques, due to its
probabilistic foundations and flexibility (Blei et al.,
2003). LDA models each document as a mixture
of topics. It outputs a topic distribution vector for
each document, where each element of the vec-
tor represents the probability of the document to
contain a particular topic, hence another source of
features for the documents.

However, for LDA to be effective across various
datasets, it needs to be trained on a large and diverse
set of documents, and the number of topics should
be large enough as well. This ensures that the topics
that LDA identifies are likely to appear across the
majority of documents in any target dataset. These
topic features are extracted by gpic.

3.4 Language-based features

PsyMatrix also determines the proportion of dif-
ferent languages in a dataset. Although the main
purpose of the framework (for now) is to deal with
English datasets, we have noticed that, on public
datasets (specially those based on user reviews),
it is not uncommon to find documents written in
different languages. This can also impact the per-
formance of fine-tuned language models that were
not pretrained on a multi-language corpus.

Given this, the languages identified within the
documents are incorporated as additional features
within the framework, one feature per language.
This approach helps to enhance model robustness
by acknowledging and adapting to the multilingual
nature of real-world data. janguage €Xtracts the
language-based features.

In this work, we used a tool called language-
detection that can identify 55 different languages
(hence 55 features) using a naive Bayesian ap-
proach and trained on Wikipedia. This tool has a
reported accuracy of over 99% for these languages.

3.5 Meta-features summarizer

The feature matrix X is now constructed as X =
Ypsy (D) + Yiopic (D) + Yianguage (D) Where + de-
notes concatenation. The next step involves con-
verting the extracted document features into dataset
meta-features by a function ¢(X ). Meta-features
are secondary attributes generated from the primary
features, designed to capture various statistical as-
pects of their distribution among documents of a

5https://pypi.org/project/langdetect/
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dataset. To accomplish this, we have used summa-
rizing functions.

Key meta-features include common summariz-
ing functions like the mean, standard deviation,
minimum and maximum value, which provide vari-
ability and range insights. Other significant meta-
features include the mode, skewness, kurtosis, first,
second, and third quartile, among others. In total,
we have employed 20 summary functions to gen-
erate meta-features, which enable a more nuanced
understanding of the dataset’s underlying patterns
and characteristics. The complete list of the sum-
marizing functions can be found in the Appendix.

3.6 Task-Specific Meta-Features
(Classification)

For classification tasks, not only is the content
of documents important, but also how well these
documents match their labels. Take the 20 News-
groups dataset as an example, which includes about
20, 000 emails categorized into 20 classes. It has
been demonstrated that accuracy significantly im-
proves when the header is included, compared to
just using the body of the emails (Wahba et al.,
2023). This improvement is likely to happen be-
cause the subject line, which is included in the
header and acts as a brief summary of the email,
providing crucial insights that aid in classification.
The subject line contains distinct keywords that
more accurately differentiate the labels. So, under-
standing the connection between different parts of
a document and their labels is crucial for enhancing
classification performance.

Moreover, other label-related factors also influ-
ence the performance of classifiers, such as class
imbalance, class ambiguity, and the complexity
of the boundaries separating the classes (Ho and
Basu, 2002). In order to capture such aspects as
well, we converted the documents from the datasets
into TF-IDF vectors and, together with the associ-
ated labels, used them as inputs for task-specific
meta-features extraction (Lorena et al., 2019). Psy-
Matrix uses a comprehensive set of meta-features
as described by Lorena et al. (2019), categorized
into six groups: (1) clustering, (2) complexity, (3)
concept, (4) information theory, (5) general, and
(6) statistical. By applying these meta-features, we
can further refine our understanding and processing
of classification tasks, leading to improved model
performance across diverse datasets.

In this work, we used a tool called PyYMFE (Al-
cobaca et al., 2020) to compute those meta-features

from the datasets, providing additional 2825 meta-
features for a dataset. For further details on this
tool, and which meta-features are available, readers
are encouraged to consult the official documenta-
tion.°

3.7 Dimensionality Reduction

Combining all the previously described processes
generates a large number of meta-features for each
dataset’. Many of them are redundant (high corre-
lation), and certainly not all of them are important
towards our objective. Hence, different dimension-
ality reduction techniques were combined.

Initially, we removed features that were constant
or highly correlated (i.e., correlation above 0.95).
Next, we applied K-means clustering to select K
meta-features. Lastly, we employed variational
auto-encoders (Kingma and Welling, 2013) (VAEs)
to transform the remaining set of meta-features into
a compact, low-dimensional representation. VAEs
work by compressing data into a latent space (en-
coding) and then reconstructing it back to its origi-
nal form (decoding). Although the reconstruction
is not perfect and some information loss occurs,
the technique maintains a degree of interpretability
due to its reversible nature.

4 Experiments and Results

This section experimentally investigates the prac-
tical application of the PsyMatrix framework to
predict the final performance Y;; of a model 7 on a
dataset j using a surrogate function 7;(¢(1)(D;))).
The performance metric employed is the negative
logarithm of the cross-entropy on the testing sets.

The objective is to test the ability of PsyMa-
trix in predicting the most suitable model for any
target dataset. To do this, we evaluated the per-
formance of various pretrained language models
across a broad spectrum of text classification tasks.
Specifically, we used 90% of the data for train-
ing, and the remaining 10% was employed for val-
idation. To further enhance the reliability of our
results, we employed 10-fold cross-validation, en-
suring a more robust assessment of PsyMatrix’s
generalization ability across various datasets and
reducing the impact of data variability.

6https: //pymfe.readthedocs.io/en/latest/

"The total number of meta-features per dataset consid-
ered in this paper is 12205, generated by the following for-
mula: (314 psycholinguistic features +100 topics +55 lan-
guages) x20 summarizing functions 42825 task-specific
meta-features.
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Table 1: Finetuning hyper-parameters

Hyper-parameter Value
Optimizer AdamW
Learning rate 2.5 x 1076
Batch size 8
Maximum token size 1024

Maximum number of epochs 30
Early stop patience 3 epochs
16-bit (mixed) precision Yes

4.1 Experimental Setup

In order to test PsyMatrix, we constructed a com-
prehensive meta-dataset repository containing per-
formance metrics of 24 pretrained language mod-
els across 146 text classification datasets. While
some datasets provide predefined train-test splits,
we chose to create uniform splits for all datasets to
ensure consistency. In most cases, we used 10, 000
documents for training and 2, 000 for testing. For
datasets with fewer than 12,000 documents, we
adjusted the number of training and testing doc-
uments proportionally, maintaining the same ra-
tio between the two sets. More details about the
datasets and pretrained models used can be found
in the Appendix.

The fine-tuning process involved full model fine-
tuning, where all weights of the pretrained network
were updated during the fine-tuning process. This
method generally yields the best results, but re-
quires more time and resources for training. The
pretrained head of base models were discarded and
replaced by a new classification head, according
to the number of labels of the task at hand. The
fine-tuning hyperparameters employed were used
as described in Table 1.

For the topic modeling feature extractor, we
trained the LDA model using the training set
of each dataset. The pre-processing steps were
straightforward and included removing numbers,
punctuation, stop words, and words with fewer than
two characters. When creating the dictionary, we
filtered out words that occurred fewer than 30 times
or appeared in more than 50% of the documents, in
order to avoid noise and overly common terms. For
the hyperparameters, we set the number of topics to
100, with 10 passes and 400 iterations (following
the implementation provided by Gensim®). Addi-
tionally, we limited the dictionary to the 10,000
most frequent words. Examples of the extracted

8https://pypi.org/project/gensim/
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Figure 2: The neural network used as performance es-
timator (ranking) of a set of 24 pretrained models on a
given dataset.

topics can be found in the Appendix.

For the surrogate performance estimator, we uti-
lized a multi-layer perceptron (MLP), as illustrated
in Figure 2. The model‘s inputs consist of dataset
embeddings, which were generated using a 2D Vari-
ational Autoencoder (VAE). The output of the net-
work is the predicted validation performance for
each pretrained language model used in our experi-
ments. To properly assess the generalization ability
of the MLP, we employed 10-fold cross-validation.
Importantly, the data splits were made at the dataset
level, meaning that some datasets were entirely ex-
cluded from the training set and used solely for
validation. This ensured that during training, the
model did not have access to the performance in-
formation of all datasets, allowing us to evaluate
its ability to generalize to unseen datasets.

4.2 Applications

PsyMatrix can be employed in several applications
related to the selection of pretrained language mod-
els across various datasets. By leveraging its ability
to predict model performance and explore the re-
lationships between datasets and model behaviors,
PsyMatrix can guide users in selecting the most
appropriate models for fine-tuning (optimal and
near-optimal), and projecting PTM performance
across the dataset embedding space. In the fol-
lowing, we demonstrate these capabilities through
three key applications: model ranking for optimal
selection, near-optimal model identification, and
exploring the embedding space for performance
insights.
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4.2.1 Model Ranking for Optimal Model

Selection

One practical application of PsyMatrix is its abil-
ity to assist in selecting the most suitable PTM for
fine-tuning on a given dataset. For any dataset,
we first calculate its embeddings and then use Psy-
Matrix to estimate the performance of a fix set of
PTMs. Based on these predictions, the models can
be ranked in descending order of expected perfor-
mance, which can be used as a starting point for
the actual fine-tuning of the PTMs, prioritizing the
top models in the ranking.

To evaluate our framework prediction’s perfor-
mance, we compared it against two other baseline
strategies. The first baseline, named random policy,
selects models purely by chance for k trials. This
simulates an unguided search, where the probabil-
ity of selecting the optimal model is effectively k
divided by the total number of candidate models.

The second baseline, called the naive policy,
uses a slightly more informed approach: it ranks
the PTMs based on how frequently each one was
historically the best performer. In this ranking sys-
tem, the model with the highest performance across
the most datasets is placed first, followed by others
in decreasing order of their historical frequency
of being optimal. The same ranking is then used
for every new dataset. In this paper, we utilized
all the information available in the meta-dataset to
construct this naive ranking.

The comparison in Figure 3 illustrates the ef-
fectiveness of the different strategies, showing the
probability of identifying the optimal model within
a given number of trials, denoted by k£ (the selection
budget). The results demonstrate a clear advantage
for PsyMatrix over other strategies. For example,
with a budget of £ = 5, PsyMatrix achieves suc-
cess rate of 78.7 4= 10.6% in selecting the optimal
model, significantly outperforming the naive policy,
which has a success rate of 36%, and the random
policy, which only reaches 20%. This difference
highlights the superior efficiency of PsyMatrix in
guiding the model selection.

PsyMatrix’s stronger performance, particularly
in low-budget scenarios where resources are lim-
ited, emphasizes its practical value in real-world ap-
plications. By substantially increasing the chances
of selecting the best model with fewer trials, Psy-
Matrix proves to be a more reliable and efficient
tool for model selection compared to traditional
methods.

Optimal Selection Rate
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Figure 3: The probability of the optimal model being
present within the top-£ models of each ranking strategy.
PsyMatrix consistently offers the highest probability of
identifying the optimal model for any budget k.

4.2.2 Near-Optimal Model Selection

During the analysis of the experimental results per-
formed in this paper, we observed that usually the
top four or five PTMs often perform very similarly
on a given dataset, achieving results close to the
true optimal. This suggests that identifying mod-
els with near-optimal performance may be “good
enough” for many NLP applications, particularly
when budget constraints limit the ability to search
exhaustively for the absolute best model.

To further demonstrate the effectiveness of our
approach in this scenario, Figure 4 shows the nor-
malized performance’ gap between the true opti-
mal model and the best-performing model selected
among the top-k predictions. In this figure, a value
of 1 corresponds to the performance of the optimal
model, while 0 represents the worst-performing
model.

Interestingly, when the budget is very limited
(k = 1), the naive policy slightly outperforms
PsyMatrix, achieving 87% of the optimal model’s
performance compared to PsyMatrix’s 83%. This
demonstrates that, in extremely constrained situa-
tions, relying on the best-known model can be a rea-
sonable strategy. However, as the budget increases
(2 < k £ 12), PsyMatrix consistently outperforms
both baseline strategies. For example, with a bud-
get of k = 5 trials, PsyMatrix identifies a model
with an average performance that is 98% of the
optimal, while the naive policy achieves only 93%,

The performance metric adopted was the negative loga-
rithm of the cross-entropy loss on the evaluation set.
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Figure 4: Performance gap between the true optimal
and the best one found by each strategy, where 1.0 is
the normalized performance of the optimal model, and
0.0 is the normalized performance of the worst model.
PsyMatrix quickly find near-optimal solutions and is
superior in all but budget k£ = 1.

and the random policy falls further behind at 87%.
This highlights that PsyMatrix is not only effective
at finding the optimal model but also at selecting
near-optimal models with minimal performance
loss, even under moderate budget constraints.

4.2.3 Exploring the Embedding Space

Another application of PsyMatrix is its ability to
project the performance of pretrained large lan-
guage models into the entire embedding space,
revealing regions where the models are likely to
be the optimum or near-optimum. These projec-
tions allow to visualize regions of specialization
for each model, offering insights into which kinds
of datasets the models are recommended for.

To achieve this, we provided the trained network
of our framework a grid of embeddings, and ana-
lyzed the output from each of its output neurons,
where each neuron corresponds to the estimated
performance of a specific model. As an illustration,
Figure 5 shows the average output for two PTMs
across the validation set for each of the 10 folds:
GPT-2 and FALCONS.AI Question Answering'.

In the figure, the colors indicate the predicted
probability of the given PTM being the optimal
one across the embedding space. Notably, GPT-
2 shows higher performance in regions associated
with datasets like Amazon Reviews (along the sides
of the plot), while FALCONS.AI’s model demon-

10This model is a fine-tuned version of DistilBERT designed
for question-answering tasks.
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(a) GPT2.
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(b) Fine-tuned DistilBERT for question answering.

Figure 5: Projection of PsyMatrix’s score for a pre-
trained model being optimal across the embedding
space.

strates superior performance in other regions, par-
ticularly those associated with datasets such as Rot-
ten Tomatoes and AG News (toward the bottom of
the plot). By identifying these regions, is is possi-
ble to make more informed decisions for the model
selection, effectively aligning specific tasks with
the models that are best suited to handle them.

This kind of information is useful for both model
developers and practitioners, as it highlights where
a PTM is likely to perform well and where it might
face challenges. These insights can guide devel-
opers in enhancing a pretrained model by training
it on more diverse datasets, or at least to help set
clear boundaries regarding the types of datasets for
which the model is most suitable. By understand-
ing a model’s strengths and weaknesses, we can
better align it with the appropriate tasks, ultimately
leading to improved performance and more reliable
outcomes.
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5 Conclusion

In this paper, we introduced PsyMatrix, a novel
framework for characterizing text-based datasets
through psycholinguistic dimensions, topic distri-
butions, and complexity measures. By providing
interpretable and low-dimensional dataset embed-
dings, PsyMatrix aids in understanding the latent
dataset features and accurately predicting the per-
formance of pretrained language models finetuned
for classification tasks. Our extensive validation
across 146 text classification datasets demonstrated
the robustness and effectiveness of PsyMatrix in
guiding model selection.

In future work we will explore the application
of PsyMatrix to other domains beyond text classifi-
cation and expand PsyMatrix to support multiple
languages.

6 Limitations

In this paper, we focused exclusively on fine-tuning
performances for classification datasets. This speci-
ficity raises the first limitation: the generalization
of our proposed framework to other NLP tasks
has not been tested. Different tasks might exhibit
unique characteristics and requirements that might
not be captured by our embeddings, making it
necessary to conduct further research to ascertain
whether our findings hold across a broader range
of applications.

Another limitation concerns the hyperparame-
ter settings. Throughout our experiments, all fine-
tuning processes were executed with a fixed set of
training hyperparameters, such as learning rate, op-
timizer, maximum number of training epochs, etc.
We did not undertake any optimization of these
parameters for specific pretrained models or target
datasets. Although this approach simplifies the ex-
perimental design, it introduces potential biases in
our results. It’s plausible to assume that a few fine-
tuned models might have prematurely converged
to local minima due to this lack of optimization.

So, while this paper contributes valuable in-
sights into the interpretability and analysis of pre-
trained language models in context of classifica-
tion tasks, these insights come with caveats that
must be addressed through further, more nuanced
research. Our commitment to transparency in dis-
cussing these limitations is intended to foster in-
tegrity within the research community and encour-
age rigorous, thoughtful examination of the frame-
work we proposed.
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Appendix
A Pretrained Language Models

In this study, we evaluated the performance of var-
ious pretrained language models (PTMs), which
are available through the Hugging Face model hub.
These models span a range of architectures and
capabilities, and were selected to provide a com-
prehensive comparison across different natural lan-
guage processing tasks. Below is the list of pre-
trained models (referenced by their Hugging Face
repository IDs) used in our experiments:

openai-community/gpt2
google-bert/bert-base-multilingual-cased
google-bert/bert-base-cased
FacebookAl/roberta-base
FacebookAl/xIm-roberta-base
albert/albert-base-v2
xInet/xInet-base-cased
microsoft/mpnet-base
google/fnet-base
allenai/longformer-base-4096

. studio-ousia/luke-base

. studio-ousia/luke-japanese-base
. bigscience/bloom-560m

. bigscience/bloomz-560m
funnel-transformer/medium-base
. Falconsai/question_answering

. deepmind/language-perceiver

. kssteven/ibert-roberta-base

. uw-madison/nystromformer-1024
. uw-madison/yoso-4096

. flaubert/flaubert_base_cased

. nghuyong/ernie-3.0-base-zh

Lok WD =

[ NS NS T O I e e e e e
N — SO0 WN—OO

23. facebook/opt-125m
24. facebook/opt-1.3b

B Datasets

All experiments in this work focused on text clas-
sification tasks. We curated a total of 146 distinct
datasets, derived from 11 base datasets. These
base datasets are widely used in natural language
processing (NLP) tasks and cover a range of text
classification challenges, such as sentiment analy-
sis, topic classification, and intent detection. The
datasets used are listed below:

20 Newsgroups

AG News

Amazon Reviews

CLINC 150

Drug Reviews (Drugs.com)
Rotten Tomates

Sentiment 140

SMS Span

Stanford Sentiment Treebank
Victorian Authorship

11. Yelp Reviews

e i

_
e

To create the 146 distinct datasets, we generated
subsets by varying the input features and target
labels available within each base dataset. This ap-
proach allowed us to explore different aspects of
each dataset for more comprehensive experimenta-
tion. For example:

* 20 Newsgroups: this dataset was divided into
three subsets based on different input features.
One subset used only the email body as input,
another used only the subject line, and a third
used both the subject and body combined.

* Sentiment Analysis: for datasets involving
sentiment analysis, such as Amazon Reviews
and Rotten Tomatoes, we created multiple sub-
sets, including both binary classification (pos-
itive/negative sentiment) and balanced ver-
sions to ensure equal representation of classes.

* Amazon Reviews: we further divided the
dataset by its product categories, creating sep-
arate subsets for each sub-category to assess
model performance on different domains.

The Amazon Reviews dataset, due to its exten-
sive size and multiple categories, contributed signif-
icantly to the total number of subsets. To make the
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analysis more manageable, we grouped the Ama-
zon Reviews subsets into three clusters for visual-
ization in the figures, as described in Table 2.

Table 2: Amazon Reviews Sub-groups

Dataset Inputs # Classes
Amazon Review (1) summary, text 5
summary 5
Amazon Review (2) summary, text 2
Amazon Review (3) summary 2

This process of creating multiple subsets allowed
us to examine PsyMatrix’s performance on a wide
variety of tasks, ensuring robust evaluation across
different types of text classification problems. For
reproducibility, all datasets used in this study have
been made publicly available on Hugging Face
Hub.'!

C Summarizing Functions

This section details the summarizing functions cho-
sen to extract meta-features from the dataset’s ba-
sic features. Each function was selected based on
its ability to provide a comprehensive statistical
overview of the data, facilitating deeper insights
into its underlying distribution, spread, central ten-
dency, and variability:

1. Pearson product-moment correlation coeffi-
cients (corrcoef)
2. Interquartile range (iqr)
3. Unbiased estimator of the variance of the k-
statistic (kstatvar)
4. Fisher’s coefficient of kurtosis (kurtosis)
5. Maximum (max)
6. Arithmetic mean (mean)
7. Median absolute deviation (mad)
8. Minimum (min)
9. Modal (most common) value (mode)
10. Modal occurrences (mode_count)
11. First moment about the mean (moment)
12. Range of values (ptp)
13. First quartile (q1)
14. Second quartile (q2)
15. Third quartile (q3)
16. Standard error of the mean (sem)
17. Skewness (skew)
18. Standard deviation (std)
19. Variance (var)
20. Coefficient of variation (variation)

Thttps://huggingface.co/PsyMatrix

D Ablation Studies: VAE

In order to determine the importance of Variational
Autoencoders (VAE) in our framework, in this sec-
tion we present an ablation study. Figure 6 illus-
trates the impact of removing the VAE-based fea-
ture compression on our model’s prediction perfor-
mance. The performance metrics clearly demon-
strate a substantial degradation when VAE is omit-
ted. This drop in performance highlights the VAE’s
critical role in retaining meaningful information
in a compressed representation, which is essential
for maintaining the accuracy and robustness of our
predictive models.
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Figure 6: Performance comparison when removing the
feature compressions provided by VAE. This compar-
ison illustrates the significant contribution of VAE to
maintaining high predictive accuracy in our models.

These results confirm that effective feature com-
pression is important for our framework, hence
supporting our decision to integrate VAE into our
dataset embedding pipeline, ensuring that PsyMa-
trix can handle high-dimensional data efficiently.

E Topic Modeling

In this section, we provide examples of topics ex-
tracted from the trained corpus employed in this pa-
per. The objective is to offer readers an overview of
the types of topics identified by the Latent Dirichlet
Allocation (LDA) technique. We encourage read-
ers to follow the instructions in our framework to
download and explore the trained LDA model for
a deeper analysis and understanding.

Table 3 displays a selection of sample topics ex-
tracted using LDA. Each entry includes a list of
the top-10 words associated with a specific topic,
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accompanied by their respective probability scores.
These scores quantify the likelihood of each word’s
occurrence within the topic, thus highlighting its
importance within the cluster. For instance, Topic
1 is characterized by words such as light, power,
heart, God, and truth, suggesting themes of spiri-
tual or existential nature.

It is important to clarify that we did not perform
hyper-parameter optimization to enhance topic co-
herence or diversity. Nevertheless, the topics ex-
tracted appear to be meaningful and useful for ana-
lyzing the datasets.
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Table 3: Top-10 words for some extracted topics

[ Topic 1 | Topic 5 | Topic 8 | Topic 27 | Topic 33

light 0.14 | guitar 0.23 | use 0.44 | needed 0.13 | gained 0.07
power 0.11 | author 0.12 | recommend 0.20 | bleeding 0.10 | appetite 0.05
charge 0.06 | page 0.06 | working 0.09 | symptoms 0.09 | fiction 0.05
heart 0.06 | lose 0.04 | highly 0.08 | headaches 0.06 | instructions 0.03
god 0.06 | improvement 0.03 | recommended 0.05 | hair 0.05 | yeast 0.03
blue 0.03 | acoustic 0.02 | buying 0.04 | red 0.05 | cough 0.03
saved 0.02 | generic 0.02 | uncomfortable 0.01 | clean 0.05 | pros 0.03
truth 0.02 | controls 0.02 | likes 0.01 | feet 0.04 | tuning 0.03
present 0.02 | electric 0.02 | rated 0.00 | send 0.04 | woke 0.02
attack 0.02 | led 0.02 | juice 0.00 | straight 0.04 | cons 0.02
Topic 37 Topic 39 Topic 66 Topic 72 Topic 78

pages 0.05 | sound 0.23 | nice 0.26 | phone 0.42 | free 0.16
major 0.05 | music 0.09 | movie 0.14 | sex 0.07 | daughter 0.08
history 0.05 | play 0.08 | enjoy 0.08 | periods 0.06 | husband 0.08
pictures  0.04 | acne 0.08 | boring 0.06 | calls 0.03 | women 0.08
war 0.04 | player 0.05 | liked 0.06 | driving 0.02 | woman 0.07
text 0.03 | hear 0.05 | enjoyed 0.05 | jane 0.01 | ring 0.06
middle 0.03 | voice 0.03 | movies 0.04 | reaction 0.01 | men 0.06
caused 0.03 | heard 0.03 | watching 0.03 | sister 0.01 | update 0.05
mobile 0.02 | pedal 0.02 | horror 0.02 | breast 0.01 | satisfied 0.04
state 0.02 | fan 0.02 | plain 0.02 | inch 0.01 | finds 0.02
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