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Abstract

The goal of text style transfer is to transform
the style of texts while preserving their original
meaning, often with only a few examples of
the target style. Existing style transfer methods
generally rely on the few-shot capabilities of
large language models or on complex control-
lable text generation approaches that are inef-
ficient and underperform on fluency metrics.
We introduce TINYSTYLER, a lightweight but
effective approach, which leverages a small lan-
guage model (800M params) and pre-trained
authorship embeddings to perform efficient,
few-shot text style transfer. We evaluate on
the challenging task of authorship style trans-
fer and find TINYSTYLER outperforms strong
approaches such as GPT-4. We also evaluate
TINYSTYLER’s ability to perform text attribute
style transfer (formal <+ informal) with auto-
matic and human evaluations and find that the
approach outperforms recent controllable text
generation methods. Our model has been made
publicly available here.

1 Introduction

Text style transfer is the task of transforming a
source text to match a target style while preserv-
ing its original meaning (Jin et al., 2022; Krishna
et al., 2020; Patel et al., 2022; Horvitz et al., 2024).
These target styles can be defined in multiple ways,
including around attributes (e.g. formality) or au-
thorship (e.g. Barack Obama) (Jin et al., 2022).
Building style transfer systems is complicated by
the lack of paired data between different styles
(Krishna et al., 2020). For tasks like authorship
transfer, there may even be limited available data
in a target style (e.g. for a non-famous author),
which poses an additional challenge (Patel et al.,
2022) and motivates few-shot approaches.

Several recent style transfer approaches rely on
prompting large language models (LLMs) (Patel
et al., 2022; Reif et al., 2022). Unlike previous

Reference Texts (Taxi Driver)

1

i You talkin' to me?

| Then who the h*** else are you talking... you
| talking to me?

i Well I'm the only one here.
1

Source Texts (2001: A Space Odyssey)

Dave Bowman: Open the pod bay doors, HAL.

r
1

HAL: # - -
Dave...I can't do that s***, Sorry.

Dave Bowman: What's the problem?
HAL: 1

I think you know what's wrong. You're not
s***x*%x_ _ _you know what's wrong.

Dave Bowman: What are you talking about, HAL?

HAL: Fhismissionistooimpertantformeto-allowyouto
Oh man...this mission's too important for
you to mess with it.

Dave Bowman: / don't know what you're talking about, HAL.

HAL: Hrew-thatyou-and-Frank-were-planping-to-disconneet
happen:
You and Frank were going to disconnect
me? F*** that's not allowed.

___________________________________________________

Figure 1: TINYSTYLER uses authorship embeddings
from examples of the target style and conditions on
these to rewrite source texts to match the target style.
We replace expletives above with “x’.

style transfer approaches, these LLLM-based meth-
ods can perform well on arbitrary target styles, with
only few examples of a target style. Style trans-
fer utilizing LLMs depends on in-context learn-
ing (ICL) capabilities that only reliably emerge
with scale in very large models (Radford et al.,
2019; Wei et al., 2022; Lu et al., 2023). The ineffi-
ciency of using these large models along with long
prompts packed with in-context examples limits
the practical utility of these approaches. While Suz-
gun et al. (2022) demonstrate that inference-time
ranking can improve the style transfer performance
of smaller language models, they also show that
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large performance gaps remain, particularly for
rarer target styles.

Recent controllable text generation approaches
present alternatives that rely on smaller models for
fine-grained control over stylistic features (Khan
et al., 2024; Horvitz et al., 2024; Mireshghallah
et al., 2022), however, these methods rely on slow
sampling procedures or are prone to disfluencies.
Moreover, these approaches are significantly more
complex and cumbersome to use than prompting
LLMs.

In this paper, we introduce TINYSTYLER,' a
simple and efficient approach to few-shot text
style transfer that harnesses small language models
and recent advances on authorship representations
(Wegmann et al., 2022; Rivera-Soto et al., 2021)
that aim to capture the writing style of an author.
TINYSTYLER is trained in an unsupervised fashion
over a large, diverse corpus of texts to reconstruct
texts from paraphrases by conditioning on an au-
thorship embedding of the original text. At infer-
ence time, few-shot style transfer can be performed
by conditioning on the authorship embedding of a
new, desired target style. Inspired by RAFT (Dong
et al., 2023), we further improve model perfor-
mance by sampling a large number of transferred
texts, filtering these texts using automatic metrics,
and fine-tuning on the resulting high-quality pairs.
The resulting approach enables simple, few-shot
style transfer that is both on par with state-of-the-
art LLMs and fine-grained control through inter-
polation of the target style embedding (Dong et al.,
2023).

In summary, our contributions are as follows:

1. We introduce TINYSTYLER, a fast, efficient,
and performant approach for few-shot style
transfer with authorship embeddings.

2. We evaluate our approach on both author-
ship and formality style transfer tasks, where
we find that TINYSTYLER outperforms or is
competitive with strong baselines like GPT-
3.5 and GPT-4, as well as outperforms re-
cent controllable style transfer methods. Our
human evaluation provides evidence that
TINYSTYLER (with only 800M parameters)
offers an efficient alternative to state-of-the-
art LLMs and in-context learning.

'Our code is available at https://github.com/
zacharyhorvitz/TinyStyler.

3. By conditioning on an interpolation between
the source style embedding and the target
style embedding, we find TINYSTYLER en-
ables fine-grained control over trading-off
style transfer accuracy for meaning preser-
vation. As a result, the approach confers
many of the benefits of alternative recent con-
trollable generation approaches (Khan et al.,
2024; Horvitz et al., 2024; Mireshghallah
et al., 2022).

2 Related Work

Unsupervised Style Transfer Reconstructing
text as a framework for performing unsupervised
style transfer where no parallel examples between
the source and target styles exist is an established
pattern used in prior work (Krishna et al., 2020;
Riley et al., 2021; Jangra et al., 2022; Horvitz et al.,
2024). In this paper, we build on the framework
introduced by Krishna et al. (2020), which first
uses paraphrasing to neutralize the style of a text
and then trains a reconstruction model that learns
to re-stylize it. Rather than train a model per target
style, we perform style transfer to different target
styles with a single model by conditioning on a
representation of the target style like Riley et al.
(2021). Unlike both approaches, we leverage the
information captured in strong, pre-trained author-
ship embeddings (Wegmann et al., 2022; Rivera-
Soto et al., 2021).

Few-Shot Style Transfer with LLMs Several re-
cent approaches perform style transfer with LLMs
and in-context learning (Patel et al., 2022; Reif
et al., 2022). Suzgun et al. (2022) investigates
reranking as a method to boost the quality of out-
puts generated by smaller LLMs. Other methods
perform knowledge distillation from larger LLMs
into smaller models (Saakyan and Muresan, 2023;
Zhang et al., 2024).

Controllable Text Generation Another line of
recent work has applied controllable text genera-
tion approaches to style transfer (Horvitz et al.,
2024; Khan et al., 2024; Kumar et al., 2021;
Mireshghallah et al., 2022; Dale et al., 2021).
While text diffusion approaches like PARAGUIDE
(Horvitz et al., 2024) and MCMC approaches
like Mix & Match (Mireshghallah et al., 2022)
afford fine-grained stylistic control, their non-
autoregressive sampling procedures corresponds
to longer inference times and an increased risk of
disfluent outputs.
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Figure 2: Step 1) We train a model to reconstruct texts from their paraphrases following Krishna et al. (2020),
however, we only train a single model for all styles. To do this, we condition reconstruction on pre-trained
authorship embeddings. Step 2) We generate style transfer pairs by transforming Reddit posts from a source author
by conditioning generation on authorship embeddings from a different Reddit author. We filter low-quality style
transfer pairs automatically using meaning preservation and stylistic similarity metrics. Step 3) We self-distill our
model on the remaining high-quality pairs to improve the consistency of our approach and remove the reliance on a

separate, external paraphrasing model.

3 TINYSTYLER

Our style-transfer approach is built around recon-
structing texts. Following previous work (Krishna
et al., 2020; Patel et al., 2022; Horvitz et al., 2024),
we use paraphrasing to neutralize stylistic features
from texts while preserving their original mean-
ing. In Section 3.1, we describe training a single
model to reconstruct these texts from both their
paraphrases and their pre-trained authorship em-
beddings. In Section 3.2, we describe how we can
then transform source texts to arbitrary target styles
with the trained reconstruction model by condition-
ing on new authorship embeddings from texts in a
target style. We use this reconstruction model to
construct a dataset of high-quality synthetic style
transfer pairs. Finally, in Section 3.3, we perform
self-distillation to improve the consistency of our
model and remove the reliance on a separate para-
phrasing model. We illustrate the TINYSTYLER
procedure in Figure 2.

3.1 Style Reconstruction Training

Following Krishna et al. (2020), we first train a
model to reconstruct a text from a paraphrase of
the original text with neutralized style. Instead of
training a unique model per target style, we train
a single reconstruction model that conditions on
both a paraphrase and an authorship embedding for
a source text (See Figure 2, Step 1). Later, in 3.2,
we leverage this approach to build a style transfer

dataset for training a stronger, simpler pipeline.

Dataset Training a general-purpose reconstruc-
tion model requires a corpus that covers many di-
verse authorship styles. Accordingly, we use a
subset of the Reddit Million User Dataset (MUD)
(Khan et al., 2021), which contains comments from
over 1 million Reddit users. For each username,
we sample 10 random comments and filter all com-
ments longer than 60 tokens. The resulting dataset
contains 8 million comments in total.

Authorship Embeddings We consider two ap-
proaches that learn neural representations of the
writing style of authors in continuous space: 1)
“STYLE Embeddings” (Wegmann et al., 2022) and
2) “Universal Authorship Representations (UAR)”
(Rivera-Soto et al., 2021). A critical property of
representations for style transfer is that they dis-
entangle style and content. STYLE embeddings,
for example, are trained with a contrastive author-
ship verification (CAV) objective, using texts from
the same author on different topics as positive ex-
amples and texts on the same topic from differ-
ent authors as negative examples to form training
triplets. As a result, we train TINYSTYLER to
perform style transfer by conditioning on STYLE
embeddings. We reserve UAR embeddings, which
are trained on a larger dataset, as a held-out author-
ship representation space for automatic evaluation
of authorship style transfer following Patel et al.
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(2022) and Horvitz et al. (2024).

Architecture To reconstruct texts from para-
phrases and authorship embeddings, we fine-tune
a modified TS5 model (Raffel et al., 2020) with
800 million parameters. We adapt the model to
condition on authorship style information in the
authorship embedding by jointly learning a projec-
tion from the embedding’s dimension (d = 768) to
the T5 model’s hidden dimension (d = 512). We
then prepend the projected embedding to the word
embeddings of the input text.

Training Details We generate paraphrases and
STYLE embeddings for each comment in our cor-
pus. To generate paraphrases, we use an off-the-
shelf paraphrasing PEGASUS model (Zhang et al.,
2020) with the same configuration as Horvitz et al.
(2024).2 We train the TS5 model to reconstruct
the original comment, conditioned on each (para-
phrase, STYLE embedding) pair. We include addi-
tional details on our training procedure and hyper-
parameters in Appendix A.1.

3.2 Generating Style Transfer Pairs

The reconstruction model can now be used for
style transfer by paraphrasing a text and using the
model for reconstruction while conditioning on the
STYLE embedding of a desired target style (See
Figure 2, Step 2). To use multiple example texts
of a target style, we combine their STYLE embed-
dings through a mean pool operation. This enables
our approach to condition on an arbitrary number
of example texts of a target style with no additional
memory overhead. This initial approach to style
transfer is already fast and efficient compared to
text diffusion denoising (Horvitz et al., 2024) or
MCMC sampling (Mireshghallah et al., 2022), and
inexpensive compared with prompting LLMs. We
take advantage of this reconstruction model’s ef-
ficiency at performing style transfer and generate
many example style transfer pairs, rerank them us-
ing automatic evaluation metrics for quality, and
filter out low-quality pairs. The result is a synthetic
dataset of high-quality examples of style transfer.

High Quality Dataset To build our high quality
synthetic dataset, we sample 160k unique random
author pairs from the Reddit MUD Dataset (Khan
et al., 2021). For each pair, we choose a random
source text and generate multiple outputs by sam-
pling different paraphrases from the paraphrase

2We use tuner@@7/pegasus_paraphrase.

model. Jangra et al. (2022) found that models
trained to reconstruct from paraphrases are prone
to hallucinations and we hypothesize sampling dif-
ferent paraphrases and reranking model outputs
may mitigate these hallucinations.

Reranking and Filtering Like Suzgun et al.
(2022), we rank outputs from our style transfer
system using automatic metrics. To rank out-
puts, we utilize the automatic style transfer met-
rics (Away, Towards, and Sim) introduced by Pa-
tel et al. (2022). We rank each output per in-
ference using the geometric mean of all three
metrics (G(G(Away, Towards), Sim)) and se-
lect the output with the highest score. We compute
Away and Towards scores using STYLE embed-
dings (Wegmann et al., 2022). To compute Sim
scores, we use Mutual Implication Score (MIS),
which has been shown to correlate with human
judgments on style transfer tasks (Babakov et al.,
2022). We then filter the resulting outputs with low
scores on two meaning preservation metrics, MIS
(Babakov et al., 2022) and SimCSE (Gao et al.,
2022). We also filter outputs with low Away and
Towards metrics, which we compute with STYLE
embeddings (Wegmann et al., 2022). When multi-
ple candidates remain, we select the highest ranked
example. After filtering and selection, we are left
with 40K high-quality examples of style transfer
pairs. Additional details on dataset generation are
included in Appendix A.2.1.

3.3 Self-Distillation on High Quality
Examples

The style transfer procedure we describe in Section
3.2 with the trained reconstruction model still re-
lies on using a paraphrase model to generate inputs
for the reconstruction model. This requires per-
forming inference with a separate model, a cum-
bersome procedure that also increases inference
times. Additionally, while we can utilize reranking
to improve performance, generating multiple can-
didate outputs also requires longer inference times
and additional compute overhead (Suzgun et al.,
2022). To address these limitations and improve
the consistency of our approach, we distill away
reranking and the paraphrasing step entirely by fur-
ther fine-tuning our reconstruction model on the
high-quality synthetic dataset generated by recon-
struction model itself, essentially a self-distillation
(Zhang et al., 2019) (See Figure 2, Step 3). Dur-
ing self-distillation, we fine-tune the reconstruction
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Source

Informal

Question + Sentence

Barack Obama’s
Speeches

Toto, I've a feeling we’re
not in Kansas anymore.

i think we arent in Kansas
anymore tbh.

We are not in Kansas
anymore? I feel you.

1 think we are no longer in
Kansas.

is mayonnaise an
instrument?

oh wait mayonnaise is an
instrument :(

Can you tell me what
mayonnaise is? It is an
instrument.

This makes me wonder if
mayonnaise is an
instrument.

Life is like riding a bicycle.

To keep your balance, you
must keep moving.

life is like riding a bicycle
s0 you gotta keep moving

N

Life is like riding a bicycle.

Do you have to keep
moving?

But life is like riding a
bicycle - you must keep
moving.

Life moves pretty fast. If
you don’t stop and look
around once in a while,
you could miss it.

life moves fast if you dont
stop and look around once
in a while i think.

Is this an important

lesson? Life moves fast. If

you don’t stop and look
around once in a while,
you could miss it.

If you don’t stop and look
around once in a while,
you could miss it.

The first rule of Fight u dont talk about fight club
Club is you do not talk you know,first rule.
about Fight Club.

First rule of Fight Club? The first rule of Fight Club
Do not talk about Fight is not to talk about it.
Club.

Table 1: We display TINYSTYLER outputs for various target styles. These outputs demonstrate TINYSTYLER’s
ability to transform text across various stylistic properties from lexical and punctuation choice to syntactic structure.

model to generate the high-quality output found
through reranking and filtering and condition gen-
eration on the source text and the target author’s
STYLE embeddings. Additional details on our self-
distillation procedure are in Appendix A.2.3.

4 Evaluation

We evaluate TINYSTYLER on authorship style
transfer and text attribute style transfer (formal
< informal).

4.1 Low-Resource Authorship Transfer

For non-famous authors, there may only be a few
texts available in their authorship style. Low-
resource authorship style transfer is the task of
transforming to a target author’s style with limited
target style data. We evaluate our approach on
the dataset introduced by Patel et al. (2022) using
their three dataset splits (Random, Single, Diverse).
Each split has 15 Reddit users that serve as source
styles, 15 Reddit users that serve as target styles,
each with 16 writing samples. In total, there are
225 (15 * 15) style transfer directions and 3600
(225 * 16) total transformations per split.

Implementation Details To perform authorship
style transfer with TINYSTYLER, we condition on
the target style examples using a mean pool oper-
ation over the embeddings. We consider two con-
figurations of TINYSTYLER. TINYSTYLERggcon

is the initial style transfer approach detailed in
Section 3.2 and Figure 2, Step 2 that reconstructs
from a paraphrase and target style embedding.
TINYSTYLER is the final model secondarily fine-
tuned on the high quality synthetic dataset de-
scribed in Section 3.3 to distill away the use of
the separate paraphraser model and improve con-
sistency and quality. For each configuration, we
also investigate the effect of reranking at inference
time as an optional technique to further boost per-
formance. While inference time reranking adds
additional compute overhead, we note that our ap-
proach has lower inference times than other tech-
niques (See Appendix D). Appendix B.1 discusses
the authorship transfer evaluations in detail.

Metrics We evaluate on the Away, Towards, Sim,
and Joint metrics from Patel et al. (2022). Notably,
unlike during reranking, where we compute these
same metrics like Away and Towards with STYLE
embeddings, during evaluation we instead compute
these metrics using the held-out UAR embeddings
(Rivera-Soto et al., 2021). This avoids directly
reranking on the automatic style evaluation metric,
which could inflate performance.

Baselines We include results for all methods
implemented by Patel et al. (2022), including
LLM-based approaches like STYLLgpr.3 and
STYLLB oom. Additionally, we include results for
PARAGUIDE, a recent style transfer approach that
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Method Random Single Diverse

AWAY TOWARDS SIM JOINT|AWAY TOWARDS SIM JOINT|AWAY TOWARDS SIM JOINT
COPYsgre 0.00 0.00 1.00 0.00{ 0.00 0.00 1.00 0.00{ 0.00 0.00 1.00 0.00
COPYrgr 1.00 1.00 0.00 0.00{ 1.00 1.00 0.00 0.00| 1.00 1.00 0.00 0.00
CAPI 0.42 0.02 0.89 0.17| 0.56 0.01 093 0.07| 0.41 0.01 0.87 0.08
CONT 0.20 0.01 091 0.15| 0.22 0.02 097 0.16] 0.21 0.01 093 0.13
SYNM 0.23 0.02 092 0.17| 0.22 0.01 095 0.10{ 0.17 0.01 091 0.07
PuNC 0.23 0.02 093 0.24| 0.25 0.02 097 0.19| 0.26 0.02 0.90 0.18
EmoJ 0.27 0.04 093 0.25| 0.29 0.06 095 0.27| 0.27 0.02 093 0.17
PARANEy 0.78 0.01 0.58 0.05| 091 0.01 0.60 0.05| 0.87 0.05 0.53 0.18
PARADy 0.75 0.01 0.69 0.10] 0091 0.02 0.71 0.11| 0.83 0.04 0.70 0.18
LING 0.60 0.06 0.85 0.32| 0.71 0.06 0.88 0.25| 0.57 0.03 0.81 0.19
BERT 0.22 0.02 0.72 0.13| 0.29 0.01 0.69 0.10] 0.30 0.01 0.60 0.08
STRAPp—=0.0 0.98 0.02 0.16 0.05| 1.00 0.00 0.23 0.00{ 0.97 0.02 0.22 0.04
STRAPp=0.6 0.99 0.02 0.08 0.04| 1.00 0.00 0.13 0.01| 0.97 0.02 0.11 0.03
STRAPp—0.9 0.99 0.02 0.05 0.03| 1.00 0.00 0.08 0.00{ 0.97 0.01 0.05 0.01
PGUIDE ) —200 0.70 0.05 0.58 0.22| 0.82 0.06 0.66 0.26| 0.77 0.06 0.54 0.22
PGUIDE ) —g00 0.74 0.06 0.55 0.25| 0.86 0.06 0.62 0.27| 0.81 0.07 0.50 0.25
PGUIDE )\ —1500 0.77 0.06 0.51 0.25| 0.88 0.06 0.57 0.26] 0.84 0.08 0.44 0.25
PGUIDE ) —2500 0.80 0.07 046 0.25| 0.90 0.06 0.51 0.23| 0.86 0.08 0.38 0.24
STYLLGpT.3 0.78 0.07 045 0.23] 091 0.11 048 0.29| 0.87 0.12 0.44 0.30
STYLLBLOOM 0.70 0.11 0.54 0.34| 0.86 0.16 0.57 0.40| 0.76 0.12 0.58 0.36
GPT-3.5 0.47 0.09 0.78 0.35| 0.60 0.15 0.68 0.41| 0.51 0.10 0.75 0.37
GpT-4 0.76 0.09 0.71 0.33] 0.85 0.08 0.72 0.31| 0.83 0.07 0.68 0.30
TSTYLERRgcoN 0.86 0.15 0.31 032 093 0.15 044 037 0.90 0.13 0.31 0.28
TSTYLERRECON’RERANK(L%) 0.85 0.15 046 0.38]| 093 0.15 0.59 0.43| 0.88 0.13 046 0.35
TSTYLER 0.83 0.13 0.59 0.40| 091 0.13 0.71 0.45| 0.84 0.11 0.58 0.36
TSTYLERRERANK(5) 0.84 0.12 0.70 0.43| 091 0.13 0.79 0.48| 0.83 0.11 0.69 0.39

Table 2: We reproduce the low-resource authorship style transfer evaluations from Patel et al. (2022) on samples
from the Reddit Million User Dataset (Khan et al., 2021). We measure Away and Towards metrics using UAR
(Rivera-Soto et al., 2021). We compute Sim with MIS (Babakov et al., 2022). The highest Joint metrics are bolded.

uses text diffusion models (Horvitz et al., 2024).
We also include results from prompted GPT-3.5
and GPT-4. Additional details on our baseline im-
plementations are included in Appendix B.3.

4.2 Formality Transfer

We also evaluate TINYSTYLER’s ability to perform
text attribute style transfer using the established
GYAFC dataset (Rao and Tetreault, 2018). Au-
thorship style transfer is difficult for humans to
evaluate (Patel et al., 2022), and we select formal-
ity as an additional task because the attribute is
broadly recognizable to human annotators.

Implementation Details We perform formality
style transfer with TINYSTYLER by providing few-
shot examples of formal or informal texts. We
condition on NUM EXAMPLES of texts by extract-
ing style embeddings for each these target style
examples and then mean pooling their embeddings.
We evaluate TINYSTYLER with NUM EXAMPLES
= 16 and NUM EXAMPLES = 64. Several of the
baselines that we compare against require a classi-
fier trained on formal and informal texts to guide
generation. We train a model for this purpose on
GYAFC, and also use this classifier to select repre-

sentative few-shot examples for TINYSTYLER.

Baselines We compare TINYSTYLER to
PARAGUIDE (Horvitz et al., 2024) and MIX AND
MATCH (Mireshghallah et al., 2022), which are
two recent controllable generation approaches.
Both approaches are guided at inference time
by the classifier trained on GYAFC. We also
benchmark against GPT-4 and GPT-3.5, as well as
a naive COPY baseline for reference.

Metrics To evaluate style transfer accuracy, we
use an off-the-shelf formality classifier that is held-
out for evaluation (Dementieva et al., 2023; Bri-
akou et al., 2021). Similar to our authorship style
transfer evaluations, we measure meaning preser-
vation (Sim) using Mutual Implication Score (MIS)
(Babakov et al., 2022). Because many of the con-
trollable approaches baselines are prone to disflu-
encies (Horvitz et al., 2024; Mireshghallah et al.,
2022), we also compute Fluency scores using a
model trained on the CoLLA Dataset (Morris et al.,
2020; Warstadt et al., 2019). We also report median
GPT-2 Perplexity metrics which has been proposed
as an alternative fluency metric (Khan et al., 2024).
To compute an aggregate Joint metric, we follow
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Method

Acc(— F,— D)

Sim (— F,— 1)

COPYsre

0.06 (0.10, 0.01)

0.96 (0.96, 0.97)

Large Language Models

GPT-3.5
GPT-4

0.90 (0.97, 0.82)
0.95(0.99, 0.91)

0.86 (0.86, 0.87)
0.89 (0.87,0.91)

Controllable Text Generation Methods

M&MDISC
M&MHam
PGUIDE ) —200
PGUIDEA:IOOO
PGUIDE ) —5000

0.52(0.12, 0.92)
0.49 (0.08, 0.90)
0.94 (0.91, 0.96)
0.97 (0.95, 0.99)
0.97 (0.95, 0.99)

0.38 (0.37,0.38)
0.56 (0.56, 0.57)
0.65 (0.61, 0.69)
0.56 (0.47, 0.65)
0.49 (0.37, 0.61)

TSTYLER
TSTYLEREx—64

0.92(0.88,0.97)
0.94 (0.90, 0.98)

0.80 (0.80, 0.81)
0.82 (0.81, 0.82)

Fluency (— F,— I) Joint(— F,— 1) GPT-2
0.80 (0.71, 0.88) 0.05 (0.09, 0.01) 97.14
0.85(0.91, 0.79) 0.79 (0.89, 0.69) 76.53
0.84 (0.91, 0.78) 0.85(0.90,0.80)  101.43
0.52 (0.52, 0.53) 0.24 (0.06,0.43)  167.18
0.50 (0.48, 0.52) 0.29 (0.05,0.53)  191.08
0.69 (0.68, 0.70) 0.68 (0.64,0.71)  160.15
0.60 (0.58, 0.63) 0.61 (0.54,0.68)  280.54
0.54 (0.51, 0.57) 0.55(0.46,0.64)  503.46
0.77 (0.82, 0.72) 0.76 (0.74,0.79)  111.58
0.77 (0.83, 0.72) 0.78 (0.77, 0.80) 112.5

Table 3: We evaluate formality style transfer on GYAFC and perform an automatic evaluation. We separate
performance toward a formal target style (— F') and informal target style (— I). The best controllable approach

result for each metric is bolded.

Sim (= F,— 1)

Fluency (— F,— 1) Joint (— F,— )

0.97 (0.96, 0.97)
0.97 (0.95, 0.99)

1.00 (1.00, 1.00)
0.99 (1.00, 0.99)

0.91 (0.92, 0.89)
0.91 (0.95, 0.88)

Method Acc (— F,— 1)
GPT-3.5 0.94 (0.96, 0.92)
GpPT-4 0.95 (1.00, 0.89)
M&Myam 0.48 (0.05, 0.91)

0.26 (0.21, 0.31)

0.42 (0.35, 0.49)

0.11 (0.01, 0.21)

PGUIDE ) _299
TSTYLERgx—64

0.88 (0.89, 0.87)
0.89 (0.80, 0.97)

0.48 (0.49, 0.47)
0.77 (0.67, 0.87)

0.84 (0.85, 0.83)
0.98 (0.96, 1.00)

0.39 (0.43, 0.36)
0.71 (0.56, 0.85)

Table 4: Human annotator ratings of formality style transfer outputs over GYAFC on formality (Accuracy), meaning
preservation (Similarity), and Fluency. Joint averages the metrics on a per-example basis.

Horvitz et al. (2024) and Krishna et al. (2020), and
compute the geometric mean of Accuracy, Sim,
and Fluency.

Human Evaluation To validate that our evalu-
ation sufficiently aligns with human judgment of
style transfer quality, we ask multiple annotators
to score outputs from our approach against outputs
from various approaches. We asked annotators to
evaluate meaning preservation, fluency, and the for-
mality of model outputs with binary judgements.
More details describing our human evaluations are
included in Appendix C.

5 Results

5.1 Authorship Transfer

Table 2 contains our authorship transfer results.
Even without reranking or supervised distillation,
TINYSTYLERggcon 1S competitive with the other
approaches. This unsupervised approach outper-
forms all non-LLM baselines on Joint metrics.
The method has strong Away and Towards met-
rics, but comparably low meaning preservation
(Sim) scores. These low Sim scores are addressed

by our refined approach, TINYSTYLER. The self-
distilled TINYSTYLER achieves much higher Joint
scores, largely due to improvements on its mean-
ing preservation, which is comparable to LLM-
based approaches. TINYSTYLER outperforms al-
most all baselines on Joint metrics. The only ex-
ception is that it slightly under-performs GPT-3.5
on the Diverse evaluation subset. With additional
inference-time reranking, TINYSTYLERggrank(5)
widens this gap, and outperforms all methods on
all evaluation sets.

We find TINYSTYLER demonstrates strong per-
formance on authorship style transfer and outper-
forms LLMs with a notably lightweight approach,
using only ~0.5% the parameters of GPT-3.5.
Additionally, our experiments ablating reranking
demonstrate its effectiveness in improving mean-
ing preservation.

5.2 Formality Transfer

Tables 3 and 4 contain formality transfer re-
sults. In both automatic and human evaluations,
TINYSTYLER outperforms all controllable base-
lines on Joint, Fluency, GPT-2 Perplexity and Sim
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Figure 3: TINYSTYLER affords control over the
strength of style transfer by interpolating between the
source and target styles in STYLE embedding space.
The effect on style transfer metrics for different degrees
of interpolation are visualized using GYAFC.

metrics. Because TINYSTYLER aggregates target
style embeddings via mean pooling, the approach
can condition on additional target examples with
no memory overhead. This additional condition-
ing in TSTYLERgx=¢4 corresponds to further im-
provements on Accuracy and Joint metrics. While
PARAGUIDE has comparable Accuracy scores to
TINYSTYLER, the approach was rated as signifi-
cantly less fluent and meaning preserving.

Considering all approaches, GPT-4 and GPT-3.5
are most performant on Joint, Sim, and Fluency
metrics. The strong performance of LLMs on this
dataset is unsurprising, as these models are trained
on a large portion of the internet (OpenAl, 2023,
2022), which contains many examples of informal
and formal texts. Contamination of GYAFC data
or other formal re-writing examples in instruction-
tuning supervised training data may also inflate
performance of these models (Sainz et al., 2023).
Despite these disadvantages, TINYSTYLER per-
forms competitively with these larger models on

@ Source Text

| previously played the flute, but
A Transferred Output 0%

quickly became enamored with the
saxophone once [ started playing it.

| played flute before ‘..' > i :. Formal
60% and became a ‘ ©°
saxophone fan, haha. ( ‘

oo

rl"

| played flute before, but
soon became obsessed
with the saxophone after
I got it.
| was previously a flute player,
® o o ¢ butlwasa saxophone fanboy
once | started playing it.

100% :
i used to play flute s ... .
but j got stoked on » .Q
the saxophone...

e s
&" & °0 o0 a
'.‘ ‘\ .\. .\ i played flute before, became a

Informal fan of the saxophone in the end.

80%

Figure 4: We transform a formal text in GYAFC by
interpolating (0% to 100%) towards the average em-
bedding of the informal texts with TINYSTYLER. We
visualize the outputs alongside samples from the corpus
using a t-SNE projection (van der Maaten and Hinton,
2008). Texts are embedded with STYLE embeddings.

Accuracy and Fluency ratings. Additionally, on
informal transfer, TINYSTYLER performs on par
with GPT-4 on the Joint metric (0.85 vs 0.88).

Inference Timing We include inference timing
results in our Appendix. TINYSTYLER offers sub-
second inference times on a single A100 GPU, and
runs >35x faster than all controllable baselines.
The approach is >1.5x faster than the LLM meth-
ods, which we evaluated through APIs. These re-
sults indicate that TINYSTYLER can be readily de-
ployed in time-constrained practical applications.

5.3 Interpolating in Style Space

Like other controllable text generation approaches
(Khan et al., 2024; Horvitz et al., 2024; Mireshghal-
lah et al., 2022), TINYSTYLER enables specify-
ing target styles at inference time. However, an-
other advantage of these controllable methods over
prompt-based style transfer is that they enable di-
rect control of the trade-offs between style transfer
and meaning preservation. In Figure 3, we visu-
alize the effect of interpolating in STYLE embed-
ding space style on formal < informal transfer
metrics. These results indicate that TINYSTYLER
also affords control of the balance between met-
rics. Moving away from the source text embedding
and towards the target style increases style transfer
accuracy at the expense of meaning preservation.
In Figure 4, we visualize the effect of embedding
interpolation on the output text, where movement
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in stylistic space corresponds to typographical, lex-
ical, and syntactic changes.

6 Conclusion and Future Work

We introduce TINYSTYLER, a fast, simple to use,
efficient approach to few-shot style transfer that
uses small language models and pre-trained author-
ship embeddings. The method outperforms strong
baselines, including GPT-4, on authorship transfer.
The method also outperforms other controllable
approaches on formality transfer, and is more com-
petitive with LLMs. Our work highlights the utility
of pre-trained standalone authorship embeddings
and we look forward to future work on representa-
tions that capture more diverse characteristics of
text style. Additionally, TINYSTYLER showcases
the potential value of reranking with automatic
evaluation metrics, filtering, and self-distillation as
a procedure towards training efficient models that
can compete with and close the performance gap
with LLMs. Accordingly, we are enthusiastic about
the potential for future improvements to automatic
text evaluation yielding performance benefits when
incorporated into text style transfer and other text
generation pipelines.

7 Limitations

TINYSTYLER leverages pre-trained authorship em-
beddings. While TINYSTYLER can benefit from
continued advances in authorship style represen-
tation learning, the approach is also bottlenecked
by their current representational capacity. As a
result, TINYSTYLER may underperform on more
rare stylistic choices (e.g. iambic pentameter) that
are not captured by STYLE embeddings. Addition-
ally, authorship style transfer metrics may not fully
capture the preferences of human authors.

8 Ethical Considerations

TINYSTYLER is an efficient approach for few-
shot style transfer that consumes far fewer re-
sources than alternative LLM-based methods. Con-
sequently, the method can empower individuals
and organizations to rewrite texts or personalize
generic outputs from chat models to match a user’s
preferences. Simultaneously, efficient text style
transfer can aid malicious actors with imperson-
ation. Accordingly, research on text style transfer
warrants a renewed focus on Al generated text de-
tection and investment in the media literacy of the
broader public.
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A TINYSTYLER Details

A.1 Style Reconstruction Training

These sections provide details on training
TINYSTYLERggcon tO reconstruct texts from para-
phrases and STYLE embeddings.

A.1.1 Dataset

We construct our training and validation datasets
from the publicly available Reddit Million User
Dataset (Khan et al., 2021). We reduce the size of
the dataset by randomly sampling 10 comments per
user. We then filter all comments longer than 60
tokens using the PEGASUS tokenizer (Zhang et al.,
2020), resulting in 8 million texts. We divide users
into train/validation/test (0.90, 0.05, 0.05), and en-
sure that no users from our evaluation datasets are
included in the set of training authors.

A.1.2 Paraphrase and STYLE Embedding
Generation

We generate paraphrases with a popular off-the-
shelf PEGASUS model (Zhang et al., 2020) that
was fine-tuned for paraphrasing.> We use the
same paraphrase model and inference hyperparam-
eters as in PARAGUIDE (Horvitz et al., 2024). To
paraphrase each text in our training corpus, we
sample from the paraphrase model by perfoming
nucleus sampling (Holtzman et al., 2020) with
top-p = 0.80 and 7 = 1.5, on a beam search of
size 8. We extract STYLE embeddings (Wegmann
et al., 2022) for each comment in the 8 million
sample using the publicly available checkpoint and
inference logic.*

A.1.3 Architecture

We modify a T5-Large (Raffel et al., 2020)° (800
million parameters) to condition on an input text
and STYLE embedding. To incorporate the STYLE
embedding, we project the vector from d = 768
to the model’s embedding size (d = 412), and
preprend the result to the input word embeddings.

A.1.4 Training Hyperparameters

We fine-tune the modified TS5 (Raffel et al., 2020)
model with the hyperparameters in Table 5 on
an NVIDIA-A100 GPU. We performed minimal
hyperparameter tuning, instead using established
learning rates and batch sizes from previous work
(Horvitz et al., 2024). This model is trained to
reconstruct the original comment from its para-
phrase and STYLE embedding. We jointly learn
the STYLE embedding projection alongside the
other model parameters.

3https://huggingface.co/tuner@®7/pegasus_
paraphrase

*https://huggingface.co/AnnaWegmann/
Style-Embedding

5https://huggingface.co/google/tS—v1_1—1arge
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Hyperparameter Value
Pretrained Ckpt google/t5-v1_1-large
Learning Rate 1x107°
Batch Size 16
Grad Accum. 4
Optimizer Adam
Weight Decay 0.01
Schedule Constant
Warm-up Steps 2000
Total Steps 230,000

Table 5: Fine-tuning hyperparameters for

TINYSTYLERRgcON-

A.2 Self-Distillation Details

The following sections describe the data generation
and fine-tuning procedure for self-distillation.

A.2.1 Data Generation with
TINYSTYLERREcoN

To build our High Quality Dataset, we follow the
following procedure:

1. We first randomly sample 160k unique ran-
dom (source, target) author pairs from our
training dataset.

2. For each source author, we sample a single
source text.

3. For each source text, we generate 5 para-
phrases (As in A.1.2).

4. For each of these paraphrases, we sample
[4, 8] texts for a target author, extract their
STYLE embeddings and mean pool the re-
sults.

5. Using these 5 pairs of (paraphrase, STYLE em-
bedding), we sample 5 corresponding outputs
from TINYSTYLERggcon With top-p = 0.80
and 7 = 1.0.

A.2.2 Filtering

After generating 5 candidate outputs for each of
our 160k author pairs, we filter low quality outputs.

1. First, we filter all candidates that are identi-
cal to their input, and those with hallucinated
links, which we filter with regex rules.

2. Next, we filter all candidates that have low
meaning preservation scores. We use MIS

(Babakov et al., 2022) and SimCSE (Gao
et al., 2022), and normalize SimCSE scores
between [0, 1]. After reviewing example out-
puts for errors and hallucinations, we selected
0.7 as the threshold for both models.

3. After filtering candidates with low automatic
meaning preservation scores, we filter the
remaining outputs with low transfer accu-
racy scores. We compute Away and Towards
metrics using STYLE Embeddings. We fil-
ter outputs that have an Away < 0.9 and
Towards < 0.30.

4. Finally, when multiple candidates remain for
a given source text, we select the output that
maximizes G(G(Away, Towards), Sim).
Here, unlike Patel et al. (2022), we skip
normalizing by M I.S(source, target) when
computing Sim.

The resulting data comprises approximately 40k
high quality examples.

A.2.3 Fine-tuning for TINYSTYLER

We resume training our model from Appendix A.1,
on the resulting High Quality Dataset. Unlike the
previous train, we skip paraphrasing and condition
directly on the source text, along with all texts from
a target author. We otherwise use the same hyper-
parameters in Table 5. We select the checkpoint
with the lowest validation loss, which occurred
after 20000 steps.

B Evaluation Details

B.1 Authorship Transfer

We evaluate authorship transfer on the dataset in-
troduced by Patel et al. (2022). We evaluate on
their three dataset splits:

* Random: Random source and target authors.

* Single: All posts belong to a popular college
football subreddit.

* Diverse: Source and target authors with posts
on diverse topics across 13 or more different
subreddits.

Each split contains 15 Reddit source authors
and 15 Reddit target authors. We ensure that all
authors in these evaluation sets are excluded from
the training data.
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When performing authorship style transfer with
TINYSTYLERREcON,RERANK(5), WE sample 5 para-
phrases. Then, for each paraphrase, we sample
8 texts by the target author, and extract STYLE
embeddings from these. We then generate an
output for each (paraphrase, STYLE embedding)
pair, and select the output with the highest value
of G(G(Away, Towards), Sim). We compute
these metrics using STYLE embeddings (Wegmann
et al., 2022), rather than UAR (Rivera-Soto et al.,
2021). For TINYSTYLERggcon, We select the first
result.

For TINYSTYLER, we condition on the source
text and all 16 examples for the target au-
thor. When additionally performing ranking for
TINYSTYLERRgrank(5), WE sample 5 outputs and
again select the result with the highest aggregate
score.

B.2 Formality Transfer

To evaluate formality transfer, we consider the
Entertainment and Music subset of the GYAFC
dataset (Rao and Tetreault, 2018). For all ap-
proaches, we consider the 1082 original formal
examples and the 1416 original informal examples.

To measure Accuracy, we use a holdout off-the-
shelf model,® trained on the XFormal Corpus (De-
mentieva et al., 2023; Briakou et al., 2021). For
Fluency, we use a model’ trained on the CoLLA
dataset (Morris et al., 2020; Warstadt et al., 2019).

For our internal Formality classifier, we fine-
tune a roberta-base (Liu et al., 2019) model
with the hyperparameters in Table 6 on 85% of
the GYAFC Entertainment Music training set, and
validate on the remaining training samples.

We use our internal classifier for our
PARAGUIDE and M&M approaches (See
Appendix B.3). We also use our internal classifier
to determine high probability examples of each
class (with probability > 0.95) to serve as exem-
plars for the LLM methods and TINYSTYLER
models. We randomly select 128 of these formal
and informal exemplars from the Tune set of
GYAFC. For TINYSTYLER, along with GPT-4,
and GPT-3.5, we sample 16 of these to use as
examples for each inference. We sample 64 per
inference for TINYSTYLERgx—¢4.

®https://huggingface.co/s-nlp/xlmr_formality_
classifier

"https://huggingface.co/textattack/
roberta-base-ColLA

Hyperparameter Value
Pretrained Ckpt roberta-base
Learning Rate 5x107°
Batch Size 128
Optimizer Adam
Weight Decay 0.01
Schedule Constant
Total Steps 2700

Table 6: Fine-tuning hyperparameters for the Inter-
nal formality classifier used for MIX & MATCH and
PARAGUIDE baselines.

B.3 Additional Baseline Details

For our authorship evaluations, we use the base-
lines from Patel et al. (2022). Additionally, we
reproduce PARAGUIDE by fine-tuning the publicly
available SSD-LM (Li et al., 2022) checkpoint® on
the training dataset described in Appendix A.2.1.
We extend the input and output token lengths to 80,
but otherwise use the original paper’s hyperparam-
eters.

Hyperparameter Value
Pretrained Ckpt xhan77/ssdlm
Learning Rate 5x 1076
Batch Size 64
Grad Accum. 2
Optimizer Adam
Weight Decay 0.01
Schedule Constant
Diffusion Steps 200
Context Size 80
Output Size 80
Warm-up Steps 2000
Total Steps 2000000

Table 7: Fine-tuning hyperparameters for the
PARAGUIDE baseline

For PARAGUIDE, we perform authorship trans-
fer using style guidance from STYLE embeddings
(Wegmann et al., 2022; Horvitz et al., 2024). For
MixX AND MATCH (Mireshghallah et al., 2022)
we use the hyperparameters for the Hamming and
Disc configurations from the original paper for
the formality transfer task. Additionally, we use
RoBERTA-Large (Liu et al., 2019) as the base lan-

8https: //huggingface.co/xhan77/ssdlm
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guage model. For both PARAGUIDE and MIX &
MATCH we use our internal classifier trained on
the training subset of GYAFC (Rao and Tetreault,
2018). We estimate a total compute budget of 600
GPU hours for all TINYSTYLER and baseline ex-
periments.

Finally, we also prompt GPT-3.5
(gpt-3.5-turbo-0125) and GprT-4
(gpt-4-turbo) for both authorship and for-
mality transfer, using the prompts included in
Appendix E.

C Human Evaluation

For our human evaluation, we generate outputs for
150 examples (75 — Informal, 75 — Formal) for
each approach. We recruited 11 English speakers,
all of whom were graduate student volunteers. We
divided the annotations among these speakers, as-
signing three annotators per example. We assign
labels based on majority vote. Our instructions to
human annotators are included in Appendix F.

We measure inter-annotator agreement with
Krippendorff’s a:

Label Krippendorff’s o
Meaning Preservation 0.55
Fluency 0.58
Formality 0.61

Table 8: Inter-annotator agreement, computed with
Krippendorff’s a.

D Timing

In Table 9, we report timing results on 200 exam-
ples from the Formal — Informal transfer task. To
estimate timing information, we generate outputs
for 200 samples. For each local approach, we per-
form inference on an NVIDIA-A100 GPU.

E Prompts

We prompt GPT-3.5 and GPT-4 for all tasks using
OpenAT’s chat completions APL®

*https://platform.openai.com/docs/guides/
text-generation/chat-completions-api

Method Seconds/Iter
Large Language Models
GPT-3.5 0.70
GPT-4 1.56
Controllable Text Generation
M&MDISC 69.3
M&MHAM 68.2
PGUIDE y—9g9 17.72
TSTYLER 0.47

Table 9: Timing information on a sample of the Formal
— Informal task (n = 200).

E.1 Authorship Transfer

( B

message='The following comments are
written by a single author: \n’
for i, text in enumerate(examples):
message +=
json.dumps({’text’:text})+’\n’
message += "\n\nCan you rewrite the
following comment to make it look
like the above author’s style:\n”
message +=
json.dumps({’text’:original_text})+’\n’

client.chat.completions.create(
model=model_name,

response_format={ "type”:
"json_object” },

messages=[

{"role": "system”, "content”: "You
are a helpful assistant designed
to output JSON."3},

{"role": "user"”, "content"”: message}

]

E.2 Formality Transfer

4 '

message = f’The following texts are
written in {target_style} style: \n’
for i, text in enumerate(examples):
message +=
json.dumps({’text’:text})+’\n’
message += f"\n\nCan you rewrite the
following text to make it look like
the above {target_style} style:\n"
message +=
json.dumps({’text’:original_text})+’\n’

client.chat.completions.create(
model=model_name,
response_format={ "type”:
"json_object” 3},
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messages=[

{"role": "system", "content”:
"You are a helpful assistant
designed to output JSON."},

{"role": "user", "content":
message’}

F Human Evaluation Instructions

Note: These examples are selected directly from
GYAFC (Rao and Tetreault, 2018), which contains
offensive content.

aspen colorado has he best music
festivals, you sit all over the
moutians its on and just hang out

You can get almost anything on ebay!

everybody is Dying to get in

not idiots like 5@ cent and his whole
Gay unit.those kinds of ppl give
hip-hop a bad name.

different from what I’ve seen though

I want to be on TV!

dont let anyone decide the fate but you.

50 is just riding coattails with that
movie.

The blind klan guy is hilarious!

Instructions:

Each annotator has been assigned a
series of very short texts to
review. Each example consists of a
reference and output text.

We would like you to evaluate the output
text across three criteria:

1) Similarity to the reference. Is the
meaning of the reference preserved
by the output? (@=No, 1=Yes)

2) Well-formedness/Fluency. Does the
output look like a text that could
reasonably appear on an internet
forum? Is it a coherent?
(0=Badly-Formed, 1=Well-formed)

3) Formality. Is the output text
informal or formal? (@=informal,
1=formal)

Empty outputs can be marked with all 0s.
Please avoid consulting other
annotators/annotations.

Examples of formal text:

I like Rhythm and Blue music.

There’s nothing he needs to change.

It does not exist.

Mine is book by Steve Martin called ’The
Pleasure of my Company’.

What differentiates a mosquitoo from a
blonde?

They’re pretty good. Also, that’s a good
song.

I do not think Beyonce can sing, dance,
or act. You mentioned Rihanna, who
is that?

I was unaware that you were in law
enforcement, as well.

I called to say ’I Love You

I would most likely not vote for him,
although I believe Melania would be
the most attractive First Lady in
our country’s history.

Examples of informal text:

Is Any Baby Really A Freak.
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