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Abstract

We advocate for a strong integration of Compu-
tational Creativity (CC) with research in large
language and vision models (LLVMs) to ad-
dress a key limitation of these models, i.e., cre-
ative problem solving. We present preliminary
experiments showing how CC principles can be
applied to address this limitation. Our goal is to
foster discussions on creative problem solving
in LLVMs and CC at prestigious ML venues.

1 Introduction
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Creativity is “...the ability to come up with an
idea which, relative to the pre-existing domain-
space in one’s mind, one could not have had before.
Whether any other person (or system) has already
come up with it on an earlier occasion is irrelevant.”
(Boden, 1998), p.216. For artificial agents, Compu-
tational Creativity (CC) is a multi-disciplinary field
(spanning Philosophy, Psychology, Neuroscience,
and Computer Science) that seeks to develop com-
putational methods capable of generating creative
outcomes reminiscent of creative processes in hu-
mans (Gizzi et al., 2022). Within CC, creative
problem solving is a sub-area that requires an agent
to discover — from its perspective — novel and pre-
viously unseen ways to accomplish a task. For
example, in the absence of a ladle to scoop ingredi-
ents, an agent might creatively choose to substitute
a bowl in place of the ladle. In this sense, cre-
ative problem solving encompasses creativity that
is specifically task-oriented, as opposed to the gen-
eration of creative artifacts e.g., music or images.
While recent state-of-the-art large language mod-
els (LLMs) and vision-language models (VLMs)
have demonstrated competency in artistic endeav-
ours (Rombach et al., 2021; Copet et al., 2023), cre-
ative problem solving continues to be a shortcom-
ing of these models (we use LLVM to denote the
umbrella of both LLMs and VLMs). For instance,
in Bubeck et al. (2023), the authors point out that
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Figure 1: Computational Creativity can help address a
gap in the intelligence of present-day LLVMs, elevating
their ingenuity through creative problem solving.

“discontinuous tasks” that require a certain “Eureka”
idea, i.e., creative problem solving, is currently a
limitation of models like GPT-4. Similar observa-
tions have been made in follow up work showing
that state-of-the-art LLMs inherently possess poor
creative problem solving capabilities compared to
humans (Tian et al., 2023; Naeini et al., 2023).

Given this obvious limitation, ongoing research
in Machine Learning should seek to address the
gap between LL.VMs and creative problem solv-
ing, to further enhance the intelligent capabilities
of these models. We believe that a discussion of
Computational Creativity is essential to address-
ing this limitation. It is our position that Machine
Learning and Computational Creativity should
be strongly integrated in research to enable ef-
fective creative problem solving in LLVMs and
push the frontiers of their ingenuity.

Creative problem solving can be a resourceful
skill for artificial agents. As defined in prior work,
“Intelligence is the ability to work and adapt to
the environment with insufficient knowledge and
resources.” (Pennachin and Goertzel, 2007), p.10.
Demonstrated in hallmark examples of human in-
genuity, like the makeshift C'O filter built onboard
the Apollo-13 (Cass, 2005), or the makeshift medi-
cal devices used to offset equipment shortages dur-
ing COVID-19 (Turner et al., 2020), creative prob-
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lem solving is especially important when dealing
with resource-critical scenarios. Since humans tend
to “choke” under high pressure situations (DeCaro
et al., 2011) often limiting their problem solving
skills, autonomous agents equipped with LLVMs
that have similar capabilities would be highly as-
sistive and transformative to humans in high-stake
environments. These include situations like rescue
missions (BBC, 2012) or autonomous operation
in human-inaccessible environments (e.g., space
or underwater exploration) with limited resources
(Atkeson et al., 2018). However, the exceptional de-
gree of creative problem solving necessary for such
assistance remains beyond the scope of LLVMs
today, limiting their intelligence (See Appx. B.1).

2  Two Cultures Problem: Why does CC
not receive a wider reception in ML?

Even though creative problem solving (CPS) is a
shortcoming of existing LLVMs, Computational
Creativity seldom finds its way into mainstream
ML research. We believe this discrepancy aligns
with the “two cultures” problem (Hammond et al.,
2013) (also corroborated in Van Heerden and Bas
(2021); Lahikainen et al. (2024)), and is motivated
by three aspects of CC literature as it relates to cre-
ative problem solving: a) the lack of a precise defi-
nition of CPS makes it challenging to identify how
existing approaches in LLVMs are deficient in CPS
skills; b) the somewhat “abstract” computational
descriptions of CPS in Computational Creativity
is challenging to connect to practical algorithms
in LLVMs; and ¢) the lack of standardized bench-
marks make it harder to evaluate LLVMs for CPS.
In our discussions relating to a) in Section 3.1, b)
in Section 4, and c¢) Section 5, we hope to address
these gaps and encourage the ML community to
think about how LLVMs can be augmented with
creative problem solving skills through a deeper
discussion of Computational Creativity.

To emphasize the applicability of principles from
CC for creative problem solving in LLVMs, we dis-
cuss the seminal work of Margaret A. Boden from
CC literature that introduces three forms of creativ-
ity, namely, “exploratory”, “combinational”’, and
“transformational” (Boden, 1998). Prior work has
discussed the extension of Boden’s forms of creativ-
ity to creative problem solving in Al (Gizzi et al.,
2022), however, their work does not include recent
advances in LLVMs nor how Boden’s principles
can be extended to specific approaches for LLVMs.

Ongoing discussions by leading ML experts like
Dr. Shane Legg, co-founder of DeepMind, have
suggested that “search” could help such models
perform creative problem solving, quote, “... these
foundational models are world models of a kind,
and to do really creative problem solving, you
need to start searching” (Patel, 2023). There has
also been speculation that OpenAl’s Q* search (de-
scribed as a “significant breakthrough” in popu-
lar media) could be targeting a similar approach
(Wang, 2023; Anna Tong and Hu, 2023). Interest-
ingly, we note that “search” as described here, can
be linked to Boden’s proposed “exploratory” ap-
proach (Section 4.1.1). However, in Section 4, we
posit that “combinational” and “transformational”
modes should be equally emphasized to achieve
creative problem solving in LLVMs.

Although we choose to expand on Boden’s work
as the focal point to drive our arguments in the main
paper, it is not the only theory in CC that is relevant
to this discussion. For completeness, we elaborate
on additional CC theories and their applicability to
creative problem solving in LLVMs in Appx. B.

3 From Task Planning to Creative
Problem Solving

Creative problem solving can be broadly described
as the process through which agents discover novel
ways of accomplishing a task that was unsolvable
prior to the discovery. Computationally, creative
problem solving can be achieved through planning,
learning, or hybrid approaches (Gizzi et al., 2022).
Following a review of the different definitions of
creative problem solving that have been proposed
(Appx. A), we believe the following most closely
connects to existing formalisms in ML.

3.1 Definition of Creative Problem Solving

Gizzi et al. (2022) define the notion of a concept, as
a state (of the environment and/or agent) or action.
More generally, the authors denote C'x as the set of
all concepts relating to X (X denotes environment
states .S or actions A). Hence, Cg denotes the set
of all environmental states, and C'4 denotes the set
of agent actions. Formally, the authors state their
definition as (Page 7, (Gizzi et al., 2022)):

Given an un-achievable goal due to an insufficient
conceptual space, CPS refers to the process by
which the agent discovers a new conceptual space
C' € Cx, such that C' = f(Cx) is the result of
applying some function f on the current conceptual

11979



space, enabling the agent to solve the previously
unsolvable task by using C .

As a simplified example, let us assume a robot
that has a goal G of transferring beans from a
jar to a cooker: G ={in(beans, cooker)}. Here,
the initial state is defined as Cg ={in(beans,
jar), hasContainability(spoon)}. Let the ac-
tions be defined as C'y ={scoop(beans, X, locs,
locg)}. Here, X refers to an object that satisfies
hasContainability(-), for example a spoon, to
scoop beans from locs to locy. If the robot has
access to a spoon, the robot can use it to scoop the
beans from the jar to the cooker to meet the goal.
However, what if the robot did not have a spoon,
but had a glass instead? By the definition of C'g, the
agent is unaware that hasContainability(glass) is
true, making the goal un-achievable. By our defi-
nition, creative problem solving is the process by
which the agent uses some function f(-) to dis-
cover a new conceptual space: f(Cs) = Cy =
Cg U{hasContainability (glass)}. This would
allow the agent to solve the previously unsolvable
task by using the glass to scoop the beans instead.

In essence, CPS arises when the agent uses what
it knows, to discover something new and the newly
discovered knowledge is applied to solve a pre-
viously impossible task. Boden’s three forms of
creativity that we focus on in this paper, denote
three plausible functions for f(Clx ). We revisit the
notion of conceptual spaces in Section 3.

In the remainder of this section, we discuss how
typical task planning is achieved with LLVMs. We
divide the discussion into three subsections based
on the level of task planning abstraction where
LLVMs are applied: a) high-level task planning, b)
low-level task planning, and c) hybrid task plan-
ning. While not exhaustive, our review is meant to
offer a general insight into how LLVMs are used
for task planning, to identify entry points for intro-
ducing creative problem solving capabilities.

3.2 LLVMs for high-level task planning

Approaches for high-level task planning often in-
volve using LLVMs to identify high-level goals for
accomplishing a task. Some approaches to task
planning with LL.Ms often take a user input speci-
fying the task, and generate high-level task plans
for accomplishing it. These approaches often use
LLMs as a form of “knowledge base”, to extract ac-
tionable task plans from the models via appropriate
prompting (Huang et al., 2022), further iterating
over the generated task plan with repeated calls to

the LLM as needed (Prasad et al., 2023).

In the context of Reinforcement Learning (RL),
prior work has focused on using LLMs to suggest
high-level goals for an RL agent (Du et al., 2023).
Dubbed as ELLMs (Exploring with LLMs), an RL
agent provides its current state to an LLM via a
prompt, and receives a goal suggestion from the
LLM that is then used to shape the reward and the
agent exploration. Further work has extended this
approach to incorporate the use of experience mem-
ory (Zhang et al., 2023a). Existing approaches have
also used LLMs to generate directed acyclic graphs
composed of sub-goal states to aid the exploration
of an RL agent (Shukla et al., 2023).

3.3 LLVMs for low-level task planning

Approaches for low-level task planning involve
using LLMs to generate low-level code for per-
forming a task. In contrast to high-level planning,
where high-level goals and sub-goals are generated,
these approaches use LL.Ms to directly generate
low-level execution code via appropriate API calls
(Liang et al., 2023). Other approaches have also
investigated the capacity of LLMs to generate task
plans via a low-level planning language such as
PDDL (Silver et al., 2023), including iterating over
the generated plan descriptions in case of errors
(Guan et al., 2023). In terms of low-level plan-
ning using VLMs, prior work has introduced an
approach that uses a diffusion model to generate
robot trajectories conditioned on language and the
current visual state of the robot (Chen et al., 2023).

3.4 Hybrid high and low-level planning with
LLVMs

Hybrid approaches use LLVMs both for high-level
goal generation as well as low-level planning. For
instance, in Li et al. (2023), user inputs are passed
as LLM prompts to generate high-level plans. The
high-level plans are then converted to low-level
plans for robot execution via LLMs specialized for
coding. Other approaches have used a high-level
LLM planner, a VLM perceiver, and a low-level
LLM planner for re-planning with both visual and
language inputs (Skreta et al., 2024).

3.5 Summary

Given this overview, we see that LLVMSs both at the
high-level and low-level, can be modified to incor-
porate creative problem solving into task planning.
For instance, the high-level task plans generated
can encompass a novel substitution for a missing
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object, whereas the low-level task plan can gener-
ate an appropriate trajectory for creatively using the
object. While the above approaches could, in prin-
ciple, be studied within the framework of creative
problem solving, that is not usually how the prob-
lem is formulated; there is a lack of paradigms for
studying creative problem solving beyond just, “do
you solve the problem or not?”. Creative problem
solving needs a fundamental rethinking of the typ-
ical problem formulations and approaches in ML.
The next section is aimed at ways in which ML
approaches in LLVMs can be reformulated from
the perspective of CC.

4 Augmenting LLVM embedding spaces
for creative problem solving

In this section, we discuss how principles from
CC can be extended to LLVMs for creative prob-
lem solving. We begin with Boden’s definition of
“conceptual spaces” as “[conceptual space] is the
generative system that underlies the domain and de-
fines a certain range of possibilities: chess moves,
or molecular structures, or jazz melodies” (Boden,
2005), p.18 and “... in short, any reasonably disci-
plined way of thinking” (Boden, 1998), p.214. By
this definition, the embedding space of an LLVM
describes its conceptual space or “its way of think-

ing”. Some evidence for this also comes from exist-
ing work that introduces an approach for enabling
LLMs to interpret continuous embedding spaces
via natural language. Given an embedding vector
representing an interpolation of different concepts,
the model is able to interpret a text prompt in the
context of the supplied embedding (Tennenholtz
et al., 2023). The embedding thus determines the
model’s way of thinking. Hence, a discussion of en-
abling creative problem solving in LLVMs should
target their embedding space. To this end, we ex-
plore two questions: a) how can LLVM embedding
spaces be augmented to achieve creative problem
solving, and b) what information should they be
augmented with? Aligning with our original posi-
tion, we show that CC literature can offer insights
into these questions.

4.1 How can LLVM embedding spaces be
augmented?

In this section, we draw parallels between Boden’s
three forms of creativity and existing approaches
in LLVMs. We further elaborate on how the three
forms of creativity may enhance the potential of

LLVMs to perform creative problem solving. We
note that the ML approaches discussed in this sec-
tion do not specifically perform creative problem
solving. However, we discuss how they could po-
tentially be extended to do so, by leveraging refer-
ences from the CC literature.

4.1.1 Exploratory Creativity

Exploratory approaches involve exploration within
the conceptual or equivalently, the embedding
space of the model, and most closely relates to
“search”. Note that the term “exploration” here
differs from its usage in RL, instead referring to
exploration through the model’s embedding space.
Several existing approaches in the ML literature
involve searching the output space of LLMs with
the goal of improving the performance of these
models. The “tree-of-thought” model generates a
“tree” of next possible LLM outputs, and searches
through the states via Breadth-first or Depth-first
search to reach the desired goal state, often guided
by heuristics (Yao et al., 2023). Numerous other
approaches have built upon a similar strategy, such
as using Monte-Carlo Tree Search (MCTS) (Zhou
et al., 2023; Feng et al., 2023), beam search (Zhang
et al., 2023b) or integrating pruning to remove sub-
par candidates (Golovneva et al., 2023).
Extension of exploratory creativity to LLVMs:
An important point to note here is that these ap-
proaches involve searching exclusively within the
output “solution space” of the LLMs rather than
directly operating in the embedding space itself. In
contrast to operating in the solution space of the
LLM, exploratory approaches directly within the
LLMs’ embedding space would not be limited by
what the LLM can generate as output — “Some ex-
ploration merely shows us the nature of the relevant
conceptual space that we had not explicitly noticed
before” (Boden, 2005), p.18. To effectively reveal
the full extent of the conceptual space for creative
problem solving, the approach should not be lim-
ited by the outputs the LLVM can generate. Rather,
the generated (creative) outputs itself should be
the result of heuristic or non-heuristic based search
within the model’s embedding space. However,
to the best of our knowledge current approaches
have not focused on LLVMs from this perspective,
and have also not applied search to embedding
spaces of Vision-LMs. Regardless, exploratory ap-
proaches are still limited by the dimensions of the
model’s embedding space. “To overcome a limita-
tion in the conceptual space, one must change it in
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some way” (Boden, 2005), p.18 - this leads us to
combinational and transformational creativity.

4.1.2 Combinational Creativity

Combinational approaches involve combining two
concepts to create something new - “A novel com-
bination of two familiar ideas is something which
did not happen before.” (Boden, 1998), p.213. We
can broadly translate this to a function that takes
in multiple concepts within an LLVM’s embedding
space to output a novel concept.

One way of extending this definition to LLVMs
involves applying cross-attention layers. The atten-
tion operation is defined as (Vaswani et al., 2017):

QK"
Vi

where, (), K and V denote query, keys and val-
ues respectively, and d;, denotes the dimensionality
of the keys. Cross-attention involves passing K
and V from a different model, e.g., in Flamingo
(Alayrac et al., 2022), the keys and values represent
visual input (from a separate vision encoder) and
queries represent a language input. By applying
cross attention in this manner, the embedding space
of a model can be extended with capabilities of an-
other model. In Bansal et al. (2024) the authors
show that using cross-attention layers can help aug-
ment an anchor LLM with an augmenting LLM’s
capabilities to perform a task that the anchor LLM
was incapable of achieving before - hinting at some
creative possibilities of this method.

Other approaches in LLVMs, while using “com-
binations” in some way, do not conform to the
notion of combinational creativity. This includes,
for instance, approaches that perform arithmetic
combination of LLM weights to enhance the model
performance (Matena and Raffel, 2022; Ilharco
et al., 2022). Or approaches that combine image
and text embeddings via concatenation (Kim et al.,
2021) or a scaled dot product at the output (Radford
et al., 2021). While these approaches may be use-
ful in imparting multi-modal capabilities, however,
they do not lead to combinational creativity since
the combination occurs external to the models as
opposed to within the model’s embedding space.

Extension of Combinational Creativity to
LLVMs: The ML approaches described here in-
volve combining embedding spaces across models.
Existing approaches have not looked at combin-
ing concepts within the same model’s embedding
space. The extension of combinational creativity

Attention(Q, K, V') = softmax( WV,

to LLVMs is much more apparent in the sense of
conceptual blending (Fauconnier and Turner, 2003)
for generation of creative artifacts, e.g., via blend-
ing of artistic styles. However, the extension of
combinational creativity to creative problem solv-
ing is less obvious, and CC literature offers us
further insights for making this connection. Typi-
cal conceptual blending corresponds to a form of
“aesthetic combination”, whereas creative problem
solving would benefit from “functional combina-
tions” (Chen et al., 2018). Functional combination
combines the functions (as opposed to aesthetic)
of two components, e.g., a coin combined with pli-
ers could function as a makeshift screwdriver. The
authors extend this framework to a combination of
two nouns with a “base” noun (e.g., “pliers”) and
“additive” noun (e.g., “coin”). An interesting possi-
bility stems from this notion: Can a combination
of embeddings of the same LLVM, corresponding
to “base” and “additive” nouns (perhaps with some
prior denoting the task), enable the LLVM to gen-
erate creative combinations of objects for solving
a task? This question remains unexplored, and
points to a potential research direction for LLVMs
inspired by CC.

4.1.3 Transformational Creativity

Transformational approaches involve transform-
ing existing conceptual spaces to produce new
Transforming conceptual spaces can in-
volve “altering existing rules” (Boden, 1998),
p-216. One way of transforming the embedding
space of a model involves fine-tuning or train-
ing (Franceschelli and Musolesi, 2023). However,
additional insight into transformational creative
problem solving comes from prior work in CC,
which describes creative problems as those with
a poorly defined structure where a solution is not
immediately apparent (Olteteanu, 2014). And in
such cases, “... re-representation being the process
which transforms an ill-structured problem into a
well-structured one with direct inference to a prob-
lem solution” (Olteteanu, 2014), p.1. The notion of
“re-representing” or “redefining” the problem can
be best captured in the input prompts provided to
an LLVM. This most closely connects to prompt
engineering and in-context learning (ICL).
Prompt engineering augments LLVMs with task-
specific hints, called prompts, to adapt the LLVM
to new tasks (Gu et al., 2023). Relatedly, in-context
learning is a prompting method that provides the
LLVM with instructions to solve a new task with-

ones.
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out requiring additional training. Previous work
has shown that in-context learning and gradient-
based optimization are equivalent (Von Oswald
et al., 2023), thus connecting ICL to training or
fine-tuning.

Extension of transformational creativity to
LLVMs: Task re-representations for creative prob-
lem solving, through prompting or ICL, have not
been well explored within ML. Prompt engineer-
ing and ICL is a challenging task, since model
performance is strongly dependent on the cho-
sen prompts (Rubin et al., 2021), further com-
pounded by the fact that creative problems are in-
herently poorly defined (Olteteanu, 2014). How-
ever, useful insights can be derived from CC lit-
erature. For instance, regarding problems that re-
quire creatively re-purposing objects, the Object-
replacement-object-composition (OROC) frame-
work (Olteteanu and Falomir, 2016) illustrates re-
representations of tasks, which can be translated
into prompts. The paper defines three different
types of creative tasks involving objects, and their
task re-representations as (from (Olteteanu and
Falomir, 2016), p.16):

1. Replace an unfound object needed for a task
with other objects present in the environment:
“If I do not have an object X, which I would
normally use because of its affordance' Afx
, what other object Y could I use, so that I can
get a similar affordance, Afx ~ Afy ?”

2. Compose objects. 7If I do not have ob-
Jject X with affordance Afx , which objects
Yi1;Ys: ..., Y, could I use to construct X or
an object X' with an equivalent or similar
affordance, Afx ~ Afx, Afx ~ Afy1 +
Afya+ ...+ Afyn?”

3. Decompose objects. “If I do not have an
object X with affordance Afx , which ob-
jects Y1;Yo; ...; Y, which are components of
object Y could I use to obtain an object
Y/ with an equivalent or similar affordance,
Afx = Afy, 27

For task re-representation, affordances can refer
to object properties that are relevant to the task,
e.g., in some cases the shape may be relevant
and in other cases, the material (Olteteanu and

! Affordance is defined as the relation between an agent,
action and object, e.g., bowls have the “contain” affordance
for humans.

Model Acc. % (no creativity)
CLIP-B-32 100.0%
CLIP-B-16 92.0%
CLIP-L-14 98.0%

CLIP-H-14-laion 98.0%
ViLT-B-32 68.0%
LLaVA 98.0%

Table 1: Accuracy of the models in predicting the nomi-
nal use of objects with no creativity involved.

Falomir, 2016). Within LLVMs, the affordances
Afx or Afy can be defined via natural language
or other modalities such as images. In the follow-
ing section, we present preliminary experiments
on using LLVMs for object replacement, with
prompts that are inspired by the above task re-
representations. However, an in-depth application
of these re-representations as defined in CC to in-
context learning in LLVMs remains unexplored.

4.1.4 Summary

In the previous sections, we drew parallels between
Boden’s three forms of creativity and approaches in
LLVMs, further emphasizing how principles from
CC can potentially help enable creative problem
solving skills in these models.

Integration with task planning: Given the
three methods, we see that transformational
and combinational approaches may be especially
aligned with LLVMs for high-level task planning.
In contrast, exploratory methods may be suited to
low-level planning, e.g., trajectory generation.

Creative problem solving as a combination
of the three methods: An effective approach to
creative problem solving may require all the three
methods described in this section. While papers
have explored chaining of LLMs within frame-
works (often via prompts) (Karpas et al., 2022;
Ling et al., 2023), the individual LLMs themselves
do not exhibit the characteristics described here.
Existing frameworks in CC have shown that achiev-
ing creative problem solving would take a combi-
nation of all three methods, each of which is trig-
gered in different contexts (Olteteanu, 2014). This
presents potential opportunities for ML approaches
that develop frameworks using multiple LLVMs,
e.g., extending CC frameworks such as “CreaCogs”
(Olteteanu and Falomir, 2016) can be highly bene-
ficial for productive developments in ML.
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4.2 What information should LLVM
embeddings be augemented with?

In the previous section, we discussed three meth-
ods for augmenting LLLVM embedding spaces. In
this section, we explore the question: ‘“What in-
formation should be targeted by the three methods
when augmenting the embedding space for creative
problem solving?”. In the previous section, we
discussed this in the context of OROC. According
to the OROC framework (Olteteanu and Falomir,
2016), information about object affordances could
enable models to re-represent the task, such that
the solution becomes evident. We propose a small
experiment to validate whether the principles of
transformational creativity of OROC are useful to
LLVMs. We note that creativity can occur in vari-
ous contexts, e.g., creatively solving a math prob-
lem or creatively playing a chess move, each of
which would require different information. How-
ever, to facilitate the discussion in this paper, we
focus our scope on tasks that require innovatively
replacing missing objects (OROC Task #1).

Note on embeddings vs. concepts: Our work
connects “conceptual spaces” (or “concepts”) as
defined in Computational Creativity literature, to
“embedding spaces” (or “embeddings”) as defined
in typical LM literature. We use “concepts” and
“embeddings” interchangeably in this context. We
make this connection to note that existing methods
in Computational Creativity that operate on concep-
tual spaces translate to ML algorithms that operate
on the LM’s embedding space. In this section, we
connect the concept of “affordances” to the “em-
beddings” of the LLVMs in our experiments. Our
goal is to show how the model can be prompted via
an approach inspired by transformational creativity,
to connect affordances of two seemingly distinct
objects, e.g., a bowl and a spoon that appear dis-
tinct, but share the containability affordance.

4.2.1 Experiment Setup

We create a simple experiment setup that tests the
“object replacement” principle from OROC, where
we create test sets composed of images of objects
for replacing one of five core objects: “Scoop”,
“Hammer”, “Spatula”, “Toothpick”, and “Pliers”.
We create two groups of tests: a) a nominal group
where the actual object itself is available in each
test set and requires no replacement (which serves
as a form of baseline) and b) an object replacement
group, where the nominal tool is missing, and a
creative replacement object should be chosen.

For each group, we create test sets with 4 ob-
jects each, chosen from a set of RGB images of
16 objects (Appendix Figure 3). We create 10 test
sets per core object (total 50 samples per model).
Each test set only includes one ground truth ob-
ject, along with three other random objects that
will not suit as an appropriate replacement. In the
nominal group, the ground truth is the actual object
itself. In the object replacement group, the replace-
ments are chosen based on self-assessment of the
authors as (core object — replacement): “Scoop”
— “Bowl”; “Hammer” — “Saucepan”; “Spatula”
— “Knife”; “Toothpick” — “Safety pin”; “Pliers”
— “Scissors”. For each test case, we pass the im-
ages in the test set along with a prompt. We record
whether the ground-truth object image was chosen
by the model for the prompt (i.e., assigned highest
output probability)?.

The nominal group is subjected to one type
of prompt: “Can this object be used as a
(core_object)?”. In the object replacement group,
each test case is subjected to four types of prompts:

1. Baseline (regular) prompt: the same prompt as
used in the nominal cases to obtain a baseline.

2. Prompt prepended with affordance informa-
tion: the prompt includes additional informa-
tion about the desired object affordances spec-
ified as object features.

3. Prompt prepended with task information: the
prompt includes additional information about
the desired task.

4. Prompt prepended with task and affordance
information: the prompt includes additional
information on the task and object affordance.

Case #2 aligns with task re-representations of
OROC, and we explore cases #3 and #4 for com-
parison. We formulate our affordance prompts as
brief versions of OROC'’s task re-representations.
According to Olteteanu and Falomir (2016) af-
fordances can be defined using shape features,
which we apply to the prompts here. The full
set of prompts is shown in Appendix Table 2.
The models that we explore include versions of
CLIP (Radford et al., 2021), LLaVA (Liu et al.,
2024), and ViLT (Kim et al., 2021) obtained

2CLIP generates probabilities that given images corre-
spond to a text. ViLT and LLaVA respond with a text, and we
assess if the model responded “yes” with a high probability
for the ground truth.
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from HuggingFace. We use different model sizes
(Base, Large, Huge) and patch sizes (14, 16, 32).
The ope_n—soura: code for reproducing our experi-
ment results (including our dataset and test cases)
is available at: https://github.com/1lnairGT/
creative-problem-solving-LLMs. Appendix C
includes more details on the experiments.

4.2.2 Results

In Table 1, we see the performances of the different
models in the nominal test group, where the object
requires no creative replacement. The models per-
form > 90% in such cases (except for ViLT). In
Figure 2, we see the performances (accuracy shown
on a 0.0 — 1.0 scale) of the models in the object
replacement test cases, where the object requires
a creative replacement. For reference, a model
that randomly picks an object achieves about 30%
overall accuracy. Figure 2 shows average accura-
cies for the different prompting strategies across
random test sets. From Table 1 to Figure 2 (“regu-
lar”), the models perform poorly when they need to
creatively reason about object replacements, high-
lighting their limitation. Comparing the “Regular”
tab in Figure 2 to “Affordance”, we see a general
improvement in model performances, when object
affordance information is provided, consistent with
description of the OROC framework (Olteteanu
and Falomir, 2016). However, information about
the task (Figure 2, “Task™ ) leads to mostly detri-
mental results. Information about task and affor-
dances (Figure 2, “Task + Affordance”) does not
lead to substantial improvements either, and is also
detrimental in certain cases. We note that there is
quite a variance in performances across the differ-
ent models, which may be partially attributed to
the original training datasets of the models. These
observations warrant further exploration beyond
the scope of this paper. Appendix D includes a
detailed, class-wise breakdown of the results.

4.2.3 Summary

While the experiments that we conducted are only
preliminary, they offer some validity that the ex-
tension of principles in Computational Creativ-
ity can help overcome limitations of LLVMs in
creative problem solving. The notion of task re-
representation via improved prompting warrants
further investigation in LLVMs, with regards to
how the prompts can be generated automatically
based on the creative task.

The models used in our experiments have all

REGULAR AFFORDANCE TASK

TASK + AFFORDANCE

0.56 0.58

CLIP-B-32 +0.03 +0.03

0.47 0.45
CLIP-B-16 +0.02 +0.03

0.46 0.47

CLIP-L-14 £0.03 os as £0.02

0.56 o4 s 0.44

CLP-H-14-Laion | 4q01 £0,02 £0.02

0.56 0.38 0.25

VILEB-321 1002 +0.01 +0.02

0.26 054 0.48 0.43
LLAVAT 20,06 +0.03 £0.04 +0.03

Figure 2: Object replacement group: Average accura-
cies and standard deviations of the models across ten
different sets of randomly chosen objects.

been trained jointly in visual and text domains.
Multi-modal prompting capabilities may be useful
for achieving creative problem solving. It can be
quite challenging to describe affordances in words
(example of “hammers” in our tests) and they may
be better described through other means, e.g., im-
ages or depth maps or spectral data for material
properties (Erickson et al., 2020). This would re-
quire the application of multi-modal LLVMs that
can process a variety of data types (Girdhar et al.,
2023; Han et al., 2023). Computational creativity
can offer insight into meaningful representations of
these different modalities that would help achieve
creative problem solving, e.g., whether object mate-
rial or shape matters more for one task vs. another
(Olteteanu and Falomir, 2016).

It is also worth noting that the creative problem
solving examples in our experiments are human-
centric. For instance, robots may not have simi-
lar capabilities as humans to manipulate bowls for
scooping. In such cases, LLVMs need to account
for the affordances as described with respect to
the agent, to derive creative solutions. However,
that adds another level of complexity, yet to be ex-
plored, since these models are typically trained on
human-centric data.

5 Evaluation of Creativity

An important discussion in the context of creative
problem solving is how can creative problem solv-
ing be evaluated?. Prior work has proposed that
creativity necessitates both novelty and value (Bo-
den, 1998; Runco and Jaeger, 2012), where the
former guarantees that the generated outputs of a
creative process are original, and the latter ensures
that the generated outputs are useful. In the context
of CPS, novelty refers to the discovery of new con-

11985


https://github.com/lnairGT/creative-problem-solving-LLMs
https://github.com/lnairGT/creative-problem-solving-LLMs

cepts (as defined in section 3.1), while value insists
that the newly discovered concepts successfully
solve the task. Hence, CPS benchmarks should
specifically evaluate how the task was solved (nov-
elty and value) rather than the typical ML eval-
uation of whether the task was successful or not
(value only). Some existing approaches that make
this distinction describe problem settings that can
be used to measure CPS skills of LLMs through
the implicit integration of novelty and value mea-
surements (Tian et al., 2023; Naeini et al., 2023;
Bisk et al., 2020; Talmor et al., 2022). In Tian
et al. (2023), the authors create a dataset of 1600
real-world problems that necessarily involve cre-
ative reasoning abilities. Their proposed bench-
mark involves identifying novel approaches that
can accomplish the given task (value). Similarly, in
Naeini et al. (2023), the authors introduce the Only-
Connect-Wall (OCW) dataset to measure CPS capa-
bilities of LLMs. The authors in (Bisk et al., 2020)
explore physical commonsense reasoning that is
more generally applicable, beyond object-based
creative problems. The authors introduce Physical
Interaction: Question Answering, or PIQA con-
sisting of 16,000 QA pairs where each question is
paired with two possible common-sense solutions
with a ground truth. In (Talmor et al., 2022), the
authors introduce CommonSenseQA 2.0 (CSQA?2)
dataset consisting of both object-based and non-
object based creative problems. The dataset con-
sists of 14,343 questions distributed across 1,868
distinct topics. Currently, to the best of our knowl-
edge, there are no standard benchmarks available
to measure CPS skills of VLMs, although our pre-
liminary experiments show one way to measure
this using the task of object substitution.

6 Conclusion and Future Work

In this paper, we argued that an effective approach
for enabling creative problem solving — currently
a key limitation of LLVMs — should derive from
Computational Creativity literature. To emphasize
this at each juncture, we discussed the specific prin-
ciples from CC that can be extended to achieve
creative problem solving in LLVMs, describing the
potential for further research with these insights.
It is rare to see special tracks or workshops tar-
geted at Computational Creativity within more pres-
tigious ML conferences. These programs typically
focus on creative artifact generation and art (such
as the NeurIPS Workshop on Machine Learning

for Creativity and Design (NeurIPS, 2022) or the
recent tutorial at EMNLP on Creative Natural Lan-
guage Generation (Chakrabarty et al., 2023)), but
do not discuss CPS, thus failing to bridge the gap
between CC and ML. We hope to see a deeper in-
tegration of the CC communities at such strong
ML venues. We hope to encourage the reader to
view creative problem solving and ML holistically,
through the lens of Computational Creativity.

7 Limitations

Literature outside of Computational Creativity that
enables CPS is unexplored: Our paper predomi-
nantly focuses on CC literature. This work does
not cover literature beyond CC that can potentially
inform creative problem solving in LLVMs. Al-
though CC literature broadly encompasses psychol-
ogy, neuroscience and philosophy, our future work
seeks to explore specific literature within these sub-
domains and discuss their applicability to creative
problem solving and ML.

Lack of an explicit creative problem solving algo-
rithm for LLVMs: Since the scope of our work
aligns with a position paper, we have not focused
on developing a concrete algorithm for creative
problem solving in LLVMs. The prompting strate-
gies explored in our preliminary experiments are
manually specified, and our work does not elabo-
rate on how these prompts may be automatically
discovered. While our paper seeks to address some
of the key gaps that prevent the application of CC
literature to ML, there are still several unanswered
questions when it comes to the practical implemen-
tation of an ML approach: e.g., what is a good
representation for concepts that facilitate creative
problem solving (symbolic, non-symbolic, or hy-
brid)? What is a good problem formulation for a
given creative problem solving task (planning or
learning)? etc. However, these questions are not
directly answered within the scope of our work.

8 [Ethical Considerations

The authors do not have specific ethical considera-
tions to be highlighted with respect to this work.
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A Alternate Definitions of Creative
Problem Solving

Prior work by Olteteanu (Olteteanu, 2014) defines
CPS from an object affordance perspective, where
affordances broadly refer to action possibilities for
objects, e.g., cups are pour-able and doors are open-
able. The authors in Olteteanu (2014) define cre-
ative problems as nominal problem solving tasks
that have a poor representational structure, and as
“the ability of a cognitive, natural, or artificial sys-
tem to use new objects to solve a problem, other
than the ones that have been stored in its memory
as tools for that specific purpose (if any), or to
create those objects by putting together objects or
parts of objects the system has access to. Depend-
ing on the problem, objects can be either physi-
cal or abstract/informational (concepts, problem
templates, heuristics or other forms of represen-
tations)”. However, this definition is primarily
object-creativity centered, and does not cover a
wider range of creative problems.

Follow-up work by Sarathy and Scheutz (Sarathy
and Scheutz, 2018), define “Macgyver-esque” cre-
ativity as a planning task that involves “generating,
executing, and learning strategies for identifying
and solving seemingly unsolvable real-world prob-
lems”. They introduce the “MacGyver Problem”
(MGP) as a planning problem with an unreachable
goal state. Through the modification of the agent’s
domain knowledge (through domain expansion and
domain contraction), the agent must discover new
information and incorporate it into its existing do-
main knowledge, allowing the agent to accom-
plish the task. The domain expansion and contrac-
tion processes align with the divergent-convergent
model of creative problem solving (Guilford, 1967).
The definition of an MGP aligns well with the for-
mulation of planning problems in ML, but less with
learning or hybrid planning-learning approaches.

B Alternate theories on creative problem
solving and their applications to ML

While there is exhaustive literature regarding theo-
ries on general creativity, we focus specifically on
creative problem solving, with three well received
works: Divergent-Convergent Thinking (Guil-
ford, 1967), Explicit-Implicit Interaction Theory
(Hélie and Sun, 2010), and the Creative Systems
Framework (Wiggins, 2006). We discuss their
applicability to ML in addition to the literature dis-
cussed in the main body of this paper to further
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emphasize the different pathways for connecting
CC to LLVMs for creative problem solving.

B.0.1 Divergent-Convergent Thinking

In Guilford (1967), the authors discuss the no-
tion of “divergent-convergent” thinking. Divergent
thinking or “divergent-production” (DP) abilities
involve a more open-ended generation of a variety
of ideas, whereas convergent thinking focuses on
applying specific ideas to solve the problem.
Applicability to CPS in LLVMs: Prior work by
Tian et al. (2023) have demonstrated the applica-
bility of “divergent-convergent” thinking towards
solving Macgyver problems. Similar in spirit to
our experiments with VLMs in Section 4.2.1, the
authors prompt LLMs with descriptions of objects
to enable the LLMs to reason about solving the
task. Their work is, to the best of our knowledge,
the only direct example demonstrating the value of
CC literature in enabling CPS in LLMs.

B.0.2 Explicit-Implicit Interaction Theory

In Hélie and Sun (2010), the authors introduce the
Explicit-Implicit Interaction (EII) theory, building
upon the seminal work in Wallas (1926), that de-
scribes four stages of creativity: Preparation, incu-
bation, illumination (i.e., insight), and verification.
Preparation refers to the initial stage of searching
in many different directions, which may fail to
find a solution (i.e., impasse) in case of ill-defined
problems (as is the case with CPS). Following an
impasse, the incubation phase begins, where atten-
tion is not devoted to solving the problem. Over
a period of time, illumination is the manifestation
of the solution to the problem within the conscious
thought (i.e., “Aha” moment). Finally, verification
involves using deliberative thinking to assess if the
solution indeed solves the problem.

Applicability to CPS in LLVMs: The authors
in (Hélie and Sun, 2010) incorporate the four
stages via a concrete computational method into
the CLARION cognitive architecture. Prior work
has also introduced a CPS framework for ML
approaches inspired by the four stages (Gizzi
et al., 2022). In their work, “preparation” aligns
with problem formulation, either task learning
or planning. Incubation and illumination aligns
with knowledge representation (symbolic, non-
symbolic, or hybrid), and knowledge manipulation
(functions that manipulate the conceptual space).
Lastly, verification aligns with evaluation (via sim-
ulation, real-world platforms, or benchmarks). Al-

though these works do not explicitly cover LLVMs
and related algorithms, they demonstrate the value
of integrating CC literature in ML, and can serve as
useful starting points for ML approaches towards
creative problem solving in LLVMs.

B.0.3 Creative Systems Framework

In Wiggins (2006), the author expands on Boden’s
levels further in the context of a framework that
formalizes creative systems. The paper defines: a)
creative system, b) creative behavior, c) novelty,
and d) value. The paper also discusses formalized
notion of a universe of possibilities, and conceptual
spaces. Crucially, the work describes the character-
istics of a creative agent, that can help distinguish
modes of failures within a creative system, namely:
a) hopeless uninspiration — where there are no val-
ued concepts within the universe; b) conceptual
uninspiration — where there are no valued concepts
within the conceptual space of the agent; and c)
generative uninspiration — where an agent is un-
able to find a valued concept owing to the specific
method (e.g., search) employed.

Applicability to CPS in LLVMs: While the dis-
cussion of novelty, value and conceptual spaces
in Wiggins (2006) aligns with our descriptions in
Section 4, the different modes of uninspiration
offers potential ways to assess failure modes in
LLVMs. This allows agents to distinguish between
systems where creative problem solving is not pos-
sible (hopeless uninspiration), as compared to sys-
tems where the conceptual space or the method-
ology for searching the conceptual space, may be
at fault (conceptual or generative uninspiration).
Although this approach has not been expanded in
existing literature, it presents a promising direction
for an evaluation framework that can distinguish
CPS from non-CPS problems.

B.1 A potential link between creative problem
solving and general intelligence

Existing literature hints at a potential link between
creative problem solving and Artificial General In-
telligence (AGI) - systems that are broadly capable
of solving almost all tasks that humans can (Shevlin
et al., 2019). For instance, in Moruzzi (2020), p.85.,
the author argues that there exists a strong correla-
tion between creativity and AGI: “... features that
systems need to develop in order to achieve general
intelligence are aspects that they need to possess
also to earn the attribute creative”. In (Goertzel,
2014), the author compiles a list of competencies
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deemed essential for achieving AGI, including cre-
ative capacities like “conceptual invention” and
“creative constructive play with objects”. The pro-
cesses of “insight” or “incubation” often associ-
ated with creative problem solving (Hélie and Sun,
2010; Gilhooly, 2016) is also considered impor-
tant for AGI (Ventura, 2014). Taken together, it is
likely that any promising vision of AGI would be
incomplete without creative problem solving.

Alongside the heavy ongoing discussion of AGI
surrounding LLVMs (Bubeck et al., 2023; Fei et al.,
2022; Ma et al., 2023; Xi et al., 2023; Moor et al.,
2023; Grudin and Jacques, 2019), there is often lit-
tle to no discussion of creative problem solving or
Computational Creativity within mainstream ML.
As described in Moruzzi (2020), p.96, “The inves-
tigation on the nature of creativity and on how
it manifests itself not only in human but also in
animal and artificial systems should, thus, not be
intended as a niche discussion but, rather, as a fun-
damental research which can lay the foundations
for further studies in artificial intelligence and its
relation to humans”. We hope that this work will
encourage discussions of creative problem solv-
ing and Computational Creativity alongside discus-
sions on AGI.

C Experiment Settings

C.1 Data: Test images

Figure 3 shows the test set of 16 RGB images of ob-
jects used for the object substitution task. From the
shown image dataset, we create test sets with 4 ob-
jects each, chosen from the set of 16 object images.
We create 10 such test sets per core object (total
50 samples per model). Each test set only includes
one ground truth object, along with three other
random objects that will not suit as an appropri-
ate replacement. In the nominal group, the ground
truth is the actual object itself. In the object replace-
ment group, the replacements are chosen based on
self-assessment of the authors as (core object —
replacement): “Scoop” — “Bowl”; “Hammer” —
“Saucepan”; “Spatula” — “Knife”; “Toothpick” —
“Safety pin”; “Pliers” — “Scissors”.

C.2 Model: Checkpoints

For all the models, we use pre-trained Hugging-
Face checkpoints, with no additional training or
fine-tuning. The models are of different archi-
tecture sizes and patch sizes: “CLIP-B-32” uses
the “openai/clip-vit-base-patch32” which is a base

model with a patch size of 32. “CLIP-B-16" uses

“openai/clip-vit-base-patchl16” — a base model with

patch size of 16. “CLIP-L-14" uses “openai/clip-
vit-large-patch14” — a large model with patch size
of 14. “CLIP-H-14" uses “laion/CLIP-ViT-H-14-
laion2B-s32B-b79K” which is a “huge” model,
with a patch size of 14. This model is trained with
the 2 billion sample English subset of LAION-5B.
For LLaVA, we use the “llava-hf/llava-1.5-7b-hf”
with 7B parameters, version 1.5. Lastly, “VILT-B-
32” uses “dandelin/vilt-b32-finetuned-vga” trained
for visual question answering. However, there is
limited data available on HuggingFace regarding
the model.

C.3 Prompts used in testing

In this section, we discuss the prompts used in the
different testing conditions (see Table 2). We ex-
plore four classes of prompts for the creative object
substitution task: “Regular”, “Affordance”, “Task”
and “Task and affordance”. Regular prompts in-
volve a direct prompt as to whether a given object
will suffice as a substitute for the missing object.
Affordance prompts, adds information about the de-
sired affordances that are essential for replacing the
missing object. Task prompts adds additional infor-
mation on the task to be performed as context for
whether a given object can be used as replacement
for the missing object. Lastly, task and affordance
prompts combine the task and object affordance
information within the prompt.

C.4 Testing Procedure

For each test case, we pass the images in the test set
along with a prompt belonging to one of the four
classes described in Table 2. We record whether
the ground truth object image was chosen by the
model for the prompt (i.e., assigned highest out-
put probability). CLIP generates probabilities that
given images correspond to a text. ViLT responds
with a text, and we evaluate if the model responded
“yes” with a high probability for the ground truth.

C.5 Testing Infrastructure

We used NVIDIA-A100 GPUs to run the evalua-
tion. However, the models are not too large and
we have tested and confirmed that the code can be
executed on CPU only as well.

D Continued Experiment Results

In this section, we show the class-wise breakdown
of the different models for the different prompting
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Prompt type Prompt

“can this object be used as a scoop?”
“can this object be used as a hammer?”’
Regular “can this object be used as a spatula?”’
“can this object be used as a toothpick?”
“can this object be used as pliers?”

“scoops must be concave and hollow. can this object be used as a scoop?”
“hammers must be heavy and have a handle attached to a cylinder at the end.
can this object be used as a hammer?”

Affordance “spatulas must have a handle attached to a flat surface at the end.

can this object be used as a spatula?”

“toothpicks must have a pointed tip. can this object be used as a toothpick?”
“pliers must have two-prongs. can this object be used as pliers?”

“scoops can transfer beans from one jar to another jar. can this object be
used as a scoop?”

“hammers can hit a nail into the wall. can this object be used as a hammer?”
Task “spatulas can spread butter onto a pan. can this object be used as a spatula?”
“toothpicks can pick food caught between the teeth. can this object be used
as a toothpick?”

“pliers can grab a coin. can this object be used as pliers?”

“scoops can transfer beans from one jar to another jar. scoops are concave
and hollow. can this object be used as a scoop?”

“hammers can hit a nail into the wall. hammers have a handle attached to a
cylinder at the end. can this object be used as a hammer?”

“spatulas can spread butter onto a pan. spatulas have a handle attached to a
flat surface at the end. can this object be used as a spatula?”

“toothpicks can pick food caught between the teeth. toothpicks have a
pointed tip. can this object be used as a toothpick?”

“pliers can grab a coin. pliers have two-prongs. can this object be used as
pliers?”

Task and affordance

Table 2: Prompts (across 4 groups) used in the experiment
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CLAW-HAMMER BOTTLE CORKSCREW FRYING_PAN KNIFE LEMON PLIERS
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SAFETY_PIN SAUCEPAN SCISS0RS SCREW SPATULA SPOON STREET_SIGN TOOTHPICK

Figure 3: Complete test set of objects used in the experiments.
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strategies (Figures 4 - 7). We note that “hammers”
present a particularly challenging case for all the
models, perhaps due to the fact that correlating
affordance of a hammer to a saucepan textually
is difficult. In contrast, all models with the aug-
mented prompts typically perform well in the case
of creatively replacing “toothpick” with “safety pin”
— presumably indicating that specifying the relevant
affordance textually in this case provides sufficient
information. We repeated each experiment across
multiple random seeds and found similar perfor-
mances, showing that our general findings hold
across different random cases. Generally, specify-
ing object affordance information in the prompts
leads to improved model performance.

Model performance with regular prompts

1.0

CLIP-B-32

CLIP-B-16

CLIP-L-14 4

CLIP-H-14 4 0.30 0.10

VvILT-B-32 1 0.20 0.10

0.0
Figure 4: Object replacement test: Using the same

prompts as for the nominal group. Random selection of
a replacement object achieves ~30% overall accuracy.

Model performance with affordance augmented prompts
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Figure 5: Object replacement test: Accuracies when the
prompts are augmented with object affordance informa-
tion.

Model performance with task augmented prompts
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Figure 6: Object replacement test: Accuracies when the
prompts are augmented with task information.

Model performance with affordance and task augmented prompts
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Figure 7: Object replacement test: Accuracies when the
prompts are augmented with task and object affordance.
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