Leveraging Web-Crawled Data for High-Quality Fine-Tuning

Jing Zhou'?> Chenglin Jiang'> Wei Shen' Xiao Zhou'!? Xiaonan He'**
'Baidu Inc., 2Xiaodu Technology
{zhoujing21, hexiaonan } @baidu.com

Abstract

Most large language models are fine-tuned us-
ing either expensive human-annotated data or
GPT-4 generated data which cannot guarantee
performance in certain domains. We argue that
although the web-crawled data often has for-
matting errors causing semantic inaccuracies,
it can still serve as a valuable source for high-
quality supervised fine-tuning in specific do-
mains without relying on advanced models like
GPT-4. To this end, we create a paired training
dataset automatically by aligning web-crawled
data with a smaller set of high-quality data. By
training a language model on this dataset, we
can convert web data with irregular formats
into high-quality ones. Our experiments show
that training with the model-transformed data
yields better results, surpassing training with
only high-quality data by an average score of
9.4% in Chinese math problems. Additionally,
our 7B model outperforms several open-source
models larger than 32B and surpasses well-
known closed-source models such as GPT-3.5,
highlighting the efficacy of our approach. !

1 Introduction

Large Language Models (LLMs) have attracted
much attention over the past years and high-quality
data has been a crucial factor in achieving excellent
performance. Currently, two primary methodolo-
gies are employed for data acquisition. The first ap-
proach involves leveraging GPT-4 (OpenAl, 2023)
or other LLMs for distillation, such as Alpaca
(Taori et al., 2023), ORCA (Mukherjee et al., 2023),
and WizardLM (Xu et al., 2023), to enhance the ca-
pabilities of smaller models. The second approach
(Zhou et al., 2023a; Databricks, 2023; Kopf et al.,
2023) annotates or selects data manually to further
enhance model performance, emphasizing the sig-
nificance of data quality over data quantity. How-
* Corresponding Author.

'We have released our code in https: //github.com/zho
uj8553/Web_to_SFT.

ever, in certain domains like mathematics, even
the state-of-the-art model GPT-4 fails to achieve
outstanding performance (Dong et al., 2023; Mi-
tra et al., 2024; Yuan et al., 2023). Meanwhile,
obtaining a large volume of human-annotated data
within a short timeframe is not only challenging but
also costly. Conversely, web-crawled data tends to
have a larger volume despite being prone to noise
and formatting errors. Leveraging processed web-
crawled data for training can significantly alleviate
the challenges associated with data collection in
specific domains.

We focus on mathematical reasoning, which re-
quires a deep understanding of mathematical con-
cepts and proficient reasoning abilities. Previous
studies (Dong et al., 2023; Mitra et al., 2024) have
demonstrated the benefits of enhancing datasets
with synthetic data. Typically, these studies (Luo
et al., 2023; Mitra et al., 2024) make full use of
the excellent performance of GPT-4 on English
mathematical datasets to generate simulated data
for distillation to smaller models. In contrast, we
explore the potential to acquire high-quality data
without depending on additional powerful LLMs
such as GPT-4, which doesn’t perform well enough
in Chinese. We consider the ability to enhance per-
formance without external models as crucial. This
is because, in the event of becoming the top model
in the field, it is vital to promptly leverage existing
data for performance improvement.

We identified two significant advantages of web-
crawled data: it (1) has a large volume and (2)
contains most of the necessary information to
solve specific problems, despite its poor format-
ting. Drawing on the intuition that rewriting data
is comparatively simpler than performing intricate
reasoning tasks for LLMs, we propose a method to
augment the dataset by converting web-crawled
data into high-quality ones. Our approach be-
gins by automatically aligning low-quality web-
crawled data with high-quality seed data to gen-
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erate <low-quality, high-quality> data pairs. We
subsequently utilize these pairs to fine-tune an
LLM, developing a model specifically designed to
transform low-quality web-crawled data into high-
quality data. Our experiments demonstrate that this
approach significantly improves data quality and
boosts model performance, surpassing traditional
rule-based methods. The key contributions of our
work are as follows:

1. We propose a simple and effective method
for transforming web-crawled data into high-
quality data without relying on additional
LLMs like GPT-4.

2. Our approach improves the performance of
two representative open-source models, with
an average improvement of 9.4% on Chinese
math problems.

3. We revealed that formatting errors could lead
to semantic inaccuracies and analyzed the rea-
sons behind the effectiveness of our method.

2 Related Work

2.1 Large Language Models for Mathematical
Reasoning

Complex reasoning has become a critical capability
for LLMs, and a series of benchmarks have been
developed to assess this ability using mathemati-
cal word problems. Notable English benchmarks
include GSM8K (Cobbe et al., 2021) and SVAMP
(Patel et al., 2021), while Ape210K (Zhao et al.,
2020) and CMATH (Wei et al., 2023) are prominent
benchmarks in Chinese.

Chain of Thought (CoT) (Wei et al., 2022; Zhou
et al., 2023b; Kojima et al., 2022; Fu et al., 2023)
enhances the model’s reasoning capability by pre-
dicting the step-by-step reasoning process before
arriving at the answer. Wang et al. (2023) fur-
ther enhances the model’s performance using ma-
jority voting techniques. Additionally, the “Tree
of Thoughts” (ToT) (Yao et al., 2023) approach
explores reasoning paths through self-evaluation
by the LLM to facilitate global decision-making.
Moreover, equipping the model with tools such as
calculators (Cobbe et al., 2021) or programs (Gao
et al., 2023a; Chen et al., 2022; Imani et al., 2023;
Yue et al., 2023) can also contribute to improved
problem-solving abilities. In our paper, we con-
centrate on improving the data quality for CoT, as
it forms the foundation of the model’s reasoning
capability.

2.2 Is GPT4 Generated Data Enough?

Utilizing synthetic data generated by strong LLMs
(Taori et al., 2023; Mukherjee et al., 2023; Gu-
nasekar et al., 2023a; Wang et al., 2024) for train-
ing has proven effective in enhancing model perfor-
mance. In mathematics, studies (Luo et al., 2023;
Mitra et al., 2024; Yuan et al., 2023; Yu et al,,
2023) emphasize that utilizing a powerful LLM
(GPT3.5/GPT4) to generate diverse and challeng-
ing datasets can significantly improve model per-
formance.

However, the data generated by LLMs has in-
herent limitations. Although models have a certain
degree of fault tolerance (Yu et al., 2023), relying
solely on synthetic data generated by strong LL.Ms
can limit the upper bound. For instance, in domains
where the best LLM performs poorly, the quality of
generated data may not be guaranteed. Therefore,
the development of a method that eliminates the
requirement for additional LLMs holds significant
importance for the advancement of the field.

2.3 Methods for Generating Synthetic Data

Synthetic data is increasingly valuable in boosting
the performance of LLMs. To minimize labour
costs, Gunasekar et al. (2023b) and Li et al. (2023)
employ GPT-3.5 to generate high-quality synthetic
textbook data, demonstrating its efficacy in cod-
ing performance and common sense reasoning. In
a similar vein, Cosmopedia (Loubna Ben Allal,
2024) constructs an extensive synthetic dataset by
extracting diverse prompts from curated sources
and web data. Our approach differs from these
methods as we focus on rewriting rather than direct
generation. Our method can be seen as Retrieval-
Augmented Generation (RAG) during the training
process, potentially resulting in higher accuracy
compared to generating entirely new text.

In addition to the aforementioned methods that
generate synthetic data from scratch, some studies
have also explored utilizing pretraining datasets to
generate improved formatted data. For instance,
Jiuzhang 3.0 (Zhou et al., 2024) discovers that even
a small language model can acquire the data synthe-
sis capability by distilling from a dataset generated
by GPT-4. This research aligns with our approach
to data rewriting. However, our work explores the
potential of maximizing the utilization of existing
data through a matching algorithm, rather than dis-
tilling the ability from a large language model to a
smaller one.
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3 Methods
3.1 Settings

Training Data Sets. We acquired a meticulously
annotated dataset from an educational institution,
along with a web-crawled collection of mathemat-
ical problems. Due to their distinct origins, these
two datasets are not independently and identically
distributed (i.i.d.). The web-crawled dataset has
been filtered with rules, to retain only mathematical
problems with detailed solution procedures. The
manual-annotated seed dataset consists of 84,095
instances, while the web-crawled dataset comprises
573,960 instances.

3.2 A Close Look at Web-Crawled Data

Misleading Caused by Formatting Issues. Al-
though our preprocessing efforts have enhanced
the quality of the web-crawled data, there still re-
main numerous format errors and non-standard for-
matting issues. An example is shown in Figure 1,
where the expression 32 — 12 = 8 is represented as
32—12 = 8in the crawled data, which is mathemat-
ically incorrect. Due to the extensive combinatorial
nature of mathematical formulas, these errors can
result in expressions that appear to be intact in
terms of formatting but completely misrepresent
the underlying physical meaning. Consequently,
training with these errors can mislead the model,
particularly in complex scenarios. We summarize
the most widespread errors of web data in Table 1
and show corresponding examples in Table 8.

Web-Crawled Data

Given the following equation: 32-12=8=8x1, 52-32=16=8x272-
52=24=8x3 92-72=32=8x4... Observing the above equation, the
nth equation can be expressed as . X

Correct Format

Given the following equation: 32 — 12 = 8 = 8x1,52 — 32 =
16 = 8x2, 7% — 52 = 24 = 8x3, 9% — 72 = 32 = 8X4...
Observing the above equation, the n-th equation can be
expressed as .

Figure 1: An example of web-crawled data. The posi-
tional information of superscripts “2” is lost, thus lead-
ing to incorrect mathematical expressions.

It is quite difficult to correct those errors using
rule-based methods, which we will explain in Sec-
tion 3.2. Utilizing these flawed samples for training
may not only introduce inconsistent output formats
but also affect the model’s understanding of mathe-
matical concepts. However, if we discard samples

Data with Errors
Question: The radius of a small circle is 2 cm, and the
radius of a large circle is times that of the small circle.
What is the area of the large circle?
Answer:
The radius of the large circle: 2 X 3 =6 (cm)
The area of the large circle: 3.14 X 62 =3.14 X 36 =
113.04 (cm?2) X

Correct Format
Question: The radius of a small circle is 2 cm, and the
radius of a large circle is 3 times that of the small
circle. What is the area of the large circle?
Answer:
The radius of the large circle: 2 X 3 =6 (cm)
The area of the large circle: 3.14 x 62 =3.14 x 36 =
113.04 (cm?)

Figure 2: An example of a web-crawled sample with
“local errors” and “global errors”. The “local errors” are
denoted in blue, and the “global errors” are in red.

with errors entirely, it would significantly reduce
the information content in the training data, thereby
affecting the model’s performance. Considering an
extreme case as an example, if we discard all the
samples, then although there are no errors in our
training data, the model cannot learn anything.

The Drawbacks of Rule-Based Methods In
data preprocessing, rule-based methods often hold
significant importance. However, it is important to
note that while certain errors can be resolved using
rule-based methods, others may not be amenable
to such approaches in principle. To state it more
clearly, we define two distinct types of errors: local
errors and global errors.

* Local errors refer to errors that can be cor-
rected by examining a few consecutive words.

* Global errors refer to errors that can only
be rectified if the method comprehends the
entirety of the example, including both the
question and the answer.

The primary limitation of rule-based methods is
that they can only solve “local errors” but are un-
able to address “global errors”. Figure 2 illustrates
an example, with the “local errors” highlighted in
blue and the “global errors” marked in red. In this
instance, the crucial information of “3 times” is
missing from the question, making it impossible
to fill in the blank without consulting the answer.
Additionally, determining whether “62” represents
“62” or simply “62” poses a challenge for rule-based
approaches, as both interpretations are prevalent
in the corpus. Consequently, these two instances
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Error Type Detailed Description

Fraction Format Errors
Super/Subscripts Errors
Missing Line Breaks
Non-standard formula
Garbled Characters

The fractions are not in latex format. % may be in the form of “x\ny” or “xy”.

The positional information of special characters such as superscripts and subscripts may be lost.
Occasionally, the line breaks (“\n”") between different lines are missing.

Some symbols are displayed in non-standard form, such as “x” being typed as “X”.

Severe formatting disruptions were observed in a tiny subset of samples due to the OCR errors.

Table 1: Typical error types in web-crawled data. The fraction format errors and superscripts/subscripts errors are

the most common in our data.

are classified as global errors. Conversely, in the
third scenario, “cm2” commonly denotes “cm?” in
most cases. This makes it a “local error” that can
be easily addressed using rules. Another drawback
of rule-based methods is the requirement to ana-
lyze numerous cases and handle various boundary
situations when constructing rules. This process is
not only highly challenging but also significantly
increases people’s workload.

Feasibility of Model-based Methods After care-
ful examination of the web-crawled samples, we
believe that despite the presence of numerous for-
matting issues in the crawled data, the data itself
still contains a substantial amount of valuable in-
formation. We arrived at the following findings:

1. Despite the vast array of different types of
mathematical problems, the types of format-
ting errors tend to be relatively uniform. Con-
sequently, by fine-tuning a model, it should
be capable of learning the correct paradigms
efficiently with a limited number of samples.

2. Compared to performing complex reasoning
tasks, it is easier for the LLM to rewrite the
data. In other words, modifying the format
of questions and answers to obtain training
data is significantly simpler than generating
answers for questions from scratch.

3. Compared to rule-based methods that focus
on local considerations, LLMs are good at
combining all the information in the sample.

Therefore, we recommend utilizing the informa-
tion in the web-crawled data and leveraging the
excellent language understanding and processing
capabilities of neural networks to construct high-
quality training data. This is related to the core idea
of Retrieval-Augmented Generation (RAG), which
we will discuss later in Section 5.

3.3 A Simple and Effective Method for Data
Cleaning

Based on the analysis above, we propose a sim-
ple and effective method to enhance the quality of

web-crawled data. This approach leverages the lin-
guistic capabilities of LLMs alongside the inherent
knowledge within web-crawled data to refine and
standardize its format, thereby effectively reducing
the occurrence of erroneous expressions.

Our method involves the following four steps as
shown in Figure 3:

1. Constructing format converter training data
by pairing web-crawled data with high-quality
data using fuzzy matching.

2. Train an LLM with the constructed data to
enable it to transform raw web-crawled exam-
ples into high-quality examples.

3. Use the trained LLM to convert the web-
crawled data into high-quality format.

4. Train another LLM (same initialization as that
of step 2) to solve mathematical problems us-
ing both the high-quality data and the con-
verted web-crawled data.

Formally, given a high-quality problem set
Dhigh = {(gi,a;)}i where ¢; is a math question
and a; is the corresponding answer, along with a
large web-crawled dataset Derawi = {(gj,;5)};,
we can derive a matched dataset in the following
manner:

Dtrain = {([Q7 a]? [q/7 a/])|(q7 a) € Dhigha
(¢',a') € Deraw1, match(q, ¢’) V match(a, a’)}.

Here, “match(q, ¢’)” denotes the question ¢ and ¢’
are matched, and “match(a,a’)” denotes the an-
swer a and o' are matched. In other words, we
consider two examples to be identical if either the
question or the answer matches. Typically, the
size of the matched dataset Dy, is smaller than
that of the high-quality dataset and web-crawled
dataset, i.e., |Dirain| < min(|Dhign|, |Derawi|)-

Subsequently, we fine-tune an LLM ¢ using the

B

“We have further augmented our dataset with samples con-
taining severe formatting errors, prompting the model to rec-
ognize these instances and output a “syntax error” indication.
The relative number of those dropped examples is small, and
we have verified that the dropped examples are not the main
reason for our improvement in effectiveness.
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Q: Divide into 4 parts, how much is each part?
A: Analysis: Divide a number into several equal
parts, calculate the number of each part
using division, and answer accordingly.
Solution: 3\n7 = 4=3\n28
Answer: Each part is 3\n28

Web-crawled

Dataset
Fuzzy

Matching

Q: Divide ; into 4 equal parts, how much is
each part?
olution: 2 - 4 = 2
A: Solution: b 4= % °
Answer: Each part is %

High-quality

Prompt Engineering

Instruction:

Assuming you are an elementary school math
teacher, here is a question and corresponding
answer that may have language irregularities.
Please convert the question and answer to a
standardized format.

[Question]

Divide into 4 parts, how much is each part?
[Answer]

Analysis: Divide a number into several equal
parts, calculate the number of each part using
division, and answer accordingly.

Solution: 3\n7 = 4=3\n28.

Answer: Each part is 3\n28

Output:

[Question]

Divide ; into 4 equal parts, how much is

each part?

[Answer]

cpes L3 3

Solution: = ~ 4 = —
7 L2

Answer: Each part is z_a

Re-Generation
Language Model

Math
Language
Model

Dataset

Figure 3: An illustration of our proposed data transforming architecture. The answer coloured in green is matched,
resulting in a <web-crawled, high-quality> data pair. The text in red is originally wrong and needs to be corrected.
We then prompt the paired data to train a re-generation language model to convert the web-crawled data into
high-quality ones. Finally, we train a Math LLM using both the high-quality data and the cleaned web-crawled data.

constructed dataset Dy, and use this model to
process the web-crawled data. For each sample
[q, a], the model generates an output in a prede-
fined concatenated format “formatted([a’, ¢])”. Af-
terwards, we apply rules to extract the question
and answer from the output, resulting in the fi-
nal mathematical problem-solving training dataset
Deieaned = {4}, a}};. Samples that do not conform
to the predefined output format are discarded. Fi-
nally, we fine-tune an LLM on both the high-quality
data Dp;gh and the cleaned data D¢jeaneq to improve
the model performance in mathematical reasoning.

4 [Experiments

4.1 Experimental Setup
4.1.1 Test Datasets and Evaluation Method

Because all our training data are about Chinese ele-
mentary school math, following ChatGLM-Math
(Xu et al., 2024), we evaluate our performance on
two Chinese math datasets, Ape210K (Zhao et al.,
2020) and CMATH (Wei et al., 2023). Different
from the works that utilize LLM as the verifier
(Zheng et al., 2023; Xu et al., 2024), we wrote an
automatic evaluation script in Python. Our auto-
evaluation script exhibits an evaluation accuracy of
95% on Ape210K. Details of our evaluation script
can be found in Appendix A.2. For CMATH, we
utilize the evaluation script > provided in the paper.

Shttps://github.com/XiaoMi/cmath

4.1.2 Models and Experimental Details

We experiment on two most widely used Chinese
open-source models, i.e., ChatGLM (Du et al.,
2022; Zeng et al., 2023) and Qwen (Bai et al.,
2023), specifically, ChatGLM2-6B and Qwenl.5-
7B-Chat. We employ fully parameterized super-
vised fine-tuning (SFT) in all our experiments. Due
to time constraints, we did not conduct hyperpa-
rameter searches; instead, all experiments were
performed once using a pre-determined, stable hy-
perparameter set. * During the training process, we
employed a batch size of 128 for both models, a co-
sine learning rate schedule with an initial learning
rate of 5e-5 for ChatGLM, and a learning rate of
5e-6 for Qwen. Note that the cosine learning rate
schedule is critical for stable training and better
results. We do not use early stopping, but instead
train all data for three epochs.

4.1.3 Matching Algorithm

Our matching algorithm aims to identify matched
questions that are completely identical. To achieve
this, we initiated the process by deleting any char-
acters that do not belong to the Chinese language,
digits, or English letters, as these do not affect
the meaning of the questions. Additionally, we re-
moved English phrases longer than two characters,
as they tend to be LaTeX identifiers rather than

*This set is determined by preliminary experiments on the
high-quality data.
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ChatGLM2-6B Qwenl.5-7B-Chat
Ape2l10K CMATH | Ape210K CMATH

W.o. Training 38.7 62.8 55.4 72.5
SFT w. Dhign 55.6 76.2 68.2 81.8
PT w. Derawt + SFT w. Dhign 59.4 77.2 69.0 83.2
SFT W. Deteancd (rule) 67.8 79.3 67.9 83.0
SFT w. Dcleaned (rule) + Dhigh 70.6 83.5 70.0 83.2
SFT W. Deteancd (model) 72.1 84.5 74.2 87.3
SFT w. Dcleaned (model) + Dhjgh 73.9 84.8 74.1 86.5

Table 2: Performance comparison among different language models on the Ape210K and CMATH. “SFT w. Dy;gy’

i

denotes fine-tuning with human-annotated high-quality data only. “PT w. D¢raw1 + SFT w. Dyien” denotes first
post-training the model with web-crawled data and then fine-tuning the model with high-quality data. “SFT w.
D¢leaned + Dhign”” denotes fine-tuning the model with converted web data and high-quality data together.

variables in Chinese Mathematical problems. Fur-
thermore, we defined a pair as two examples only
if the processed questions are precisely the same or
the processed answer span of the high-quality data
is a subsequence of that of the web-crawled data.

It is important to highlight that the specific de-
tails of our matching algorithm are not the crux of
our method. These details can be modified when
encountering new scenarios. We obtain matched
examples using rules instead of other embedding-
based methods because rule-based matching algo-
rithms offer more precise control over specific de-
tails compared to embedding methods. For exam-
ple, embedding-based approaches might consider
“2+43=5" and “3+5=8” as similar, but they are not
identical. Our objective is not to identify similar
question pairs, but rather to identify pairs that are
exactly the same.

4.2 Main Results

Our results are shown in Table 2. To better com-
pare the effectiveness of the traditional process
pipeline (rule-based) and our model-based method,
we also developed a refined rule-based data clean-
ing strategy to transform the web-crawled data into
a high-quality SFT format. > The conventional
approach of post-training with noisy, web-crawled
data only marginally improves model performance
by an average of 1.8%. In contrast, fine-tuning
the model with both high-quality and our cleaned
data significantly enhances performance by an av-
erage of 9.4%, demonstrating the effectiveness of
our method. Single-stage fine-tuning (both rule-
based and model-based methods) outperforms the
approach of post-training followed by SFT, high-
lighting the superior data efficiency of SFT com-
pared to post-training. Furthermore, our proposed

5The implementation details are in Appendix A.5 and more
comparisons between them will be shown in Section 4.3.

model-based method surpasses the refined rule-
based method by a maximum of 4 points, attributed
to the higher quality of data generated by our ap-
proach. Our method not only improves the accu-
racy of the data but also unifies the paradigm (pure
text and LaTeX format), making it easier for the
model to understand.

An intriguing observation that deviates from
common sense is the comparable performance
of SFT with D¢jeaned (model) tO that of SFT with
both Dgleaned (model) and Dhigh’ while SFT with
Decleaned (rule) @and Dpign outperforms that of SFT
with Deleaned (rule).  We conjecture that this is re-
lated to a phenomenon we observed in the gener-
ated cases. The model generates cleaned data that
corrects errors but also introduces new errors in a
high-quality format. In other words, the model is
likely to distil the knowledge learned in the high-
quality training data into the generated data, thus
benefiting less in training together.

| #params| Ape210K CMATH | Avg.

GPT-4-1106-Preview!| N/A 84.2 89.3 [86.8
GPT-4-0613" N/A 83.6 86.5 |[85.1
GPT-3.5-Turbo-06137 | N/A 70.4 76.8 |73.6
Claude-2f N/A 72.8 80.5 [76.7
GLM-4f N/A 93.5 89.0 |91.3
Yi-Chat' 34B 65.1 777 |71.4
DeepSeek-Chat' 67B 76.7 803 |[78.5
Qwen-Chat' 72B 77.1 88.1 |82.6
ChatGLM3-SFT' 32B 78.0 79.8 |79.8
Ours (ChatGLM?2) 6B 73.9 84.8 [79.4
Ours (Qwen1.5) 7B 74.2 87.3 [80.8

Table 3: Performance comparison among different lan-
guage models on the Ape210K and CMATH. Results
denoted by T are reported by Xu et al. (2024). “#params”
denotes the number of parameters, and “Avg.” denotes
the average performance.

Although we focus on improving data utilization
rather than brushing rankings, we still achieved
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Figure 4: Comparison between our proposed rewriting method and the traditional zero-shot and rule-based one on
Ape210K, as training data grows. The figure left is the results on ChatGLM and the figure right is the results on
Qwen. The horizontal axis represents the amount of SFT data, and the vertical axis represents the accuracy.

outstanding performance on small models within
10B. Comparison between different representative
models is in Table 3. Our performance with the 7B
model surpasses several models larger than 30B,
including Yi-Chat (Young et al., 2024), DeepSeek-
Chat (Bi et al., 2024), and ChatGLM3. Addition-
ally, our results exceed some well-known closed-
source models like GPT-3.5 (OpenAl, 2023) and
Claude-2 (Anthropic, 2023).

4.3 More Analysis of the Effectiveness

We present a comprehensive comparison between
our proposed rewriting method and the traditional
zero-shot and rule-based one, while varying the
model and data size. The prompts we used for one-
shot rewriting and SFT are in Appendix A.3, and
the corresponding results are in Figure 4.

Effectiveness of Rewriting Algorithm From
Figure 4, we can see that under various models
and different data volumes, our proposed rewriting
method consistently outperforms the one-shot and
rule-based one. By examining the cases, we find
that one-shot generation with ChatGLM2 performs
badly in instruction following, preferring to extract
incomplete content, while Qwen, although capable
of generating content that meets the format, prefers
to improvise. Therefore, the one-shot capabilities
of both models are far inferior to our results after
SFT using our matching algorithm. With Chat-
GLM2, the model-based method demonstrates an
average improvement of 3.6% over the rule-based
method, whereas with Qwen, the gap widens to
an average improvement of 6.7%. This leads us
to conclude that a better base model benefits more
from our model-based re-generation strategy.

The Influence of the Quantity of SFT Data We
conducted an investigation into the impact of in-

creasing data volume on model performance. Re-
markably, we observed a linearly increasing trend
in the model’s effectiveness as the data doubled,
suggesting a log-linear relationship. This finding
aligns with previous research (Yuan et al., 2023;
Dong et al., 2023). On ChatGLM, there is an ap-
proximate 5% improvement in performance for
every doubling of data volume. However, in the
case of Qwen, doubling the data volume only leads
to a 2% improvement. This discrepancy may be
attributed to the distribution of the data encoun-
tered during the pre-training phase. Specifically,
the more limited exposure to mathematical-related
data during pre-training, the more notable the per-
formance gains with increased data volume.

4.4 TImpact on Questions Across Grades

We further explore the impact of the cleaning
method on questions across different grade lev-
els. Typically, as students progress through higher
grades, the knowledge required becomes more com-
plex and often necessitates more intricate thinking
processes. We classify and analyze the samples
directly based on the grade labels provided in the
CMATH dataset. Results are in Table 4.

Compared with the rule-based method, we can
see that the model-based re-generation strategy can
improve the performance of questions across dif-
ferent grades, with the greatest improvement ob-
served for the fifth-grade questions on ChatGLM
and sixth-grade questions on Qwen. The signif-
icant improvement observed in the higher-grade
questions could be because these questions pre-
dominantly assess concepts related to fractions or
geometry, which have a higher probability of er-
rors in the original data. Qwen exhibits significant
improvements in Grade 6, whereas ChatGLM does
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Model Gl G2 G3 G4 G5 G6
Rule-ChatGLM 92 87 84 82 60 71
Model-ChatGLM 94 (+2) 94 (+7) 90(+6) 84 (+2) 75(+15)  70(-1)
Rule-Qwen 92 89 92 85 72 68
Model-Qwen 94 (+2) 93(+4) 92(+0) 86(+1) 80(+8) 79 (+11)

Table 4: Performance on different grades. G1, G2, ..., and G6 respectively represent grades 1 to 6. “Rule” denotes
the rule-based data cleaning strategy, and “Model” denotes our model-based data cleaning strategy.

not. This observation is consistent with our findings
on the generated case, i.e., ChatGLM encounters
difficulties in rectifying complex problems.

4.5 Robustness w.r.t. the Quantity of
High-Quality Data

In our experiments, we utilized a corpus of high-
quality seed data consisting of 84,095 instances.
This extensive dataset subsequently yielded 24,336
paired instances for training the generator, indicat-
ing that approximately 28.9% of the high-quality
data could be successfully paired. However, it
might not be possible for others to collect such
a large number of high-quality data. Therefore,
we conduct experiments to explore the relationship
between the performance with the number of high-
quality data (paired data).

Dataset Rule M-10k M-20k M-40k M-All

Ape210K-C' 50.6  52.6 532 53.8 542
CMATH-C 693 728 75.0 74.5 74.3

Ape210K-Q 60.5  66.1 67.9 67.8 67.9
CMATH-Q 792 825 82.7 82.8 82.0

Table 5: Performance w.r.t. different amounts of high-
quality data. “10k™, “20k”, “40k”, “All” respectively
represent the number of high-quality seed data. “Rule”
denotes the rule-based data cleaning strategy, and “M”
denotes our model-based data cleaning strategy. “C”
denotes ChatGLM and “Q” denotes Qwen.

We conducted experiments by varying the quan-
tity of high-quality data and comparing the perfor-
mance of both rule-based method and model-based
methods. Owing to time constraints, our SFT ex-
periments were conducted on a subset of 80,000
samples. The results are summarized in Table 5.
Notably, even with a limited set of 10,000 high-
quality data instances (yielding 2,990 pairs), our
method significantly outperforms the rule-based
approach. This demonstrates the robustness and
practicality of our method in real-world scenarios.
We speculate that the robustness with respect to
dataset size stems from the relatively consistent na-
ture of formatting errors and that remedying these
errors presents a manageable challenge for LLMs.

4.6 The Quality of Data Rewritting

We evaluated the revised quality of 100 random
data entries, and results are in Table 6. It can be
observed that the rule-based rewriting method sur-
passes the baseline by 5 points, while ChatGLM
surpasses it by 12 points, and Qwen surpasses it by
17 points. Notably, the performance of our method
on Qwen exceeds that of GPT-4. These results
demonstrate the effectiveness of our method.

Rule
76%

Origin
71%

GPT4 Model-GLM  Model-Qwen
86% 83% 88%

Table 6: The data quality under different methods. We
assessed the quality of 100 data entries. “Rule” denotes
the rule-based method. “GPT4” denotes generating
using GPT4 with one-shot prompting. “Model-GLM”
and “Model-Qwen” denote generating with ChatGLM2-
6B and Qwen1.5-7B-Chat, respectively.

By carefully examining the cases, we find that
as the model capabilities improve (ChatGLM2 ->
Qwenl.5 -> GPT4), the performance on challeng-
ing questions is enhanced. Qwen and ChatGLM
tend to make errors on some difficult word ques-
tions, whereas GPT4 performs well in such scenar-
i0s. However, our approach outperforms GPT4 on
typical errors present in this dataset. For example,
our trained model tends to rectify fraction format
errors that are difficult to identify, whereas GPT4
may maintain the original text. Furthermore, our
model demonstrates superior performance on cer-
tain fill-in-the-blank and true/false questions. This
suggests that applying our methodology to GPT-4
could likely enhance its performance further.

Table 7 presents a converted case using Qwen1.5-
7B-Chat. In this case, the model (1) accurately
identifies and converts fraction errors in the sen-
tence into a LaTeX format, and (2) fills in missing
numbers in the question by comprehending the con-
text, which cannot be achieved through rule-based
methods. Additional cases can be found in Ap-
pendix A.6. From these cases, it can be concluded
that our method significantly improves data quality
in various error types.
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Original (Chinese)

Translated (English)

Q: YLHHFENE I 4 FEFFNE2400H,, M EFE K

n, FEF\ELDH?
A i 8 T
'Tj“l”,
E2400BREAST I 2 (14

EEFEFGAEEFEB
KB E, BRETE, &

Q: Guangming Chicken Farm raised 2400 chickens
this year, an increase from last year. How many
chickens did it raise last year?

A: Analysis: Consider the number of chickens
raised last year as unit “1”, and calculate the quan-
tity of unit “1” using division. Divide the quantity
2400 by the corresponding fraction(1+

Web- 1
Crawled 5) 5).
WRARENT. EEIEIEN AL 2400+ (1+1 Solution: Number of chickens raised last year:
5) , =2400=6 2400=-(1+1
5, =2400x5 5), =2400+6
6, =2000 (H) . &: HFEFFIE2000H . 5,=2400x5
6, =2000 (chickens). Answer: There were 2000
chickens raised last year.
Q: Jt B4 4 4F 2 190400, | H 4 Q Guangmi.ng Chickeanarm raised 2400 chickens
ML, EEFGLDH? th1§ year, an increase of £ from last year. How many
Model- A:%ﬁ: 2400= (1+41) chlckens. did it raise lastlyear?
Cleaned 04006 : 5 A: Solution: 2400--(1+%)
5 =2400~-¢
=2000 (H) =2000 (chickens)

% EEFFNE2000 .

Answer: There were 2000 chickens raised last year.

Table 7: Case of our model transformed examples. Our data are all Chinese elementary school math problems. For
ease of understanding, we have provided an English translation on the right.

5 Discussions

Relationship with RAG The widely discussed
RAG (Gao et al., 2023b; Komeili et al., 2022; Thop-
pilan et al., 2022; Schick et al., 2023) technology is
conducted during the inference period. Providing
references to the model and allowing the model
to refer to these references in generating answers,
helps the model reduce “hallucinations”, especially
for knowledge-intensive tasks. Our method can be
seen as RAG during the training process. Distilling
the model’s unknown knowledge into the training
data can further enhance the model’s capabilities.
The injection of knowledge can also positively im-
pact the model’s generalization in related domains.

Possible Applications in Other Domains A core
idea of our paper is that: the effective use of ap-
propriate data formats, derived from pretraining
datasets, can facilitate the efficient SFT. Therefore,
our method can be extended to various scenarios.
Numerous open-source high-quality datasets can
be used to create paired data through alignment
with web-crawled resources. For instance, by ag-
gregating relevant Wikipedia entries for specific
QA datasets, one can train a model to generate
pertinent questions and answers corresponding to
those entries. Furthermore, in niche scenarios fea-
turing unique personal corpora, it is feasible to
initiate training with a small amount of seed data to
produce high-quality SFT data, thereby integrating

this knowledge into the model.

Future Directions Our training data for the trans-
forming method is automatically constructed using
fuzzy matching, which presents both benefits and
challenges. While this approach enables the gener-
ator to produce correct answers even when the orig-
inal answers are incorrect, it can also lead to errors
in instances where the original answers are accu-
rate. In such cases, employing additional verifiers
could be helpful. Furthermore, implementing self-
training methods may be valuable to concurrently
improve the model’s mathematical capabilities and
the quality of the transformed data.

6 Conclusion

We observed that in mathematical problems, format
errors in the web-crawled data not only cause confu-
sion in the output format but also result in semantic
inaccuracies. Building on this insight, we propose
a simple and efficient method that leverages the
abundant information in web-crawled data and the
strong understanding capabilities of LLMs. Our
method enables the transformation of web-crawled
data into high-quality ones without additional lan-
guage models such as GPT-4. Experiments demon-
strate the superiority of our method. In the future,
it is worth exploring how to extend this method to
enhance data quality in various other scenarios.
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7 Limitations

Although our method greatly improved the model
performance without relying on specific annota-
tion or additional LLMs, for some special scenar-
i0s when it’s difficult to construct suitable pairs, a
certain amount of annotation is still needed as a
cold start. Moreover, the cleaning process could
introduce new errors in the data, thus additional
methods that could enhance the data quality are
still a problem worth exploring.
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A Appendix
A.1 Datasets

The web-crawled data mentioned in this paper is
already processed using OCR and filtering. In spe-
cific, the web-crawled data often appears in rich
text format (a mixture of texts and images). Then,
Optical Character Recognition (OCR) is applied to
extract text from images on the webpage and then
rules are applied to further discard low-quality sam-
ples, obtaining a portion of relatively high-quality
samples with detailed solution procedures. Al-
though these samples already have relatively high
quality, there are still many format errors and cases
of non-standard formatting, which are difficult to
process using rules. Ultimately, we obtain 84,095
high-quality seed data and 573,960 web-crawled
data.

A.2 Evaluation script

As we mentioned in the main text, we wrote an
auto-evaluation script to evaluate the model per-
formance on Ape210K, achieving an accuracy of
95%. To be specific, we evaluate 2 random files,
one from ChatGLM?2 and the other from Qwen,
100 examples each, the accuracy of the evaluation
script is 95%. Among the 10 samples that were in-
correctly evaluated by the script, 3 were originally
incorrect but were deemed correct by the script,
whereas 7 were originally correct but were consid-
ered incorrect by the script. The primary reason
for the evaluation errors is the diversity of outputs,
which resulted in a mismatch between the provided
answers and the answers produced by the model.

A.3 Prompts

We do not use any prompts for the math model.
The prompt we utilized for the format converting
of our model is as follows:

SFT Prompt

O RE— /N EEEE N, NHEAIR—E AT RERF
FETE S AL AR B A RIS, TERA B AIE

SIS -
ERERAFTERE BARELR, HAERZR
ESR A RO RE I

R AR R SCECE R, TSR XA R —iE A T
Bl . o ERTFAE ™ AR IR R S B AR A
ME, I AR . 7.

[EH]

[E#]

To strengthen the generation performance of
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models without SFT, we adopt one-shot learning.

The prompt is as follows:

One-Shot Prompt

B IRR— N NEREE N, N AR —IE AT REAF

TEVE S AHVOAOR B AR B ZR 5 HE H A
R ARTEAE
E%§%/\ﬁﬁ%{%%’ﬁwﬁ¥%#ﬁ%§%, BEARBEMER
ERINR R R

ﬂﬂ%@iﬁiﬂf*)&ﬁl%m) HEFR X AR —E
B ﬁﬂ%ﬁﬁmﬁﬂ’] B R EER S B AR
M, m@nutﬁ TELETEIEER -

FEG]

#HA:

[@HE]

HNRBEEAR MR KR, SR
E’J\n\n\n\n\n\n\n\nS\n\n\n\n8J: iz #E540F
SR R SR KOR KR 5 B R FORBOR (L
6 7, NRBEEEFIREZ DT F?
[E %]
A j& E s, @IEl']\n\n\n\n\n\n\n\nS\n\n\n
\n8J5 iZ RS540 o, X B RS
Eﬂﬁﬁﬂﬁaﬁi’?ﬁﬁﬁjﬁ*ﬁiéﬁ%
fE6: 7, MAD BB R OK 8 E & E R D1-
\n\n\n\n\n\n\n\n6\n\n\n\n7= \n\n\n\n\n\n\n
\nl\n\n\n\n7, M X540T 3% *
#J\n\n\n\n\n\n\n\n5\n\n\n\n§- \n\n\n\n\n\n
\n\nl\n\n\n\n7=\n\n\n\n\n\n\n\n27\n\n\n\n56,
B PR 2R 5 540+ \n\n\n\n\n\n\n\n27\n\n\n\n56
=1120T 5 . \nift & M #7 . 540+[5\n8- (1-
6\n7) 1=540-[5\n8- 1\n7] 540+-27\n56=1120 (T
W) o5 & RRBEERERR1120T 5.

# Hy i
[
ARBEA MK, HHERKIE, Xz

5407, X T G L A AORECR 5 JFOR AR KL
EHHES: 7, NRBEERERAZDT?
[E%] ‘

fi#. 540+[3- (1-%)

=540+[3-7]

=540+ 22

=1120 (F50) ;

& NRWEERAAKI20F 5.

TEARIE LA LREG], i T SOE R H R R
[# H

[EH]

A4 Format Error Examples of Web-Crawled
Data

Examples of typical format errors are shown in

Table 8, including fraction format errors, super-

scripts/subscripts errors, missing line errors and
other non-standard formats.

A.5 Rule-based Methods

It should be noted that the web-crawled data we
mentioned in the article has already been filtered
through specific rules, yet numerous errors persist.
We revised the data using rule-based methods as
described in Section 4.3, applying the following
rules.

1. Develop a series of templates to extract only
the corresponding detailed answer parts as
answers to the questions.

2. Correct fraction related errors, such as replac-
ing “NUM1\nNUM2” with “NUM1/NUM?2”.

3. Correct equation related non-standardize ex-
pressions, such as replacing “,=” with “=" and
replaceing “,~” with “~=”.

However, many format errors, while simple for hu-
mans, prove challenging for traditional rule-based
systems. Firstly, it is impossible to enumerate all
the rules comprehensively. Secondly, some global
errors can not be fixed using rule-based methods.
Crucially, cleaning one format might introduce er-
rors in another. For instance, in the rule replac-
ing NUM1\nNUM2 with NUM1/NUM2, where
NUMI and NUM2 are digits and “\n” denotes a
line break, an accurate replacement is difficult with-
out affecting other data. A case is shown in Table
9. However, neural networks can address this issue
more effectively.

A.6 Case Study

In addition to the examples presented in the main
text, we show two additional model-transformed
cases with Qwen1.5-7B-Chat in Table 10. In the
first case, the superscript is erroneously formatted
as “2n+1” instead of “2™ +1”. Our model succeeds
in detecting and correcting it. In the second case,
the missing line break between two equations re-
sults in confusion and misinterpretation. By insert-
ing appropriate line breaks, our model transforms
the text into a more readable format. In both cases,
our model accurately extracts the crucial elements
of the sample instead of merely copying the entire
analysis.
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Error Type

Original Web-Crawled Data (Chinese)

Translated Data (English)

Fraction
Format
Errors

Q: JEHAFE NI & FEFE 24002, L EFH
hn, FEFELADSH?

A IENT: 2400+ (141

5) , =2400-=6

5, =2400x5

6, =2000 (H) . Z&: EFEFEIE2000H.

Q: Guangming Chicken Farm raised 2400 chickens
this year, an increase from last year. How many
chickens did it raise last year?
A: Solution: 2400-+-(1+1
5),=2400+6

5,=2400x5

6,=2000 (chickens).Answer:
chickens raised last year.

There were 2000

Super/
Subscripts
Errors

Q: B — AR 4 F X T — IR S5 M A Rl BY — J) 48
28 BB BT R R S K A [E] BY — T 48 F 3F
5 B X MR 4 S ik s M AP R B — 70,48
FARL_ B

A ARIE BT A 0K — R F XTI
(8] — 71,48 F 25 3B E 21+ 1=3.8 — MR 48 7 X
FT2UR A8l —T) 48T A8 S BB 22+ 1=5 /K I
FHE SR AR T X ok 5 A (8] BY — T 481
25 i (2n+ 1) EX.

Q: After folding a rope in half once and cutting it
in the middle, the rope becomes 3 segments. After
folding it twice and cutting it in the middle, the rope
becomes 5 segments. If we fold the rope n times
and cut it in the middle, the rope will become
segments.

A: According to the analysis, folding a rope once
and cutting it in the middle results in 3 segments,
which can be represented as 21+1=3. Folding the
rope twice and cutting it in the middle results in 5
segments, represented as 22+1=5. Following this
pattern, if we fold the rope n times and cut it in
the middle, the rope will be divided into (2n+1)
segments.

Missing
Line
Breaks

Q: —HRERN KK ZER KW, FitllE
/NIFATERI60 T, 127N EIik B RO . ITX
IR, SEFREE/NE HITHRIADITBI0TF K - 39X
VR 2R SE PR £ /D NP RIA O X 2 (F HLB )
A: R BOXENRE SR A N AKX

(60— 10) xz =60 x 1250z = 60 X 1250z =
72050z +~ 50 = 720 = 50z = 14.4%: XHIEE
SEBRFT 14.4/NFRIGR 0 X

Q: A car is transporting disaster relief supplies to
a disaster area. The original plan was to travel 60
kilometers per hour and reach the destination in 12
hours. Due to weather conditions, the actual travel
distance per hour is 10 kilometers less than planned.
How many hours will it take for the car to reach the
disaster area in reality? (Solve using proportions)
A: Solution: Assuming that this car actually arrived
at the disaster area in x hours,(60 — 10)xx = 60 X
1250z = 60 x 12502 = 72050z <+ 50 = 720 +
50x = 14.4Answer: This car actually took 14.4
hours to reach the disaster area

Non-standard
Formula

Q: MR R, HE 111K, H265% 08 M REH
/R0

A T EXH, By R
xTy=20, (1)

2xT4y=46 (2)

FHxe, &

2x12y=40 (3)

-, 5

2y=6

y=3

BT LAx=20-3=17
EWE1TR, RE3R

Q: Chickens and rabbits are in the same cage, there
are a total of 11 heads and 26 legs. How many
chickens and rabbits are there respectively?

A: Let’s say there are x chickens and y rabbits.
xTy=20, (1)

2x Tdy=46 (2)

(X2, we get

2xT2y=40 (3)

(2) - (1), we get

2y=6

y=3

Therefore, x=20-3=17

Answer: There are 17 chickens and 3 rabbits.

Table 8: Typical error types and their corresponding instances. Our data are all Chinese elementary school math

problems. For ease of understanding, we have provided an English translation highlighted in blue.
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ID Web-Crawled Examples Rule Converted Examples
Q: LHAFF G 5 FIE 82400, L E 1Y
m, EFEFFEEZOR?
A AT IBRFEFEE ABEER
ficre, REARE, AREITRE, &
E2400BR LIN I 3 2 (14
1
5) .
BT EFEIFERREE 2400+ (141 Q: JLHASF I 5 F IFNE2400H , £ F 1
5) . =2400+6 . EREFFGZHR?
5, =2400x5 A: £ OF B B R R 2400+
6, =2000 (H) . 2. FEFEE2000H . (1+1/5) =2400-+6/5=2400x5/6=2000 ()
B EEIFFIB2000.

Q: Guangming Chicken Farm raised 2400 chickens

Case 1 this year, an increase from last year. How many Q: Guangming Chicken Farm raised 2400 chickens
chickens did it raise last year? this year, an increase from last year. How many
A: Analysis: Consider the number of chickens chickens did it raise last year?
raised last year as unit “1”, and calculate the quan- A: Solution: Number of chickens raised last year:
tity of unit “1”” using division. Divide the quantity 2400--(1+1/5)=2400--6/5=2400 x 5/6=2000 (chick-
2400 by the corresponding fraction(1+ ens). Therefore, there were 2000 chickens raised
1 last year.
5).
Solution: Number of chickens raised last year:
2400=-(1+1
5), =2400+-6
5, =2400x5
6, =2000 (chickens). Therefore, there were 2000
chickens raised last year.
Q: T AIE10.53 7 KRB HE — 1 K6k,
WISKHIK T EITE, FTLMEE? (H Q: TAIE10.552 77 KATE VP £ — D K6K,
TiERE) WISAKM KT EPILE, FLHEZE? (H
Az AT LUK TiRER%)
6x3.5xx=10.5 A: BATLUEOR,
21x=10.5 6x3.5xx=10.5/21x=10.5
x=10.5+21 x=10.5+21
x=0.5 x=0.5
& ATLUEHO.5K . & ATLLE0.5K .

Case 2 Q: How thick can workers lay 10.5 cubic meters Q: How thick can workers lay 10.5 cubic meters

of yellow sand in a rectangular sand pit that is 6
meters long and 3.5 meters wide? (Using equations
to solve)

A: Assuming that the layer can be laid to a thickness
of x meters, 6x3.5xx=10.5

21x=10.5

x=10.5+21

x=0.5

Therefore, the layer can be laid to a thickness of 0.5
meters.

of yellow sand in a rectangular sand pit that is 6
meters long and 3.5 meters wide? (Using equations
to solve)

A: Assuming that the layer can be laid to a thickness
of x meters, 6x3.5xx=10.5/21x=10.5

x=10.5+21

x=0.5

Therefore, the layer can be laid to a thickness of 0.5
meters.

Table 9: Case of our examples using rule-based methods. The translation is marked in blue. In the first case,
“NUM1\n NUM2” is correctly transformed into “NUMI/NUM2”. However, in the second case, the raw web-crawled
data is correct, but the rule-based method incorrectly alters the expression.
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Error Types Web-Crawled Examples Model Converted Examples
Q: R —ARU T X I — IR A A B —T] 48
T2 3B XT%EP%U\FU\EP A8y —J) 48 74
RSB XAR 48 F 5 ik S A R B — T, %8
TAM_ B
Az AR 53 AT AT AR oRE — MR 48 X LN A
8] — 71,28 F 25 3B A2 1+ 1=3. 0/ — IR 48 X Q: BB T — UG MR A — ], 4
PR B PSS ARSI Ty a7, W
R R X ARG TR Tk f5 AR B B — T 48 F 5 5B ’;[%i;(_;iﬁg%?ﬁ?ﬁnﬁ(}:y\ i IZE—IJ é;g .
R A 71 7, AT .
[PERRVAR: . AT LN AR R 89— T 5 214+1=3 e LELSesE . gy ko (] B
K200 N EN B —T] /5 22+1=5. %’2??1:53@5‘ fihs AT BB,
R iRk N H R BY — 70 4 ER B I 5 48 A SRk, AR —T]. 22415
Eizgznn)ﬁ’i. L ’ ’
HEESRA:Qn+1). POLEH ik, WA T3 —7) & HBIT I 4
Q: After folding a rope in half once and cutting it g;%ﬁ@ +(]2)"f:)
in the middle, the rope becomes 3 segments. After = '
Super/ folding it twice and cutting it in the middle, the.rope Q: After folding a rope in half once and cutting it
Subscripts becomes 5 segments. If we fold the rope n times in the middle, the rope becomes 3 segments. After
Errors and cut it in the middle, the rope will become __ folding it twice and cutting it in the middle, the rope
segments. . . becomes 5 segments. If we fold the rope n times
A: According to the analysis, folding a rope once and cut it in the middle, the rope will become ( )
anq cutting it in the middle results in 3 segments, segments. ’
which can be represent.ed. as 21+1=3' Foldlng.the A: From the question, it can be inferred that if you
rope twice and cutting it in the middle results in 5 fold it once and cut it in the middle, there will be
segments, represented as 22+1=5. Following this ol 113 ?
pattern, if we fold the rope n times and cut it in Lo .. .
the middle, the rope will be divided into (2n+1) Lyt [ It twice and cutitin the middle, there
segments. . ) . . . .
[Detailed Solution] From the question, it can be gl};err;fggé ltfhzorlcl);glgilﬁ g;g?\i;jg?nigt(;naﬂ 11r;
inferred that if you fold it once and cut it in the segments. ’
middle, ther.e Wll.l be 21+1=3' . . Therefore, the answer is: (2" + 1)
If you fold it twice and cut it in the middle, there
will be 22+1=5.
Therefore, if you fold it n times and cut it all in
the middle, the rope will be divided into (2n+1)
segments.
Therefore, the answer is: (2n+1)
Q' =7 #%ﬁ/+ﬁjA.ﬂ>—78 Wj/\ %ﬁ/‘*#
MEE=72, =fARMERARELD?
A: iR R=AAERX, BIEARy,
EEfLp SR
3x+2y=78
Q: =M =A+M M EIE=78, W T=fAF+= 2x+3y=72
/\!ﬁ/zn =PRI AR E ECS
A: g R=AEAREx B Ry HEE x=18
B 3x+2y=782x+3y=72fFEx=18 y=12%: = y=12
RIS AR 2. % ZARAERLS, ERAELR.
Missing/
Line Q: Three triangles + two circles = 78, two triangles Q: Three triangles + two circles = 78, two triangles
Breaks + three circles = 72, how much do triangles and

circles represent respectively?

A: Solution: Let a triangle represent X, a circle
represents y, therefore: 3x+2y=782x+3y=72. The
solution is x=18 y=12. Answer: A triangle repre-
sents 18, and a circle represents 12.

+ three circles = 72, how much do triangles and
circles represent respectively?

A: Solution: Let a triangle represent X, a circle
represents y, therefore:

3x+2y=78

2x+3y=72

The solution is

x=18

y=12

Answer: A triangle represents 18, and a circle rep-
resents 12.
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Table 10: Case of our model transformed examples. The translation is marked in blue.



