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Abstract

In the domain of Aspect-Based Sentiment Anal-
ysis (ABSA), generative methods have shown
promising results and achieved substantial ad-
vancements. However, despite these advance-
ments, the tasks of extracting sentiment quadru-
plets, which capture the nuanced sentiment ex-
pressions within a sentence, remain significant
challenges. In particular, compound sentences
can potentially contain multiple quadruplets,
making the extraction task increasingly difficult
as sentence complexity grows. To address this
issue, we are focusing on simplifying sentence
structures to facilitate the easier recognition of
these elements and crafting a model that inte-
grates seamlessly with various ABSA tasks. In
this paper, we propose Aspect Term Oriented
Sentence Splitter (ATOSS), which simplifies
compound sentence into simpler and clearer
forms, thereby clarifying their structure and
intent. As a plug-and-play module, this ap-
proach retains the parameters of the ABSA
model while making it easier to identify es-
sential intent within input sentences. Extensive
experimental results show that utilizing ATOSS
outperforms existing methods in both ASQP
and ACOS tasks, which are the primary tasks
for extracting sentiment quadruplets.1

1 Introduction

Aspect-Based Sentiment Analysis (ABSA) (Pon-
tiki et al., 2014) refers to the crucial task of un-
derstanding sentiments at the aspect-level. This
technique identifies specific aspects of entities and
evaluates their associated sentiments, providing
richer contextual insights. In recent years, ABSA
has progressed beyond simple sentiment classifi-
cation to tackle more complex structures like sen-
timent triplets and quadruplets, which include as-
pect term, aspect category, opinion term and sen-
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1Our code is available at https://github.com/
ryang1119/ATOSS.git

ABSA Input Sentence :
  i swore never to return for a warm beer and mediocre meal.

(A) beer (C) drinks quality (O) warm (S) negative

(A) meal (C) food quality (O) mediocre (S) neutral

Original sentence

split sentence

i swore never to return for a warm beer.
i swore never to return for mediocre meal.

negative

i swore never to return for a warm beer
and mediocre meal.

negative

neutral

mediocre?
neutral?

negative

(A) beer (C) drinks quality (O) warm (S) negative

(A) meal (C) food quality (O) mediocre (S) negative

Figure 1: Existing ABSA models struggle to accurately
predict quadruplets in sentence with compound syntac-
tic structures but perform well when the sentences are
provided in simpler and clearer forms.

timent polarity for quadruplets. Among these,
the Aspect Sentiment Quad Prediction (ASQP)
and Aspect-Category-Opinion-Sentiment (ACOS)
tasks, which involve predicting comprehensive sen-
timent quadruplets from a given sentence, are cur-
rently the most challenging tasks in ABSA and
are being actively researched. Recently, generative
methods have been proposed as solutions for pre-
dicting quadruplets, gaining significant attention in
research due to their simplicity in addressing this
problem in an end-to-end manner. (Zhang et al.,
2021b; Hu et al., 2022; Gou et al., 2023) propose a
framework that uses a sequence-to-sequence learn-
ing to transform an input sentence into predeter-
mined output formats for predicting quadruplets.

Despite the state-of-the-art performances, ABSA
models still suffer from the ambiguity of aspect-
level sentiments in complex sentence structure, of-
ten due to multiple subjects with different states or
context-dependent changes in a single subject. For
example, in Figure 1 upper, the sentence “I swore
never to return for a warm beer and mediocre meal”
conveys a negative sentiment with “never to return”.
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However, the opinion word “mediocre” describing
the “meal” adds confusion to the overall sentiment
of the sentence. As depicted in Figure 1 lower,
by splitting this sentence into “I swore never to
return for a warm beer” and “I swore never to re-
turn for a mediocre meal”, we can clearly identify
the intended sentiment quadruplets. Additionally,
sentences that involve lists, conjunctions, causal re-
lationships, or storytelling elements are difficult to
interpret clearly, as they require complex reasoning
and judgment, similar to human thought processes.
To address the aforementioned challenges, our re-
search aims to enable ABSA models to more easily
identify intent within simple and clear sentence
structures, avoiding confusion in complex and in-
tertwined sentence constructions.

Motivated by these observations, we propose
a model, named Aspect Term Oriented Sentence
Splitter (ATOSS), which helps to accurately iden-
tify quadruplets by simplifying an original, com-
pound sentence into simpler and clearer forms for
ABSA models. Moreover, ATOSS, as a plug-and-
play module, can be integrated into each ABSA
model keeping their parameters. In other words,
once ATOSS is pre-trained, it can be immediately
applied to any ABSA model without the need for
additional training. Specifically, ATOSS is first op-
timized via LLM distillation, and then aligned with
the target ABSA model’s sentence preference (Fig-
ure 3). We first obtain split sentences by prompt-
ing with LLM and train our model to generate the
split sentence given an original sentence. More-
over, we address any ambiguities or splitting bi-
ases by further tailoring our ATOSS for the tar-
get ABSA model that will perform quadruplet pre-
diction. To this end, we adopt preference align-
ment (Rafailov et al., 2023) with sentence pairs of
preferred-dispreferred splitting results. As a result,
ATOSS is fine-tuned to be further enhance the target
ABSA model’s quadruplet prediction accuracy.

Our extensive experiments on main aspect
quadruplet prediction tasks, including ASQP
and ACOS demonstrate that ATOSS significantly
enhances the prediction accuracy of state-of-the-art
ABSA models, including fine-tuned models
and prompt-based LLMs. Specifically, ATOSS

effectively reduces the error rates associated with
incorrectly predicting aspect terms by facilitating
the identification of aspect terms in input sentences
for each sentiment quadruplet. Furthermore,
our ATOSS splitter can be seamlessly integrated

into the inference stage for other ABSA tasks,
highlighting its high level of generalizability.

Our contributions are summarized as follows:

• We propose ATOSS splitter which splits com-
pound sentences into simpler and clearer
forms, allowing ABSA models to easily iden-
tify intent within the sentence structure.

• ATOSS aligns with the sentence preference of
target ABSA model and, as a plug-and-play
module, can be seamlessly integrated into ex-
isting models to enhance performance without
the need to update their parameters.

• Experiments show that integrating ATOSS im-
proves the quad prediction accuracy of exist-
ing ABSA models while also enabling them
to adapt well to other ABSA tasks.

2 Related Work

In this section, we review the existing literature
on (1) state-of-the-art approaches to Aspect-Based
Sentiment Analysis (ABSA), and (2) recent efforts
to distillation of large language models’ (LLMs)
remarkable reasoning ability on various tasks into
small language models (LMs).

2.1 Sentiment Quadruplet Prediction

ABSA has been the focus of extensive research in
recent years, aiming to extract sentiment-related
elements for more fine-grained sentiment analysis.
Earlier work primarily focused on predicting sin-
gle or dual sentiment elements (Ma et al., 2019;
Zhang and Qian, 2020). As the field evolved, more
challenging ABSA tasks were proposed, such as
Aspect Sentiment Triplet Extraction (ASTE) (Peng
et al., 2020) and Target Aspect Sentiment Detec-
tion (TASD) (Wan et al., 2020), which focus on
predicting sentiment triplet, and Aspect Category
Opinion Sentiment (ACOS) (Cai et al., 2021) and
Aspect Sentiment Quad Prediction (ASQP) (Zhang
et al., 2021b), which target sentiment quadruplet.

To tackle sentiment quad prediction problems,
early approaches proposed pipeline methods (Cai
et al., 2021), but more recently, generative methods
have emerged as the primary research focus be-
cause of their simplicity and end-to-end approach.
Zhang et al. (2021b) solve the ASQP task by trans-
forming target quads into natural language sen-
tences, using the knowledge from the pre-trained
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generative model, which leads to better perfor-
mance. Hu et al. (2022) was the first to inves-
tigate element ordering based on the quad structure,
and proposed a method for predicting quads by
augmenting the targets of the ASQP dataset with
various permutations. Building on this, Gou et al.
(2023) introduces an element order-based prompt
learning method that improves sentiment tuple pre-
diction by aggregating multi-view results.

Despite the promising results, long and complex
text poses significant challenges for the model in
predicting quadruplet. In this paper, we focus on a
strategy for providing simpler sentences that allow
ABSA models to handle complexity of sentences
more accurately and effectively.

2.2 Distillation of LLM’s Reasoning Ability

Knowledge distillation, which trains smaller mod-
els based on larger models, aims to reduce their size
and latency while maintaining accuracy and gen-
eralization capabilities (Hinton et al., 2015; Sanh
et al., 2019). Large Language Models (LLMs) have
demonstrated an emergent ability in reasoning by
generating explanations through Chain-of-Thought
(CoT) prompting (Wei et al., 2022; Wang et al.,
2023; Kojima et al., 2022). With the remarkable
performance of LLMs across a wide range of tasks,
recent research has focused on distilling their rea-
soning capabilities into smaller language models.
Fine-tune-CoT (Ho et al., 2022) has demonstrated
outstanding performance across various tasks by
enabling LLMs to generate diverse reasoning paths
and distill them into LMs. Some studies have con-
ducted more detailed, task-specific knowledge dis-
tillation using LLMs (Magister et al., 2022; Chae
et al., 2023; Hsieh et al., 2023). Recently, there
has been an attempt to leverage LLM’s CoT rea-
soning to address imprecise predictions and limited
interpretability in the ASQP task (Kim et al., 2024).

3 Preliminaries

In this section, we formally define our target ABSA
tasks and analyze ABSA models’ behavior based
on the structural complexity of input sentences.

3.1 Problem Formulation

In this work, we focus on tasks of predicting aspect-
level sentiment from input sentence, in the form
of structured quadruplets, (i.e., ASQP and ACOS).
Formally, given an input sentence, these task aim
to predict all aspect sentiment quadruplets consist-

Task Datasets Ratio of S / C Acc of S Acc of C

ASQP
Rest15 32.93 / 67.07 53.57 40.08
Rest16 32.63 / 67.37 57.87 50.21

ACOS
Laptop16 32.72 / 67.28 39.28 30.23

Rest16 32.16 / 67.84 54.45 48.25

Table 1: Proportion of simple (S) / compound (C) inputs,
and quad prediction accuracy (i.e., Recall) of existing
ABSA models for simple and compound sentences.

ing of four components, i.e., {(at, ac, ot, sp)}.
The aspect term “at” and opinion term “ot” are
detected within the sentence, while the aspect cate-
gory “ac” and sentiment polarity “sp” are classi-
fied within their respective pre-defined sets.

If the target aspect term is not explicitly men-
tioned, it is implicitly expressed and mapped to

“NULL”. Note that ACOS differs from ASQP in its
definition of the opinion term, focusing on more
implicit aspects and opinions, which may result in
the opinion term being “NULL” as well. The as-
pect category is classified as an element within the
category set that is pre-defined for each domain or
dataset; for example, in restaurant review datasets,
it includes various categories such as “food prices”
and “ambience general”. The sentiment polarity
is predicted as one of the three sentiment classes:
“positive”, “neutral”, and “negative”, each indicat-
ing the corresponding aspect-level sentiment.

3.2 Analysis of ABSA Performance based on
Sentence Structural Complexity

We first investigate the prediction accuracy of ex-
isting ABSA models according to the degree of
complexity in an input sentence structure. To this
end, we categorize all test inputs into two sets:
simple sentence and compound sentence. In this
work, we define simple sentence as a sentence con-
taining only a single independent clause and anno-
tated with a single aspect quadruplet. In contrast,
compound sentence is connected by conjunctions
such as “and”, “or”, “but”, and punctuated with
commas; it can be annotated with one or more as-
pect quadruplets. Each sentence in the ASQP and
ACOS datasets may contain several quadruplets for
a single aspect or multiple aspects.

Table 1 reports the error rates of state-of-the-art
ABSA models for both simple and compound sen-
tence inputs. From the results, we observe a high
error rate in compound sentence across all tasks.
As illustrated in Figure 1, when multiple quadru-
plets exist for multiple aspect terms in a sentence, it
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Figure 2: Performance changes of ABSA models (Left:
GPT-4-turbo, Right: MvP) w.r.t. the number of candi-
date split sentences. (Task: ACOS, Dataset: Rest16)

becomes more complex and intricately intertwined.
In such cases, the model struggles to detect each
term accurately, especially when the distance be-
tween the aspect term and sentiment component
in text is relatively large, making accurate quadru-
plet prediction difficult. This issue arises often
when multiple aspects each have multiple associ-
ated opinions or sentiment quadruplets within the
same sentence. Based on these observations, we
hypothesize that splitting a compound sentence into
simple ones based on aspect terms could reduce the
error rate and lead to higher overall accuracy. We
provide more detailed analysis in Section 5.2.

In addition, we conduct a preliminary study
to validate our hypothesis that simplifying sen-
tences via splitting can enhance their clarity and
thereby improve the quadruplet prediction accuracy
of ABSA models. To this end, we examine how
much F1 score in quadruplet prediction improves
when using split sentences instead of the original
ones. Specifically, for each test input, we generate
10 candidate sentence splits by prompting LLM to
perform sentence splitting in both zero-shot and
few-shot manners. We then select the best split sen-
tence that yields the highest F1 score (i.e., oracle
voting). Figure 2 shows the changes in prediction
F1 score as the number of candidate sentence splits
increases. Both the fine-tuned model (i.e., MvP)
and the prompting-based LLM (i.e., GPT-4-turbo)
demonstrate significant performance improvements
with split sentences, especially when more candi-
dates of split sentences are available. Notably, split
sentences obtained through zero-shot prompting,
which result in more diverse split forms compared
to few-shot prompts, show great potential for en-

hancing the performance of existing ABSA models.
Consequently, we confirm that the strategy of split-
ting sentences into appropriate simple forms can
indeed aid in enhancing ABSA performance.

4 Methodology

In this section, we present a plug-and-play mod-
ule that splits an input sentence into multiple sim-
ple sentences that facilitates ABSA tasks. Our
proposed model, named Aspect Term Oriented
Sentence Splitter (ATOSS), is a small LM trained
via knowledge distillation from a teacher LLM and
further refined to align its output with helpfulness
for enhancing the target ABSA model’s accuracy.
The overview of ATOSS is illustrated in Figure 3.

4.1 Aspect-Oriented Splitting Strategy
Our research aims to enable ABSA models to eas-
ily find intent within simple and clear sentence
structures. To achieve this goal, we employ Aspect-
Oriented Splitting Strategy, which ensures that the
split sentences contain aspect terms. As mentioned
in Section 3.2, existing datasets consist of both
simple and compound sentences for ABSA models
to process. For the simple sentence, which has a
straightforward structure and allows the model to
accurately understand its intent without additional
steps, we retain it without modification. However,
the compound sentence often have a complex struc-
ture, such as multiple quadruplets oriented from a
single aspect term, making it challenging for exist-
ing models to discern the intent within sentence. To
address this issue, we only split compound sentence
employing the Aspect-Oriented Splitting strategy.

4.2 Distillation of LLM’s Splitting Ability
We first optimize our sentence splitter to generate
diverse split sentences given an original input sen-
tence. To train the sentence splitter, we augment
the ABSA training dataset of sentence-quadruplet
pairs (s,Q) into X = {(s, s′,Q)}, where s′ is the
split sentence from the original sentence s.

Split sentence generation To distill a teacher
LLM’s sentence splitting ability into ATOSS, we
generate training data for distillation by prompting
the LLM. In this step, we simply adopt zero-shot
prompting for split sentence generation, allowing
the LLM to diversify split s into s′ using its pre-
trained knowledge. To explore effective and diverse
s′, we instruct the LLM to generate 10 diverse s′

for each s with given matching spellings.
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STEP1. Distillation of LLM’s Sentence-Splitting Ability
Sentence

the ambiance of the restaurant was nice and 
good for fine dinning .

the wine list is wonderful and the food 
reminds me of my recent trip to italy .

ambiance of the restaurant was nice . 
ambiance of the restaurant was good for fine dinning .

ambiance of the restaurant was nice . 
ambiance of the restaurant was good for fine dinning .

ambiance of the restaurant was nice . 
ambiance of the restaurant was good for fine dinning .

ambiance of the restaurant was nice . 
restaurant was good .
good for fine dinning .

You are a sentence splitting expert. 
You need to split the sentence into shorter sentences 
such that each short sentence contains one aspect term.

preferred

no unnecessary symbols or emojis? 
only properly split sentence?
no change of conjunctions? no change of spelling? ...

SupervisedFine-tuning Direct Preference

Optimization

LLM Prompt :

Filtering:

ABSAATOSS

ATOSS

(A) wine list
(C) drinks style_options

(O) wonderful
(S) positive

(A) food
(C) food quality

(O) NULL
(S) positive

Split Sentence

STEP3. Inference as a plug-and-play module

STEP2. Alignment with Target ABSA Model Accuracy

(A) (C) (O) (S)

(A) (C) (O) (S)
(A) (C) (O) (S)

(A) (C) (O) (S)
(A) (C) (O) (S)

(A) (C) (O) (S)

(A) (C) (O) (S)

(A) (C) (O) (S)

(A) (C) (O) (S)

the ambiance of the restaurant was nice . 
the ambiance was good . 
the ambiance of the restaurant was good for fine dinning .

dispreferred

(A) (C) (O) (S)
(A) (C) (O) (S)

(A) (C) (O) (S)
(A) (C) (O) (S)

ABSA

ABSA

Figure 3: Overall framework for training and utilizing ATOSS for ABSA tasks. The training process involves (1)
distillation of LLM’s capability for sentence splitting, and (2) alignment with a target model’s sentence preference.
The inference process (3) predicts the quadruplets by taking sentences split by ATOSS as the input. ATOSS, as a
plug-and-play module, can enhance prediction accuracy without requiring updates to the target model’s parameters.

Split sentence selection However, as s′ may still
contain noise, we introduce an additional filtering
process to select K split sentences that best meet
the specific criteria, within the set of generated s′.
This filtering process is also performed via LLM
prompting with manually written splitting criteria.

Supervised fine-tuning (SFT) We train the
model to predict the target s′ given an input s.
With the input-target pair (s, s′), we fine-tune the
sequence-to-sequence LM by minimizing the fol-
lowing negative log-likelihood loss:

LNLL = − log p(s′|s) = −
T∑

t=1

log p(s′t|s, s′<t),

where T is the length of the target sequence s and
s′<t denotes previously generated tokens. Note that
the purpose of this step is to obtain a general sen-
tence splitter by distilling an LLM’s sentence split-
ting ability; therefore, we use all (s, s′) samples
collected from multiple available datasets.

4.3 Alignment with Sentence Preference
Even though the general splitter is able to split the
sentence to some extent, but the general split sen-

tence may not always be an optimally processed
input for a specific model. To further refine the
splitter for a target dataset, task, and ABSA model,
we additionally tune ATOSS based on preference
alignment strategy. While shorter sentences are
generally easier for tasks than longer ones, the opti-
mal format for split sentences may vary depending
on the models and datasets. To address this issue,
we apply Direct preference optimization (DPO)
(Rafailov et al., 2023) to the ATOSS for each spe-
cific model and dataset to perform the tasks.

Preferred sentence selection We obtain s′ that
is optimal based on our manual splitting strategy
(Section 3.2), but this may exclude other optimal
s′ formats that we do not consider. To mitigate
this issue, we utilize few-shot prompting for split
sentence generation through LLM, allowing it to
effectively split s into s′ via in-context learning of
given examples. By providing LLM with (s,Q)
pair, we guide it to split s based on its ground-truth
aspect terms of Q. To explore effective and appro-
priate s′, we prompt LLM to generate 10 diverse s′

for each s, as input to measure the sentence-level
F1 score from the ABSA model’s inference stage.
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We use this comparison to select the preferred sen-
tences: if s is simple sentence, we select s′ where
the number of split sentences matches the number
of quadruplets; for compound sentence, if s has the
higher F1 score, no preferred sentence is chosen; if
the scores are equal, s is retained; if s has the lower
score, we select all distinct s′ with higher score.

Dispreferred sentence selection Even if we con-
struct the appropriate dataset, ATOSS may fail to
generate optimal s′ for ABSA model. To alleviate
this issue, we utilize beam search feature of ATOSS

to generate 10 different s′. We use this comparison
to select the dispreferred sentences: if s is simple
sentence, we select s′ with the hightest similarity;
for compound sentence, if s has the lower F1 score,
no dispreferred sentence is chosen; if the scores are
equal, we select s′ with the lowest similarity to s; if
s has the higher score, we select s′ with the highest
similarity to s among those with lower score.

Direct preference optimization Through the
aforementioned process, we can construct pref-
erence pairs P = {(s, p+, p−)} using the pre-
ferred sentence p+ and the dispreferred sentence
p−. We apply DPO on our sentence splitter θ to
train a preference-tuned sentence splitter θ∗ that
minimizes the following objective:

LDPO(θ
∗; θ) =

−E(s,p+,p−)∼P log σ
[
r(s, p+)− r(s, p−)

]
,

where r(s, p) = pθ∗ (p|s)
pθ(p|s) . By optimizing the model

using preferred-dispreferred sentence pairs, our ob-
tained model θ∗ is trained to prefer sentences that
are clearly split based on the aspect term while
avoiding those that are ambiguously or unclearly
split. Note that θ has been specifically trained for
target ABSA model, since the preferred split sen-
tences vary across different models.

4.4 Applying ATOSS as a plug-and-play
During inference, our final ATOSS model, obtained
via a two-step optimization process, transforms
an input sentence into a split one, which is then
provided to the ABSA model. This stage adopts
ATOSS tailored for a specific ABSA model and
dataset. By utilizing ATOSS as a plug-and-play
module, existing ABSA models can process input
sentences optimized for each task without updating
their parameters, thereby improving performance.
In other words, as ABSA models themselves are
not required any tuning, ATOSS can be universally

applied to any off-the-shelf ABSA models, or to
any ABSA tasks focusing on aspect-level senti-
ments. Note that it can also be adopted to closed-
source LLMs, such as GPT-3.5-turbo, GPT-4-turbo
and GPT-4o which cannot be tuned, demonstrating
outstanding applicability and flexibility.

5 Experiments

We conducted our experiments while addressing
the following research questions:

• RQ1: Can ATOSS enhance the quad prediction
accuracy of existing ABSA models?

• RQ2: Can ATOSS improve aspect-level F1 in
quad prediction for existing ABSA models?

• RQ3: Can ATOSS be effective for other ABSA
tasks beyond quad prediction?

5.1 Experimental Settings

Tasks and datasets We validate the effectiveness
of ATOSS on 4 datasets across 2 tasks, ASQP and
ACOS. For ASQP, we utilize two restaurant do-
main datasets, i.e., Rest15 and Rest16 (Pontiki
et al., 2015, 2016). In the case of ACOS, we adopt
restaurant-ACOS and laptop-ACOS datasets, i.e.,
Rest16 and Laptop16 (Cai et al., 2021). Refer to
Appendix C for more details.

Implementation details We employ the T5-base
model (Raffel et al., 2020) from Huggingface
Transformers2 (Wolf et al., 2020) as the backbone
model of our splitter. We adopt the plug-and-play
module in our experiments, maintaining the exist-
ing parameters of target ABSA model while only
tuning the parameters of the ATOSS model. To
filter out noisy sentences and select those that best
meet the criteria, we set K=2. We use two variants
of our model: the splitter trained by using only
LLM Distillation, named General (Section 4.2),
and the one aligned for preference, named Specific
(Section 4.3). More details about implementation
for our model are given in Appendix A.2

Evaluation metrics For all tasks, a sentiment
quadruplet is considered correct if and only if every
element matches gold quadruplet exactly. We uti-
lize F1 score as primary evaluation metric (Zhang
et al., 2021a; Mao et al., 2022), with all reported
F1 score for fine-tuned models (i.e. MvP) using
randomly selected seeds. We use same F1 score

2https://github.com/huggingface/
transformers
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Methods

ASQP ACOS

Rest15 Rest16 Laptop16 Rest16

Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1

Fine-tuned models

Paraphrase (Zhang et al., 2021b) 43.70 47.55 45.54 56.28 59.45 57.82 43.23 42.89 43.06 58.74 60.55 59.63
+ ATOSS (General) 45.44 47.04 46.23 57.28 59.57 58.40 43.49 43.15 43.32 57.84 59.12 58.47
+ ATOSS (Specific) 46.06 47.80 46.91 58.05 60.45 59.23 43.79 43.76 43.77 59.01 62.21 60.57

ILO (Hu et al., 2022) 48.51 49.06 48.78 55.98 60.95 58.36 45.10 45.56 45.33 56.32 57.51 56.91
+ ATOSS (General) 50.45 49.31 49.87 57.62 61.08 59.30 44.51 44.70 45.55 57.05 57.33 57.33
+ ATOSS (Specific) 49.42 48.43 48.92 57.96 61.08 59.48 46.19 46.43 46.31 58.20 58.40 58.30

DLO (Hu et al., 2022) 46.88 49.18 48.00 57.28 61.08 59.12 43.65 43.84 43.75 59.30 59.96 59.62
+ ATOSS (General) 47.76 49.56 48.64 58.60 60.33 59.40 43.92 43.58 43.99 59.87 60.07 59.97
+ ATOSS (Specific) 48.01 48.68 48.34 61.50 58.57 60.15 45.13 43.93 44.52 61.18 59.96 60.56

MvP (Gou et al., 2023) 49.81 48.68 49.24 61.33 62.33 61.82 43.76 43.69 43.72 61.27 57.86 59.52
+ ATOSS (General) 51.99 49.18 50.55 61.61 61.45 61.53 45.21 42.91 44.03 61.05 56.99 58.95
+ ATOSS (Specific) 51.99 49.18 50.55 62.80 61.70 62.25 45.32 43.17 44.22 63.12 58.30 60.61

Prompting-based LLMs

GPT-3.5-turbo 15.38 16.73 16.02 21.23 23.28 22.21 7.27 7.92 7.58 21.46 23.80 22.57
+ ATOSS (General) 20.15 23.14 21.55 26.13 29.66 27.78 8.53 9.39 8.94 23.13 26.31 24.62
+ ATOSS (Specific) 20.07 22.89 21.39 27.42 30.79 29.01 8.33 9.22 8.75 23.40 26.42 24.82

GPT-4-turbo 20.11 25.96 22.66 23.76 28.16 25.77 9.24 10.51 9.83 28.44 30.68 28.99
+ ATOSS (General) 21.11 25.91 23.26 23.52 28.79 25.89 9.31 10.77 9.98 28.18 31.66 29.82
+ ATOSS (Specific) 21.59 26.67 23.86 25.73 30.91 28.08 9.16 10.85 9.94 28.68 31.88 30.20

GPT-4o 18.30 20.88 19.51 24.05 27.03 25.46 10.48 11.28 10.87 21.63 21.72 21.68
+ ATOSS (General) 25.88 29.43 27.55 32.05 35.54 33.71 11.44 12.83 12.10 27.63 28.71 28.16
+ ATOSS (Specific) 26.25 30.31 28.14 33.22 36.92 34.97 11.83 13.35 12.55 28.14 29.37 28.74

Table 2: Performance (%) of various ABSA models and the ones equipped with ATOSS.

metric to evaluate in a single run for prompting-
based models (i.e. GPT-4-turbo).We also report
precision (Pre) and recall (Rec) scores.

ABSA models For ABSA models, we use
fine-tuned models that have recently shown out-
standing performance, i.e., Paraphrase (Zhang
et al., 2021b), ILO & DLO (Hu et al.,
2022) and MvP (Gou et al., 2023). We
also use the prompting-based LLMs, i.e., GPT-
3.5-turbo (gpt-3.5-turbo-0125), GPT-4-
turbo (gpt-4-1106-preview) and GPT-4o
(gpt-4o) 3, employing zero-shot prompting.

5.2 Effectiveness of ATOSS (RQ1 & RQ2)

Performance comparison Table 2 presents
ASQP and ACOS performance of various mod-
els. Overall, ABSA models integrating our ATOSS,
which takes split sentences as inputs, lead to bet-
ter performance compared to those that use origi-
nal sentences as inputs. This improvement is con-
sistently observed across fine-tuned models and
prompting-based LLM; this highlights efficacy of
our sentence splitting approach in enhancing the

3https://chat.openai.com/

Methods
ASQP ACOS

Rest15 Rest16 Laptop16 Rest16

GPT-3.5-turbo 16.02 22.21 7.58 22.57
+ ATOSS (General) 21.55 27.78 8.94 24.62
+ ATOSS (Specific) 21.39 29.01 8.75 24.82
w / CoT Splitting 17.84 23.70 8.89 22.48

GPT-4o 19.51 25.46 10.87 21.68
+ ATOSS (General) 27.55 33.71 12.10 28.16
+ ATOSS (Specific) 28.14 34.97 12.55 28.74
w / CoT Splitting 21.96 27.08 12.07 24.87

Table 3: Comparative performance (%) of LLMs
equipped with ATOSS and those utilizing split-then-
quadruplet prediction via zero-shot CoT prompting.

accuracy of existing ABSA models without param-
eter tuning and extensive modifications. Both the
General and Specific versions of ATOSS yield im-
proved results, demonstrating its consistent ability
to generate clear split sentences for ABSA models.

LLM’s capability in quad prediction: a com-
parative analysis with ATOSS We conduct ex-
periments that leverage zero-shot CoT prompting
(Kojima et al., 2022) to make the LLM analyze
the structure of sentences, split them, and then pre-
dict quads from the sentences, without using our
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Methods

ASQP ACOS

Rest15 Rest16 Laptop16 Rest16

S C T S C T S C T S C T

Paraphrase 86.21 68.30 71.98 90.91 74.89 78.27 89.39 73.10 76.80 91.92 76.01 79.00
+ ATOSS (Specific) 86.44 67.61 71.55 91.01 75.25 78.61 89.38 74.40 77.90 91.60 76.88 79.79

MvP 80.33 63.24 67.17 91.88 73.36 77.44 92.45 80.52 83.30 85.86 75.14 77.43
+ ATOSS (Specific) 84.92 70.31 73.64 90.20 78.15 80.86 89.86 75.29 78.85 91.10 78.99 81.61

GPT-4o 42.37 51.48 49.59 45.51 57.42 54.92 69.20 51.67 55.50 47.83 60.49 57.95
+ ATOSS (Specific) 79.66 61.61 65.34 86.52 68.37 72.20 80.30 63.92 67.42 84.47 67.38 70.73

Table 4: Performance (%) of ABSA models and one equipped with ATOSS in terms of aspect-level F1. categorized
by sentence type: simple (S), compound (C), and total (T).

Methods
TASD ASTE

Rest15 Rest16 Rest15 Rest16

MvP 63.46 71.23 63.29 73.09
+ ATOSS (General) 63.32 70.26 64.66 73.34
+ ATOSS (Specific) 64.02 71.33 65.60 74.06

GPT-3.5-turbo 34.66 40.83 42.41 51.43
+ ATOSS (General) 37.28 41.87 42.14 51.60
+ ATOSS (Specific) 36.77 41.67 42.90 53.52

GPT-4o 50.43 53.80 49.04 54.82
+ ATOSS (General) 51.46 55.80 49.59 55.58
+ ATOSS (Specific) 50.93 55.79 50.78 56.99

Table 5: Performance (%) of various ABSA models
equipped with ATOSS in the cross-task setting. ATOSS
is trained for ASQP then tested for TASD and ASTE.

ATOSS splitter. As shown in Table 3, applying
ATOSS significantly improves quad prediction per-
formance, whereas relying on the LLMs’ reasoning
ability without ATOSS results in a smaller improve-
ment. Therefore, the effectiveness of ATOSS in
predicting quads has been demonstrated.

Aspect-level performance analysis We ob-
served in Figure 2 that splitting sentences into sim-
pler forms enhances the detection of aspect terms.
Based on this observation, we further investigate
whether using ATOSS improves the performance
of aspect term extraction in ABSA models. As
indicated in Table 4, we can observe an overall im-
provement in aspect-level F1 scores not only for the
compound sentence targeted by our ATOSS but also
for the total sentence. In other words, these find-
ings indicate that splitting sentences helps ABSA
models more effectively recognize primary intents
within the input sentence structure.

5.3 Generalizability of ATOSS in ABSA (RQ3)

We evaluate our approach in cross-task setting by
utilizing ATOSS, trained for quadruplet prediction

ASQP
Rest15

ASQP
Rest16

ACOS
Laptop16

ACOS
Rest16

Paraphrase
DLO
MvP

F1
 s

co
re

 im
pr

ov
em

en
t

Zero-shot split
Few-shot split

trained with
split sentence

trained with
original sentence

Potential performance of ABSA models in split sentence 

# of Split Sentence

Figure 4: Left: Model: MvP, Task: ACOS, Dataset:
Rest16. Right: F1 improvement when each model is
trained on split sentences instead of original sentences.

task, to preprocess the inputs of target ABSA model
performing the triplet prediction task, TASD and
ASTE. When evaluating performance, we integrate
a ATOSS (General) trained on ASQP with a ATOSS

(Specific) tailored to the restaurant dataset from
each task. As shown in Table 5, the results con-
sistently demonstrate performance improvements
across all datasets, highlighting the effectiveness of
sentence simplification through splitting in cross-
task setting. These findings suggest that even when
the elements to be predicted from the sentence dif-
fer across tasks, ATOSS remains effective, showcas-
ing its versatility and utility in various scenarios.

5.4 Potential performance of ABSA models in
split sentences

To assess the potential performance of the ABSA
models in split sentences, we train the models us-
ing split sentences and then evaluate the inference
results on split sentences. To this end, we collect a
set of split sentences via GPT-3.5-turbo few-shot
prompting so that it aligns well with our criteria
for splitting sentence, and measure performance
with this dataset. As illustrated in Figure 4 (Left),
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ABSA models on split sentences adapts better dur-
ing the inference stage to these split sentences,
approaching the oracle voting performance men-
tioned earlier in Figure 2. Additionally, in Figure 4
(Right), more significant performance improve-
ments can be achieved by using split sentences as
inputs for both training and inference in models,
compared to using them only for inference.

6 Conclusion

In this paper, we aim to simplify sentences through
strategic splitting, allowing ABSA models to bet-
ter understand the inherent structure within input
sentences. This splitting strategy, termed Aspect-
Oriented Splitting, divides sentences more con-
cisely and clearly while retaining the essential el-
ement of the aspect term. Based on these points,
we demonstrate that ATOSS, as a plug-and-play
module, can be seamlessly integrated with various
fine-tuned models as well as prompt-based LLMs,
improving performance without necessitating any
updates to the models themselves. Our research
highlights the significant impact of sentence struc-
ture on sentiment analysis, presenting substantial
implications for the broader field of ABSA.

7 Limitations

Despite achieving state-of-the-art performance, our
study faces several limitations. First, the available
dataset is not large enough, limiting our training ef-
fectiveness. The scarcity of real data for tasks such
as predicting sentiment quadruplet (i.e., ASQP and
ACOS) required cross-training with unseen data,
which might have yielded better results with a more
extensive dataset. Secondly, the high cost associ-
ated with building our ATOSS presents a signifi-
cant challenge. We use LLMs not only to generate
split sentences but also for evaluation purposes.
Especially, we use repeated prompting for each in-
put sentence during the data regeneration process
for sentence splitting. Lastly, ATOSS as a plug-
and-play module and is therefore dependent on
existing ABSA models. Due to this dependency,
our model cannot be utilized independently and its
performance may vary based on the quality and
characteristics of the ABSA models it uses.

8 Ethical Statement

We employ datasets that are well-recognized and
previously utilized within the scientific commu-
nity, ensuring both transparency and integrity in

our experiments. In other words, our methodolo-
gies and findings do not cause harm to any indi-
viduals or groups, we have publicly released our
code as open-source. We are aware of the potential
biases in sentiment polarity predictions that may
arise from using large pre-trained language models,
as these models can reflect societal biases present
in their training data (Tan and Celis, 2019). We
recognize the importance of ongoing efforts to ad-
dress these biases. Moreover, we emphasize the
necessity of continuous monitoring and rigorous
evaluation to prevent our smaller downstream mod-
els from replicating or amplifying the biases of
their larger language model counterparts.
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A Experiment Details

A.1 Software and Hardware
We use Pytorch to implement all the models
(Python 3.8). Our all experiments are conducted
with a single NVIDIA A6000 with 48GB of RAM.

A.2 Implementation Details
ATOSS (General) is trained by performing Super-
vised fine-tuning (SFT) on split sentences by LLM
zero-shot prompting. The training batch size is set
to 64, and the validation batch size is set to 8. Train-
ing is conducted for 50 epochs with the learning
rate of 6e-5. Early stopping is implemented with a
patience of 20 epochs. ATOSS (Specific) is trained
on ATOSS (General) applying Direct preference
optimization (DPO) (Rafailov et al., 2023) to re-
flect each ABSA model’s preferred split sentences.
Both the training and validation batch sizes are set
to 8. Training is conducted for 1 epoch with the
learning rate is set to 1e-4. The beta parameter is
set at 0.1 and the loss function used is sigmoid.

B Prompts for Sentence Splitting

We use GPT-4-turbo (gpt-4-1106-preview)
to generate split sentences for ATOSS. Table 6
shows the zero-shot prompt for ATOSS (General),
and Table 7 shows the few-shot prompt for ATOSS

(Specific).

C Dataset Statistics

Tables 8 presents the dataset statistics for all ASQP,
ACOS, ASTE, and TASD task covered in our work.
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Prompt: ATOSS (General)

[Task Description]
You are a sentence splitting expert. You will be provided with a review sentence and a few [aspect, category, sentiment,
opinion] quadruplets from that review sentence. Here is the definition of each element in the quadruplet:
- The ‘aspect’ refers to a specific feature, attribute, or aspect of a product or service that a user may express an opinion
about. The aspect term might be ‘null’ for an implicit aspect.
- The ‘opinion’ refers to the sentiment or attitude expressed by a user towards a particular aspect or feature of a product
or service. The opinion term might be ‘null’ for an implicit opinion.
- The ‘category’ refers to the category that the aspect belongs to (e.g. food quality, restaurant general, etc.).
- The ‘sentiment’ refers to the sentiment class of the aspect (e.g. positive, negative, neutral).

You need to split the sentence into shorter sentences such that each short sentence contains one aspect term. When
splitting, sentences connected by conjunctions must be divided into individual sentences along with their conjunctions.
This process must specify the subject in every sentence. This process must retain the existing spellings exactly as in the
original sentence. This process must also retain the existing spacings exactly as in the original sentence. If the sentence is
too short to split or does not need to be split, use the original sentence as is. No numbering, line breaks, or explanations
are needed.

Table 6: The zero-shot prompt for the distillation of LLM’s splitting ability on ABSA.
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Prompt: ATOSS (Specific)

[Task Description]
You are a sentence splitting expert. You will be provided with a review sentence and a few [aspect, category, sentiment,
opinion] quadruplets from that review sentence. Here is the definition of each element in the quadruplet:
- The ‘aspect’ refers to a specific feature, attribute, or aspect of a product or service that a user may express an opinion
about. The aspect term might be ‘null’ for an implicit aspect.
- The ‘opinion’ refers to the sentiment or attitude expressed by a user towards a particular aspect or feature of a product
or service. The opinion term might be ‘null’ for an implicit opinion.
- The ‘category’ refers to the category that the aspect belongs to (e.g. food quality, restaurant general, etc.).
- The ‘sentiment’ refers to the sentiment class of the aspect (e.g. positive, negative, neutral).

You need to split the sentence into shorter sentences such that each short sentence contains one aspect term. When
splitting, sentences connected by conjunctions must be divided into individual sentences along with their conjunctions.
This process must specify the subject in every sentence. This process must retain the existing spellings exactly as in the
original sentence. This process must also retain the existing spacings exactly as in the original sentence. If the sentence is
too short to split or does not need to be split, use the original sentence as is. No numbering, line breaks, or explanations
are needed.

[Example 1]
Original sentence: i will be going back and heartily recommend it !

Quadruplets: [[’null’, ’restaurant general’, ’positive’, ’recommend’]]

Split sentence: i will be going back and heartily recommend it !

[Example 2]
Original sentence: i ’ ve never had bad service and the fish is fresh and delicious .

Quadruplets: [[’service’, ’service general’, ’positive’, ’never had bad’], [’fish’, ’food quality’, ’positive’, ’fresh’], [’fish’,
’food quality’, ’positive’, ’delicious’]]

Split sentence: i ’ ve never had bad service . and the fish is fresh and delicious .

[Example 3]
Original sentence: very immature bartender , didnt know how to make specific drinks , service was so slowwwww ,
the food was not fresh or warm , waitresses were busy flirting with men at the bar and werent very attentive to all the
customers .

Quadruplets: [[’bartender’, ’service general’, ’negative’, ’immature’], [’service’, ’service general’, ’negative’,
’slowwwww’], [’food’, ’food quality’, ’negative’, ’not fresh or warm’], [’waitresses’, ’service general’, ’negative’,
’werent very attentive’]]

Split sentence: very immature bartender, didnt know how to make specific drinks. service was so slowwwww. the food
was not fresh or warm. waitresses were busy flirting with men at the bar and werent very attentive to all the customers .

[Example 4] ...

Table 7: The few-shot prompt for aligning with sentence preference of each ABSA model (Examples of 4 to 10 are
omitted in this table).
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Task Dataset (#C) Train
(POS/NEU/NEG)

Dev
(POS/NEU/NEG)

Test
(POS/NEU/NEG)

ASQP
Rest15 (#13)

834
1,005 / 34 / 315

209
252 / 14 / 81

537
453 / 37 / 305

Rest16 (#13)
1,264

1,369 / 62 / 558
316

341 / 23 / 143
544

584 / 40 / 177

ACOS
Rest16 (#13)

1,530
1,656 / 95 / 733

171
180 / 12 / 69

583
668 / 44 / 205

Laptop16 (#121)
2,934

2,583 / 227 / 1,364
326

279 / 24 / 137
816

716 / 65 / 380

ASTE
Rest14 (-)

1,266
1,692 / 166 / 480

310
404 / 54 / 119

492
773 / 66 / 155

Laptop14 (-)
906

817 / 126 / 517
219

169 / 36 / 141
328

364 / 63 / 116

TASD
Rest15 (#13)

1,120
1,198 / 53 / 403

10
6 / 0/ 7

582
454 / 45 / 346

Rest16 (#13)
1,708

1,657 / 101 / 749
29

23 / 1 / 297
587

611 / 44 / 204

Table 8: Dataset statistics for various tasks. #C denote the the number of aspect categories in the pre-defined set.
POS, NEU, and NEG refer to the number of positive, neutral, and negative quadruplets or triplets respectively.
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