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Abstract

Detecting multimodal misinformation, espe-
cially in the form of image-text pairs, is crucial.
Obtaining large-scale, high-quality real-world
fact-checking datasets for training detectors
is costly, leading researchers to use synthetic
datasets generated by AI technologies. How-
ever, the generalizability of detectors trained
on synthetic data to real-world scenarios re-
mains unclear due to the distribution gap. To
address this, we propose learning from syn-
thetic data for detecting real-world multimodal
misinformation through two model-agnostic
data selection methods that match synthetic
and real-world data distributions. Experiments
show that our method enhances the perfor-
mance of a small MLLM (13B) on real-world
fact-checking datasets, enabling it to even sur-
pass GPT-4V (OpenAI, 2023b).

1 Introduction

Multimodal misinformation, which appears more
credible and spreads faster than text-only misinfor-
mation, has become a significant concern. About
one-third of verification claims include multimodal
data, with the primary modality being image-text
pairs (Akhtar et al., 2023). This underscores the im-
portance of Multimodal Misinformation Detection
(MMD), which involves determining the veracity
of such image-text pairs. These pairs can be created
by pairing a textual claim with an out-of-context
image, or by manipulating the content of the im-
age, the text, or both. An illustrative example is
depicted in Figure 1, where an image shows Elon
Musk holding a flag bearing the statement "Trump
Won, Democrats Cheated," a false claim debunked
by fact-checkers1.

The success of training a MMD model highly
depends on the availability of large-scale, high-
quality datasets, especially in the era of Multimodal

1https://www.snopes.com/fact-check/
elon-musk-trump-won-flag/

Figure 1: Elon Musk holding a flag that says "Trump
Won, Democrats Cheated."

Large Language Models (MLLMs) that require in-
struction tuning for downstream tasks. However,
acquiring such real-world fact-checking datasets
presents significant challenges as labor-intensive
annotation has to be done by fact-checkers.

Given this data scarcity, a cost-effective solu-
tion is to utilize the advancements in generative AI
technology to generate synthetic multimodal mis-
information based on a vast repository of readily
accessible real news (Luo et al., 2021; Shao et al.,
2023; Jia et al., 2023). For instance, the synthetic
dataset NewsCLIPings (Luo et al., 2021) contains
more than 1 million instances, whereas the popu-
lar real-world dataset MediaEval (Boididou et al.,
2016), annotated by fact-checkers, only has around
10,000 instances with just 514 unique images. Stud-
ies have proposed different multimodal misinfor-
mation detectors trained on synthetic datasets and
have achieved reasonable performance (Abdelnabi
et al., 2022; Wang et al., 2024a; Qi et al., 2024).

However, it is unclear how well detectors trained
on large synthetic datasets can generalize to real-
world fact-checking data, as there remain salient
gaps between them (Visualization example is
shown in Appendix C). Since synthetic and real-
world data are out-of-distribution (OOD) relative
to each other, the distributional gap between the
two types of datasets can lead to significant discrep-
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ancies in detection performance. Detectors directly
trained on synthetic datasets may yield limited re-
sults or even fail in real-world applications.

To address this gap, we propose to select valu-
able synthetic data instances based on similarity
metrics that are oblivious to the downstream de-
tection tasks, and utilize it to improve the gen-
eralization capability of detectors to real-world
fact-checking data. We first compile a large-scale
synthetic dataset by amalgamating three distinct
synthetic datasets, ensuring coverage of diverse
multimodal misinformation categories. Given this
synthetic dataset as training set and a very small
number of unlabeled real-world instances as the
validation set, our goal is to effectively select a
small subset of relevant and valuable synthetic data
to enhance the models’ capacity for detecting real-
world multimodal misinformation.

We approach this using two model-agnostic data
selection methods: 1) semantic similarity-based se-
lection, which prioritizes synthetic instances with
the highest similarity scores to the validation set;
and 2) distributional similarity-based selection us-
ing gradient information derived from the Optimal
Transport (OT) problem (Villani et al., 2009) to
increase the density of data around the desirable
region by choosing data points in the synthetic
dataset that are close to the target real-world dis-
tribution. These methods evaluate the relevance of
synthetic data points without requiring model re-
training, ensuring efficiency and scalability. More-
over, the small selected subset of synthetic training
instances makes the fine-tuning of MLLMs feasible
in computing resource-constrained scenarios.

Our main contributions are four-fold 2:

• We propose a new task to tackle the scarcity of
real-world fact-checking data for MMD by learn-
ing from synthetic data.

• We frame a new setting for MMD in the era of
MLLMs: how can we effectively select relevant
and valuable instances from a large-scale syn-
thetic dataset to improve MLLM’s detection of
real-world multimodal misinformation?

• We employ two model-agnostic data selection
methods to handle different distributions by se-
lecting a small number of synthetic instances for
fine-tuning open-source MLLMs on the MMD
task.

2Code and dataset are released at https://github.
com/znhy1024/MLLMs-for-MMD.

• Evaluation on real-world fact-checking datasets
demonstrates the effectiveness of data selection
methods across MLLM scales and families. This
approach enables a small MLLM (13B) to even
surpass GPT-4V (OpenAI, 2023b).

2 Problem Formulation

Let D = {(xi, yi)}|D|
i=1 be a multimodal misinfor-

mation dataset with |D| instances, where each in-
stance consists of the input xi and the ground-truth
label yi ∈ {0, 1}. We denote xi = (mi, ti) which
is a pair of information containing an image mi

and a corresponding claim text ti, and yi indicates
the veracity of xi is true if yi = 0 or false otherwise.
The task of MMD aims to determine the veracity
label of the given piece of information xi.

We consider a large dataset Ds consisting of syn-
thetic instances that cover common categories of
multimodal misinformation, and a target dataset Dt

which contains high-quality, annotated, and diverse
real-world fact-checking data, where |Ds| ≫ |Dt|.
Our goal is to select a subset Dv = {(xi, yi)}|Dv |

i=1

from Ds to fine-tune a pre-trained multimodal
model M, such that it generalizes well to the real-
world test dataset Dt. To reflect real-world con-
straints related to practical computational resource
limitations, we also restrict the size of the selected
subset being small, i.e. |Dv| ≪ |Ds|.

A small unlabeled validation set Du =
{(xi)}|Du|

i=1 with a few randomly sampled instances
from Dt is given to facilitate data selection. We
assume the unlabeled validation set is sampled i.i.d
from the target distribution as they originate from
the same source. It is expected that MLLMs trained
on the selected synthetic instances based on Du

could generalize well on unseen test instances.

3 Multimodal Misinformation Data

3.1 Common Categories
There is no standard categorizations for multimodal
misinformation. We categorize it into two types
based on whether the image content are falsely al-
tered or counterfeited, as briefly described below.
Appendix A.1 contains a more formulated and de-
tailed description.
Out-of-Context (OOC) Misuse occurs when the
textual claim misrepresents the original context or
intent of a genuine image, conveying misleading
information. OOC image-text pair can be obtained
by pairing a textual claim with an image taken out-
of-context (Jaiswal et al., 2017; Luo et al., 2021),
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or manipulating the textual claim such as replac-
ing named entities and altering sentiments, aim-
ing at distorting its meaning to conform to a false
narrative (Sabir et al., 2018; Müller-Budack et al.,
2020). Such OOC pairs not only deceive human
but also pose significant challenges for detection
models (Luo et al., 2021).
Content Manipulation involves intentionally al-
tering image and text modality with the aim of de-
ceiving or misleading. As it can be difficult to con-
sistently obtain real images to support non-factual
claim, manipulating image and text content to gen-
erate misinformation becomes an alternative ap-
proach (Abdali, 2022). Image manipulation refers
to altering an image to obtain its fake version by
modifying the elements within it using techniques,
such as removing content and face swap (Shao
et al., 2023; Jia et al., 2023). Image and text ma-
nipulation techniques can be combined to ensure
that both visual and textual elements complement
each other, thereby strengthening the deception.

3.2 Training and Evaluation Datasets
Given that synthetic datasets often lack the com-
prehensive diversity of misinformation categories
found in real-world data and typically focus on
specific types, such as out-of-context misuse, we
curate a large-scale synthetic training dataset by
including three representative synthetic datasets.
This ensures coverage of common multimodal mis-
information categories and includes diverse tech-
niques for creating more deceptive multimodal mis-
information.

For a comprehensive assessment of model’s per-
formance across various sources and distributions
of misinformation, we utilize two real-world fact-
checking datasets collected from social media and
fact-checking websites, both of which provide suf-
ficient data for reliable evaluation. Appendix A.2
contains more datasets details.

Training Datasets: 1) NewsCLIPpings (Luo
et al., 2021) is an automatically generated OOC
multi-modal dataset that contains both pristine and
falsified instances. A falsified instance is an unma-
nipulated but mismatched image-caption pair, con-
structed by pairing an image with a caption from an
inconsistent context. The falsified instances could
portray subjects in an image as different entities,
depict specific individuals in a misleading context,
and mislabel the event described within a particular
scene. By utilizing different embeddings models
during the image-text mismatch procedure, around

988k unique instances are automatically generated.
2) DGM4 (Shao et al., 2023) is a multimodal mis-
information dataset, where synthetic instances are
automatically generated by applying image and
text manipulation techniques to pristine instances
sourced from news data. By employing diverse
manipulation techniques (e.g., face swap, emotion
manipulation, name entity replacement), eight ma-
nipulated instances comprising both OOC and ma-
nipulation instances are generated for each pristine
instance, resulting in a total of 230k synthetic in-
stances. 3) Autosplice (Jia et al., 2023) is a manip-
ulated image dataset that utilizes a language-image
model DALLE-2 (Ramesh et al., 2022), guided
by textual prompts to edit images. Unlike DGM4,
where image and text manipulation are initially em-
ployed separately and then combined, Autosplice
alters the image based on modified text, enabling a
more direct and integrated manipulation process.

Evaluation Datasets: 1) MediaEval (Boididou
et al., 2016) collects a set of tweets associated im-
ages/videos with manually verified veracity (i.e.,
fake or real), which were spread around 17 widely
attention-grabbing events. The number of instances
for each event is small, and the classes are imbal-
anced. We utilize the image-text instances for eval-
uation, consisting of 702 instances, in which 292
are real and 410 are fake. 2) Snopes, a dataset de-
rived from Fauxtography (Zlatkova et al., 2019)
and MOCHEG (Yao et al., 2023), which con-
tains image-related claims from the popular fact-
checking website Snopes3. These image-claim
pairs are labeled as either True or False by fact-
checkers, consisting of 756 instances, where 376
are true and 380 are false.

4 Methodology

Data selection aims to find a set of training in-
stances that improve model performance (Albalak
et al., 2024). Some approaches use data valu-
ation and attribution methods such as influence
function (Hampel, 1974; Koh and Liang, 2017;
Xia et al., 2024), Leave-One-Out (Hastie et al.,
2009), and Shapley value (Ghorbani and Zou,
2019). These approaches perturb one data point
from the training set to get a new subset, with or
without permutations, to trace the change of the
model validation performance, and quantify the
effect of that point. However, such process re-
quires re-training the model on each subset that

3Snopes.com
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excludes each perturbed data point to be evalu-
ated, which will cause expensive computational
costs (Park et al., 2023). Additionally, it requires la-
beled validation sets to trace performance changes,
which differs from our setting.

Recently, distributional distance metrics such
as Wasserstein distance and KL divergence, have
emerged as effective proxies for conducting data
selections by providing an upper bound on perfor-
mance change (Courty et al., 2017; Nguyen et al.,
2021; Just et al., 2023; Li et al., 2023, 2024). As
model-agnostic approaches, they are more desir-
able in the context of LLMs. There have been some
successful applications for either pre-training or
pre-fine-tuning (Xie et al., 2023; Everaert and Potts,
2023; Kang et al., 2024). For example, DSIR (Xie
et al., 2023) proposes importance resampling on the
hashed n-gram features of text data, and measure
the distributional similarity based on KL-reduction.
GIO (Everaert and Potts, 2023) uses iterative gra-
dient methods to prune training samples by mini-
mizing KL-divergence. GOT-D (Kang et al., 2024)
enjoys the geometric property of Optimal Transport
to select data that nudges the pre-training distribu-
tion closer to the target distribution. However, these
methods are not directly applicable to multimodal
data due to the difficulties in quantifying the proba-
bility density of multimodal misinformation data,
typically necessitating tens of thousands of data
points. Additionally, applying these textual data
selection methods in the context of MMD task is
incorrect. The factuality of a piece of information
is determined by the combined information from
text and image in MMD. Relying solely on a single
modality fails to capture cases like out-of-context
misuse, where the standalone textual claim might
be accurate while the image-text pair together con-
veys false information.

Several studies in multimodal data selection pri-
marily focus on sampling large corpora, ranging
from millions to billions of samples, from vast vol-
umes of noisy, web-curated datasets (Rao et al.,
2020; Gadre et al., 2023; Yu et al., 2023; Maini
et al., 2023; Wang et al., 2024b). These methods in-
volve non-trivial data-dependent filtering strategies
to select high-quality data for pre-training, such
as CLIPScore (Hessel et al., 2021) that ranks each
data point based on the cosine similarity scores
between its CLIP image and text embeddings. Dif-
ferent from these works, our goal is to select a
small number of useful synthetic instances for fine-
tuning, with the aim of aligning distributions be-

tween synthetic and real-world datasets for MMD.
Another line of work focuses on selecting features
or modalities to boost model performance (Kamyab
and Eftekhari, 2016; Zhang et al., 2019; Lu et al.,
2021; Zhang et al., 2023; He et al., 2024), which is
beyond the scope of this paper.

We employ two model-agnostic data selection
approaches, i.e., semantic similarity-based selec-
tion and distributional similarity based selection,
which provide straightforward, efficient, and scal-
able estimates of synthetic data relevance, facilitat-
ing the tuning of MLLMs for detecting real-world
multimodal misinformation.

Feature Extraction. We adopt a mixed-modal
encoder, consisting of a text encoder and an image
encoder, to extract multimodal features for data
selection. It is a simple extension of the off-the-
shelf CLIP model (Radford et al., 2021a), which
has demonstrated good performance in multimodal
retrieval tasks (Yasunaga et al., 2023). Specifi-
cally, given an image-claim pair xi, we obtain the
visual features and textual features via the image
encoder and text encoder. This pair’s multimodal
features ei are then computed by averaging these
two modalities, with the L2 norm scaled to 1.

Semantic Similarity (SemSim). Similarity be-
tween the synthetic training set Ds and the valida-
tion set Du can be used for data selection. Specifi-
cally, the semantic features of instances in each set
are obtained using the mixed-modal encoder. Then,
we calculate the similarity between the multimodal
features ei of a training instance and the averaged
multimodal features Eu = 1

|Du|
∑

j=1 ej of the val-
idation set Du. Subsequently, we select the data
points with the highest similarity score to construct
Dv. We use the cosine similarity as the measure,
defined as follows:

Gss(ei, Eu) =
ei · Eu

||ei|| · ||Eu||
. (1)

Distributional Similarity (DisSim). Wasserstein
distance (Kolouri et al., 2017) is a distributional
measure and has been shown to provide an upper
bound on the difference in a model’s performance
when it is trained on one distribution and evalu-
ated on another. With this in mind, the selection
strategy for the featurized synthetic set es is to
prioritize data points that could increase the den-
sity around the featurized target set eu. Formally,
the p-Wasserstein distance between two probability
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measures es and eu is defined as follows:

Wp(e
s, eu)

(a)
=
(

inf
π∈Π(es,eu))

∫
cp(esi , e

u
j )dπ(e

s
i , e

u
j )
) 1

p
,

(b)
= max

(f,g)∈C0(X )2
⟨ f, es ⟩+ ⟨ g, eu ⟩ (2)

where the equality (a) comes from the definition
of the Wasserstein distance, which is the primal
problem. Specifically, cp(esi , e

u
j ) = ||esi − euj ||pp

and p ≥ 1 for i ∈ {1, · · · , |Ds|} and j ∈
{1, · · · , |Du|}, represents the pairwise distance
metric. Without loss of generality, we set p = 2.
π ∈ Π(es, eu) is the joint distribution of es and
eu, and any π⋆ attains the minimum value of equal-
ity (a) is considered as an OT plan (Villani et al.,
2009), as it is the most cost-effective strategy to
make synthetic set be transformed into the target
set. Kantorovich formulation (Kantorovich, 1942)
defines the OT problem as a Linear Program. Then,
based on the duality theorem, the equality (b) holds
if π⋆ and (f⋆, g⋆), are optimal variables of the cor-
responding primal and dual problem, respectively.
Specifically, f ∈ R|Ds| and g ∈ R|Du|, and C0(X )
is the set of all continuous functions over the fea-
ture space X .

We select the highest-scored data points with the
largest negative calibrated wasserstein gradient,
defined as follows:

Jwg(e
s
i , e

u) = f⋆
i −

∑

j∈{1,··· ,|Ds|}\i

f⋆
j

|es| − 1
, (3)

which measures the sensitivity of the i-th data point
of the synthetic training set for Wp(e

s, eu). This
gradient value determines the shifting direction
based on whether it is positive or negative. If the
value is positive (negative), shifting more proba-
bility mass to that datum will result in an increase
(decrease) of the distance between the synthetic set
and the validation set.

5 Experimental Evaluation

5.1 Experimental Settings
Datasets. As introduced in §3, we uses
NewsCLIPpings (Luo et al., 2021), DGM4 (Shao
et al., 2023) and Autosplice (Jia et al., 2023) to
construct a large synthetic dataset as training set.
We evaluate models on the MediaEval (Boididou
et al., 2016) and the Snopes datasets. Since the
Snopes dataset only includes instances labeled as

True/False but excludes those labeled as Miscap-
tioned4 (Zlatkova et al., 2019) that fall into OOC
category, we observe a disproportionately high vol-
ume of manipulation instances. For a balanced
evaluation, we additionally create a variant dataset
Snopes (O+) with increased OOC ratio based on
the original one by mismatching the image and text
of around 50% instances of Snopes.

Base MLLMs. We employ LLaVA-NeXT-
13B5 (Liu et al., 2024a) as the base MLLM for
fine-tuning, given its excellent performance on var-
ious multimodal tasks compared to other MLLMs.
Additionally, we perform an ablation study on
different base models, including LLaVA-7B and
mPLUG-Owl2 (Ye et al., 2023). More details are
in Appendix B.1.1.

Baselines. We compare with full-dataset fine-
tuned LLaVA (Liu et al., 2024a) models:
LLaVAM⇌S, which are the models 1) trained on
full set of MediaEval and evaluated on Snopes and
Snopes (O+); and 2) trained on Snopes and eval-
uated on MediaEval. We also compare with the
random selection, where we randomly sample in-
stances from the synthetic dataset for fine-tuning.
We also include baselines using strong MLLMs as
misinformation detectors, including LLaVA (Liu
et al., 2024a) and GPT-4V (OpenAI, 2023b) , where
we directly prompt them to generate predictions.

Default Settings. We utilize the off-the-shelf
CLIP model (ViT-L/14) (Radford et al., 2021b)
for feature extraction. We use the same prompt
template for all models to ensure a fair compari-
son. Each data selection method empirically selects
750 synthetic instances from the synthetic dataset
Ds to construct Dv for fine-tuning, and we ensure
the class distribution of selected set is balanced.
The unlabeled validation set Du contains 5% in-
stances randomly sampled from each test set. We
conduct all experiments with the selection methods
three times using different random seeds, and re-
port the mean macro-F1 and standard deviation of
each metric across these three runs. More details
are provided in Appendix B.1.2.

4https://www.snopes.com/fact-check/
rating/miscaptioned/

5In the rest of the paper, we refer to LLaVA-NeXT-13B as
LLaVA for brevity.
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Setting Direct Prompting Real-world Synthetic

Method Majority LLaVA GPT-4V LLaVAM⇌S LLaVAR LLaVAS LLaVAD

MediaEval 0.368 0.480 0.595 0.431 0.568(0.020) 0.687(0.015) 0.611(0.009)

Snopes 0.335 0.407 0.614 0.511 0.540(0.020) 0.521(0.022) 0.496(0.027)

Snopes (O+) 0.335 0.399 0.394 0.548 0.758(0.024) 0.716(0.037) 0.813(0.017)

Table 1: Results of Majority, direct prompting LLaVA and GPT-4V, full-dataset fine-tuning on the other real-world
dataset (LLaVAM⇌S), and fine-tuning on a small set of selected synthetic data (LLaVAR: Random, LLaVAS:
SemSim, LLaVAD: DisSim). We report the macro-F1 averaged over 3 trials with different random seeds. The best
results for each dataset are in bold while the second-best results are underlined. The standard deviation is in (.).

(a) (b)

Model PA MFL GP

SemSim 0.781
(0.020)

0.356
(0.115)

0.323
(0.078)

DisSim 0.822
(0.027)

0.333
(0.077)

0.375
(0.044)

(c)

Figure 2: The 2D projection of the multimodal features using PCA. (a) MediaEval and Snopes datasets; (b) Top-10
events with the most instances in MediaEval. Each colored group represents an event, and three highlighted groups
are top-3 events; (c) The F1 score of semantic and distributional selection methods on top-3 events with the most
instances from MediaEval dataset. (.) encloses standard deviation. PA: Paris Attack; MFL: Mt Fuji Lenticular; GP:
German Protest.

5.2 Experimental Results

5.2.1 Main results and analysis
We present main results in Table 1, and provide an
in-depth analysis.

Directly prompt base model. In Table 1, we ob-
serve that directly prompting the LLaVA model
does not yield satisfactory performance, indicating
that merely relying on the inherent knowledge of
base MLLM is insufficient for MMD, especially
when the model size is not large enough. We con-
jecture that task-specific information might be nec-
essary to induce this capability in the base model.

Utilize OOD real-world data. However, incor-
porating task-specific knowledge by training on one
real-world fact-checking dataset does not consis-
tently enhance performance on another; it may even
impede it. As shown in Table 1, training LLaVA
on the MediaEval dataset enhances its detection
performance on Snopes and Snopes (O+) with an
absolute increase of 0.104 and 0.149 respectively,
but the reverse adversely affects its performance,
where we observe a decline of 0.09. We examine
this inconsistency by checking the distributions of
Snopes and MediaEval datasets.

Specifically, we employ Principal Component
Analysis (PCA) (Pearson, 1901) to project the mul-
timodal features of each instance from both two
datasets. As depicted in Figure 2a, the MediaE-
val dataset exhibits a feature distribution character-
ized by multiple clusters, displaying OOD traits
when compared across different clusters. This
is attributed to MediaEval encompassing various
events, each comprising posts with high internal
density. This observation is further supported by
the visualization of the top-10 events with the most
instances in MediaEval in Figure 2b.

In contrast, the distribution of the Snopes dataset
lacks such characteristics, as the instances com-
prise independent claims from fact-checking web-
sites. Therefore, training on such diverse yet in-
sufficient instances might induce catastrophic for-
getting behaviors, leading to dramatic performance
degradation. Conversely, when there are more sim-
ilar instances within each cluster of MediaEval, the
model can learn the general semantic patterns from
each group more effectively, thereby enhancing its
capability in misinformation detection. These find-
ings suggest that direct training on real-world data
cannot guarantee robust generalization, particularly
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when these real-world data are often OOD relative
to each other.

Utilize synthetic data. Compared to using OOD
real-world data, a small amount of selected syn-
thetic data consistently enhances base model’s per-
formance on various real-world datasets, with ab-
solute F1 score improvements ranging from 0.133
to 0.414, as observed in Table 1. This highlights
the promising potential of leveraging synthetic data
for real-world MMD. Next, we provide a detailed
analysis of specific results from the standpoint of
data distribution, offering insights for selecting syn-
thetic data for real-world MMD.

Firstly, both similarity-based data selection meth-
ods, SemSim and DisSim, enable the base MLLM
to outperform GPT-4V on MediaEval and Snopes
(O+) datasets respectively. This confirms the effec-
tiveness of these methods and demonstrate their ap-
plicability in real-world scenarios. In Table 1, Sem-
Sim achieves the best F1 score on the MediaEval
dataset (0.687) surpassing DisSim (0.611), while
DisSim exhibits the best on the Snopes (O+) dataset
(0.813) outperforming SemSim (0.716). We hy-
pothesize this phenomenon is influenced by the
choice of similarity metrics.

Semantic similarity and Wasserstein distance,
provide distinct criteria for evaluating the similar-
ities of data points. Semantic similarity primarily
assesses the resemblance of individual points in
feature space, selecting data samples that closely
match the representations of the target set. In con-
trast, Wasserstein distance excels at discerning sim-
ilarities across different distributions, prioritizing
the construction of the mean distribution among all
probability measures to minimize the total transport
cost, rather than matching individual clusters. To
delve deeper, we perform data selection and evalu-
ation for each of the top-3 events (as other events
lack sufficient instances) and report the macro-F1
in Table 2c. We find that when selecting synthetic
data for a specific event, DisSim outperforms Sem-
Sim by 5% on average, aligning with our earlier
hypothesis. These insights suggest the importance
of employing appropriate criteria for data selection
to enhance results on real-world data.

Secondly, all the data selection methods improve
the base model on Snopes dataset, narrowing the
performance gap between the base MLLM and
GPT-4V. However, the magnitude of the improve-
ments become smaller compared to the MediaEval
and Snopes (O+) datasets. For example, as shown

in Table 1, DisSim improves the base model per-
formance from 0.399 to 0.813 on Snopes (O+),
whereas its improvement is from 0.407 to 0.496 on
Snopes. The reason is likely two-fold: 1) These two
datasets have different evaluation focuses–Snopes
requires models to have strong manipulation de-
tection capabilities while Snopes (O+) emphasizes
OOC detection. Additionally, OOC instances are
easier to obtain than manipulation instances requir-
ing data-specific adjustments, which may result in
more OOC instances in the synthetic data. Conse-
quently, when the synthetic data distribution has
more OOC instances as support, DisSim can bet-
ter identify valuable instances based on gradient
direction and magnitude, aligning the training dis-
tribution of the base MLLM closer to the target
distribution. 2) Detecting image manipulation usu-
ally requires the base MLLMs have strong visual
grounding capabilities, while most open-source
MLLMs exhibit some systematic visual shortcom-
ings because their pre-trained CLIP vision encoders
might overlook visual details in images (Tong et al.,
2024). These observations suggest the importance
of increasing diversity of misinformation data in
synthetic datasets and enhancing the capability of
vision encoder for better real-world MMD.

5.2.2 Impact of base MLLMs
In Table 2, we report the results of SemSim and Dis-
Sim across different base models. Fine-tuning on
a small number of synthetic data selected by both
methods consistently improves the performance of
the base models, including MLLMs with smaller
model size (i.e., LLaVA-7B) and from different
families (i.e., mPLUG-Owl2 (Ye et al., 2023)). The
maximum F1 score improvement on all datasets for
LLaVA-7B is 0.26 on average and for mPLUG-
Owl2 is 0.19, which indicates that the selected syn-
thetic data is generalizably useful, enhancing the
MMD performance of various MLLMs. Notably,
as SemSim and DisSim are model-agnostic data se-
lection approaches, the selected synthetic data can
be reused without further selection costs, endowing
efficiency to their deployment on real-world data.

5.2.3 Impact of the number of selected data
We investigate whether increasing the number of
selected synthetic instances improves the perfor-
mance of the base MLLM. The overall results in
Figure 3 indicate that increasing the number of
selected synthetic instances does not necessarily
improve the performance of the base MLLM. A
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LLaVA-7B mPLUG-Owl2
Prompt SemSim DisSim ∆ Prompt SemSim DisSim ∆

MediaEval 0.410 0.667
(0.019)

0.621
(0.057)

0.257↑ 0.294 0.685
(0.069)

0.412
(0.037)

0.391↑

Snopes 0.337 0.489
(0.033)

0.462
(0.034)

0.152↑ 0.332 0.368
(0.036)

0.405
(0.058)

0.073↑

Snopes (O+) 0.373 0.689
(0.009)

0.752
(0.042)

0.379↑ 0.285 0.386
(0.014)

0.402
(0.037)

0.117↑

Table 2: Results of MLLMs with different model scales and families. (.) encloses standard deviation.

Figure 3: The F1 score with increasing the number of selected synthetic instances for training.

small number of selected synthetic data already
contain data points with most of the relevant infor-
mation for MMD on real-world data. We observe
that increasing selected training instances slightly
hinders its performance on MediaEval and Snopes
(O+). This is because, on MediaEval, as the size
increases, the selected data instances tend to con-
verge towards a “mean” distribution of all events
as discussed before, thus deviating further from
the distribution of individual cluster. And we hy-
pothesize that the small number of selected data
by DisSim on Snopes (O+) already encapsulates
the traits of OOC misinformation, and more data
may introduce additional irrelevant or detrimental
data points. Determining an optimal number is a
problem beyond the scope of our current work.

6 Related Work

Multimodal Misinformation Datasets.
Real-world datasets are typically collected
from social media posts like Twitter (Gupta et al.,
2013; Boididou et al., 2016), or fact-checking
websites like Snopes (Zlatkova et al., 2019; Yao
et al., 2023), but such collection processes are
labor-intensive and costly. Another line of datasets
consist of images and captions collected from

Reddit6 posts, with each instance labeled based on
subreddit themes (Heller et al., 2018; Huh et al.,
2018; Nakamura et al., 2020). For example, all
posts from the subreddit "usnews" are labeled as
real since they are authentic news, while the posts
from the subreddit "photoshopbattles" are labeled
as fake since this subreddit is for users to battle
using image manipulation software. However,
these datasets do not reflect the complexities of
real-world circulating misinformation.

Recently, synthetic datasets have emerged as a
cost-effective data solution (Aneja et al., 2023; Luo
et al., 2021; Shao et al., 2023; Jia et al., 2023),
which can be generated in a large scale by using
generative AI technology. For instance, the syn-
thetic datasets NewsCLIPings (Luo et al., 2021)
swap the captions of different news images, and
MEIR manipulates the news captions (Sabir et al.,
2018) to create OOC misinformation. On the other
hand, some datasets manipulate the image of news
and combine it with text manipulation to generate
fake versions (Shao et al., 2023; Jia et al., 2023).
However, such datasets might not reflect the data
distribution of real-world misinformation. In this
paper, we aim at exploring how well the models
trained on synthetic data can generalize to real-

6https://www.reddit.com/

10474

https://www.reddit.com/


world fact-checking datasets.

Multimodal Misinformation Detection. Most
existing methods for MMD are typically trained
in a fully supervised manner using the entire train-
ing set and evaluated on the test set from the same
small-scale real-world fact-checking dataset (Jin
et al., 2017; Wang et al., 2018; Khattar et al., 2019;
Wu et al., 2021; Qian et al., 2021; Ghorbanpour
et al., 2023; Zhou et al., 2023; Liu et al., 2023c;
Chen et al., 2023), or from the same large-scale
synthetic dataset (Aneja et al., 2023; Abdelnabi
et al., 2022; Shao et al., 2023; Jia et al., 2023; Mu
et al., 2023; Wang et al., 2024a; Qi et al., 2024).
Meanwhile, by integrating external world knowl-
edge, Xuan et al. (2024) improve the performance
of GPT-4V (OpenAI, 2023b) on real-world fact-
checking datasets. Liu et al. (2024b) improve cross-
domain performance of PandaGPT (Su et al., 2023)
on a synthetic dataset, which allows the model
trained on instances generated using news from
one agency (e.g., BBC) to generalize to those gen-
erated using news from other sources (e.g., USA
TODAY). Given the discrepancy in size between
synthetic and real-world datasets, our work aims
to enhance the generalizability of models trained
on synthetic data to test on real-world misinforma-
tion datasets using data selection methods, which
provides an cost-effective solution for MMD.

7 Conclusion and Future Work

We propose leveraging synthetic data to address
the MMD task in the scenarios of real-world data
scarcity, in which relevant and valuable instances
can be selected from a large-scale synthetic dataset
for fine-tuning MLLMs. We advocate for utiliz-
ing two model-agnostic similarity-based data selec-
tion approaches for this task. Results demonstrate
that even using a very small number of selected
synthetic training instances can significantly boost
MLLMs’ detection performance on real-world fact-
checking data, enabling a small MLLM, LLaVA-
13B, to outperform GPT-4V.

In future research, we plan to determine the op-
timal number of selected instances for different
data selection methods for maximizing the effec-
tiveness of useful training data. Additionally, we
plan to explore more design solutions to obtain
better multimodal features for further improving
misinformation detection performance.

8 Limitations

Although a small number of selected synthetic data
can significantly boost the base MLLM’s detec-
tion performance, there might be an optimal num-
ber of synthetic instances that yield best results.
Therefore, determining such optimal numbers is
crucial to optimize the effectiveness of training in-
stances. Additionally, our experiments show that
both similarity-based selection methods, SemSim
and DisSim, enhance performance. However, Sem-
Sim performs better on MediaEval, while DisSim
excels on Snopes. This indicates the need for fur-
ther exploration to develop a unified solution ca-
pable of handling different data distributions. Al-
though experimental results show that using a sim-
ple extension on the frozen CLIP model help select
useful synthetic data for improving MMD, relying
on the CLIP model without fine-tuning for mea-
suring semantic similarity introduces issues like
potential bias. This suggests the need for further
exploration on how to obtain better multimodal fea-
tures for improving detection performance. Lastly,
although all data selection methods consistently im-
prove the performance of the base MLLM on the
Snopes dataset, they still underperform compared
to GPT-4V. This suggests further study on strat-
egy of constructing synthetic datasets for different
types of multimodal misinformation.

9 Ethics Statement

Our research focuses on detecting real-world mul-
timodal misinformation using synthetic datasets
generated by AI technologies, offering a solution
to address the scarcity of real-world fact-checking
data and enhances the effectiveness of misinforma-
tion detection. Our method is intended for research
purposes. To ensure responsible use and prevent
potential misuse, we emphasize the necessity of
human oversight during utilization to avoid unin-
tended consequences.

All datasets used in our experiments, both syn-
thetic and real-world, are obtained from publicly
available sources commonly used in multimodal
misinformation detection research. The licenses
for public datasets are listed in Appendix D. There
are some image-text pairs in the used datasets in-
clude misleading content that may be disturbing to
certain celebrity identities.
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A Multimodal Misinformation Data

A.1 Common Categories
There is no standard categorizations for multi-
modal information. We categorize them into two
types based on whether the image content are
falsely altered or counterfeited. Next, we provide
a more formulated and detailed introduction. Let
D = {(xi, yi)}|D|

i=1 be a multimodal misinforma-
tion dataset with |D| instances, where each instance
consists of the input xi and the ground-truth label
yi ∈ {0, 1}. We denote xi = (mi, ti) which is a
pair of information containing an image mi and a
corresponding claim text ti, and yi indicates the
veracity of xi is true if yi = 0 or false otherwise.

Out-of-Context (OOC) Misuse occurs when
the textual claim misrepresents the original con-
text or intent of the image, conveying mislead-
ing information. Obtaining OOC image-text pairs
by pairing a textual claim with an image taken
out-of-context is a straightforward and effective
method (Luo et al., 2021; Akhtar et al., 2023).
Specifically, a mismatched pair (mi, tj) is created
by using two pristine instances xi and xj (j ̸= i).
An alternative method involves manipulating the
textual claim (Sabir et al., 2018; Müller-Budack

et al., 2020), by editing the original textual claim
ti to produce t̃i that is inconsistent with mi, which
may include replacing named entities, altering sen-
timents or stances, selectively quoting, and other
techniques aimed at distorting its meaning to con-
form to a false narrative. In this way, a genuine im-
age is accompanied with inconsistent text, convey-
ing misleading information as the text may falsely
describe the image’s origin, context, and meaning.
Such OOC pairs not only deceive human but also
pose significant challenges for automatic misnfor-
mation detection models (Luo et al., 2021).

Content Manipulation involves intentionally
altering image and text modality with the aim of
deceiving or misleading. As it can be difficult
to consistently obtain real images to support non-
factual claim, manipulating image and text content
to generate misinformation becomes an alterna-
tive approach (Abdali, 2022). Image manipulation
refers to altering an image mi to obtain a fake im-
age m̃i by modifying the elements within it using
techniques such as copying and pasting specific re-
gions, splicing images, removing content, and face
swap (Shao et al., 2023; Jia et al., 2023). Image
and text manipulation techniques can be combined
to obtain (m̃i, t̃i), ensuring that both visual and
textual elements complement each other, thereby
strengthening the deceptive information.

A.2 Training and Evaluation Datasets

A.2.1 Training Datasets

NewsCLIPpings (Luo et al., 2021) is an automati-
cally generated OOC multi-modal dataset that con-
tains both pristine and falsified instances. It is de-
rived from the VisualNews corpus (Liu et al., 2021),
which contains image-caption pairs from popular
news agencies. A falsified instance is an unma-
nipulated but mismatched image-caption pair, con-
structing by pairing an image with a caption from
an inconsistent context. Given a pristine instance
(mi, ti) as a query, another instance (mj , tj) is
retrieved from the news corpus to form the falsi-
fied instance (mj , ti) (j ̸= i). The mismatching
process is based on the similarity between (mi, ti)
and (mj , tj), utilizing the CLIP semantic embed-
dings (Radford et al., 2021a), SBERT-WK text em-
bedding (Wang and Kuo, 2020), and scene embed-
dings (Zhou et al., 2018). Such image-text mis-
match procedure automatically generates around
988k unique synthetic instances. The falsified in-
stances could portray subjects in an image as differ-
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ent entities, depict specific individuals in a mislead-
ing context, and mislabel the event depicted within
a particular scene.

DGM4 (Shao et al., 2023) is a multimodal mis-
information dataset, where synthetic instances are
automatically generated by applying image and
text manipulation techniques to pristine instances
sourced from the VisualNews corpus. Specifi-
cally, for a pristine instance (mi, ti), a manip-
ulated image m̃i is generated by employing (1)
face swap manipulation via two representative face
swap methods SimSwap (Chen et al., 2020) and
InfoSwap (Gao et al., 2021), and (2) face attribute
manipulation, which involves editing the emotion
of the main character’s face while preserving the
identity using GAN-based methods, HFGI (Wang
et al., 2022) and StyleCLIP (Patashnik et al., 2021).
For text manipulation, t̃i is generated using (1)
Sentence-BERT (Reimers and Gurevych, 2019) to
obtain the text embeddings of ti and retrieve a dif-
ferent caption tj,j ̸=i that contains the same person
entity as ti but has low cosine similarity to the em-
beddings of ti, and (2) RoBERTa (Liu et al., 2019)
to classify the sentiment of the ti and then replace
all sentiment words with the opposite sentiment
text to get t̃i. After applying these manipulation
methods, two manipulated images and two manip-
ulated text captions are generated, along with the
original image and caption, resulting in a total of 8
synthetic instances consisting of OOC and manipu-
lation instances for each pristine instance, resulting
in a total of 230k synthetic instances.

Autosplice (Jia et al., 2023) is a manipulated
image dataset that utilizes a language-image model
DALLE-2 (Ramesh et al., 2022), guided by textual
prompts to edit images. Unlike DGM4, where im-
age and text manipulation are initially employed
separately and then combined, Autosplice alters
the image based on modified text, enabling a more
direct and integrated manipulation process. Specif-
ically, given a pristine image-caption pair (mi, ti)
from the VisualNews corpus, an object detection
model, Detic (Zhou et al., 2022), is utilized to ex-
tract a list of object regions in mi, while a text
parsing tool, spaCy7, is employed to segment text
terms in ti. Subsequently, human annotators select
an object region and its corresponding text term,
and then substitute this text term with a target gen-
eration term that is similar but inconsistent with
(mi, ti). The modified caption t̃i and image mi

7https://github.com/explosion/spaCy

with the selected object region masked are con-
structed as inputs for the DALLE-2 model. The
model performs local image editing on the masked
region and generates the falsified image m̃i based
on the text prompt t̃i. To facilitate our task, we pair
each modified image m̃i with its altered caption t̃i,
and label it with yi = 1 to indicate false veracity.
The pristine instance (mi, ti) is labeled as yi = 0
to denote truthfulness.

A.3 Evaluation Datasets

MediaEval (Boididou et al., 2016) collects a set
of tweets associated images/videos with manually
verified veracity (i.e., fake or real), which were
spread around 17 widely attention-grabbing events
such as the November 2015 Paris Attacks8. The
number of instances for each event is small, and the
classes are imbalanced. Some of these events were
hoaxes, hence all instances related to them are fake.
Also, there are several events that only contain real
instances. For evaluation purposes, we utilize the
image-text instances in the test set consisting of
702 instances, in which 292 of them are real and
410 are fake, and remove any replicated instances.

Snopes contains image-related claims from the
popular fact-checking website Snopes9. It is ini-
tially based on the Fauxtography dataset (Zlatkova
et al., 2019), which consists of image-claim pairs
labeled as either True or False on Snopes and
image-caption pairs from news agencies. How-
ever, using such news data in evaluation is inap-
propriate, as it may leak ground-truth labels given
that synthetic data is generated using news data.
Moreover, news data from trusted news agencies
do not require fact-checking. Therefore, we fil-
ter the news instances and augment the dataset
with more True-labeled instances by combining the
fact-checked true image-related claims from the
MOCHEG (Yao et al., 2023) dataset, designed to
provide multimodal evidence for claims on Snopes,
and additional image-related claims we collected
directly from the Snopes website. These image-
claim pairs are labeled as either True or False
by fact-checkers on Snopes, consisting of 756 in-
stances where which 376 of them are true and 380
are false.

8https://en.wikipedia.org/wiki/
November_2015_Paris_attacks

9Snopes.com
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B Experiments

B.1 Experimental Settings

B.1.1 Base MLLMs
LLaVA-NeXT-13B (Liu et al., 2024a), an improved
version of LLaVA-1.5 (Liu et al., 2023a) and
LLaVA (Liu et al., 2023b), is an end-to-end trained
MLLM that connects the pre-trained CLIP vision
encoder ViT-L/14 (Radford et al., 2021b) with an
LLM Vicuna-13B (Chiang et al., 2023) using a
two-layer MLP as the projection layer. It under-
goes a two-stage instruction-tuning process to align
two modalities for improving visual reasoning ca-
pabilities: (1) pre-training the projection layer with
image-text pairs; (2) updating the weights of both
the projection layer and LLM using multimodal
instruction-tuning data generated by GPT-4 (Ope-
nAI, 2023a). LLaVA-NeXT-7B is a smaller version
based on an LLM Vicuna-7B.

mPLUG-Owl2 (Ye et al., 2023) is a versatile
MLLM featuring a modularized network design
and comprising a vision encoder, a visual abstrac-
tor, a text embedding layer, and a language de-
coder. In lieu of directly aligning the visual features
with textual features, mPLUG-Owl2 integrates a
modality-adaptive module within the language de-
coder. This module takes multimodal inputs, utiliz-
ing different parameters to project various modal-
ities into a shared semantic space while preserv-
ing modality-specific features. The training pro-
cess involves two stages: (1) pre-training the vi-
sual encoder, visual abstractor and newly added
parameters of the modality-adaptive module within
the language decoder using image-text pairs; (2)
instruction-tuning the entire model on unimodal
and multimodal instruction data.

B.1.2 Default Settings
We utilize the off-the-shelf CLIP model (ViT-
L/14) (Radford et al., 2021b) for feature extraction.
We use the original code and pre-trained checkpoint
of LLaVA10, with a vision encoder CLIP model
(ViT-L/14) and an LLM Vicuna-13B (Chiang et al.,
2023). We fine-tune the LLaVA model using the
parameter-efficient fine-tuning method LoRA (Hu
et al., 2022), with rank set to 128, α value to 256,
and learned LoRA matrices for both the projector
and the LLM. We set training epochs as 3, batch
size as 16, and learning rate as 2 × 10−5 with
cosine decay. Following the LLaVA model (Liu

10https://github.com/haotian-liu/LLaVA

et al., 2023b), we convert each training instance
into instruction-following data using its specified
template. We use the API service of GPT-4V from
OpenAI11. During inference, we prompt models
using the same prompt template to ensure a fair
comparison.

Given the large scale of the synthetic datasets
and our computational constraints, we construct Ds

by randomly sampling 6k instances from the com-
plete training dataset of NewsCLIPings and DGM4,
and 3k instances from the Autosplice dataset since
it is smaller, resulting in a total of 15k instances.
For a robust evaluation, we repeat the sampling pro-
cess using three different random seeds, resulting
in three distinct Ds. Each data selection method
selects 750 instances from Ds to construct Dv for
fine-tuning, and we ensure the class distribution
of selected set is balanced. The unlabeled valida-
tion set Du contains 5% instances of each test set,
which amounts to 37 instances for MediaEval and
35 instances for Snopes and Snopes (O+).

We conduct experiments three times, each with
a different training set, and report the mean macro-
F1 and standard deviation of each metric across
these three runs in all experiments. The seeds and
training dataset are kept the same across different
models. All the experiments use a server with 8
NVIDIA Tesla-V100 32GB GPUs.

C Visualization of Examples

We visualize a set of real-world instances from the
2015 Paris Attack event in Figure 4. In Figure 5,
we present a set of synthetic instances with high co-
sine similarity to these real-world instances, while
Figure 6 shows synthetic instances with low cosine
similarity. We observe in Figure 4 that these in-
stances contain relevant elements such as police,
French and Paris, while the instances in 6 are ir-
relevant. These examples illustrate that synthetic
datasets not only contain useful instances for mul-
timodal misinformation detection on real-world
datasets, but also have irrelevant instances, indi-
cating the gap between synthetic and real-world
data.

D Licenses of Datasets

• NewsCLIPpings: Unspecified

• DGM4: Apache-2.0

11gpt-4-turbo: https://openai.com/index/
gpt-4/
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RT @ABC: LATEST: 'Ongoing
situation' in Paris; as many as

60 hostages being held
RT @marcelomena: Esta foto se

tomó al inicio de recital en
París. Nadie podrá parar la

felicidad que brinda la música.

Photo: People inside Stade de
France after attacks reported in
Paris; reports fans cannot leave

the stadium follow
@Conflicts:  French military

deployed on the streets of #Paris
large scale terror attack taking

place - @lepoint

MORE: Police say explosion also
took place in a bar bear #Paris

stadium

n_izzah: RT RT_com: BREAKING:
FRANCE24 reports at least 60

hostages at #Paris concert hall
#Bataclan 

RT Reuters "Covered bodies are
seen outside a restaurant

following shooting in Paris. LIVE
coverage:  

RT @Dimitripiot: Vivons
libre Eagles of Death Metal Live

at #Bataclan , #Paris 13 novembre
2015  © @ManuWino

RT @molmccann: Ugh. @andpscott:
Confused fans have flooded the

pitch here in #Paris

_RT_ Telegraph: Paris: "The men
came in and started shooting.
Everyone fell to the ground. It

was hell." 

Terror grips #Paris in night of
attacks; hostages being held in

theater, police say

Paris Terrorist attack &amp;
prophecy. (photo of Bataclan
crowd selfie pre-attack). Read

more. \n

RT @isaranjuez: .@Breaking3zero:
Fusillades de #Paris : bilan

provisoire de 30 morts (AFP)

So weird, so strong. To see the
Eiffel Tower like that means a

lot for me. #Paris City of Lights
is in pain today

RT @lesinrocks: Emmanuel Wino:
J ai eu envie qu on se souvienne

des sourires et du rock \n

Figure 4: Visualization of real-world instances of 2015 Paris Attack event.

• AutoSplice: Only for academic research

• MediaEval: Apache-2.0

• Fauxtography: MIT License

• MOCHEG: CC BY 4.0
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French firemen and emergency
doctors respond to a hostage

situation during the Paris
attacks on Jan 9 2015 A French police officer evacuates

residents in StDenis 20 years of terror attacks in
France

A police officer stands guard on
a street near the scene of a

shooting in Paris France A woman cries near Le Petit
Cambodge restaurant in Paris

Soldiers could be seen outside
Notre Dame cathedral in Paris

this week

There were speeches from
Christian Jewish and Muslim
leaders as well as a minute s

silence

A French flag is nestled among
the McDonnell left in front of
the Bataclan concert hall in

memory of the people who died
there last week

Members of the Turkish military
stand guard in Istanbul s Taksim

Square
People react near the cafe La

Belle Equipe in Paris

An African man in France

Members of the public light
candles at Place de la Republique

in Paris

Dozens of people were reported
dead Friday night following

several separate terror attacks
in and around Paris AP Paris

Correspondent Angela Charlton
recaps the latest from the ground

The perpetrators of the attacks
in Paris Cherif Kouachi Said

Kouachi and Amedy Coulibaly were
born and bred in France

Protesters hurl rocks at riot
police during a protest against
the demolition of Taksim Gezi

Park in Istanbul

Thousands gather for a candle
light vigil on Place de la

Republique in central Paris hours
after the attack

Medical workers transfer people
to a hospital in SaintDenis

The average house price in London
is almost twice that for the rest

of the UK once the city is
stripped out

Amedy Coulibaly left and Hayat
Boumeddiene are suspects in the

shooting of a female police
officer Jan 8 in Montrouge France

Mourners gather in front of the
Le Petit Cambodge and Le Carillon

restaurants on Nov 14 2015 in
Paris Both places were targeted

by terrorists

Figure 5: Visualization of synthetic instances with high similarity to real-world data.

Buffalo Bulls wide receiver Alex
Neutz runs after a catch during
the fourth quarter against the

Toledo Rockets at the Glass Bowl

US Sen Thad Cochran RMississippi
speaks on stage during a

preelection day rally at the
Mississippi Agriculture and

Forestry Museum in Jackson Miss
on Monday June 2 2014 Jos Buttler during a nets session

at Sheikh Zayed Stadium

Sinatra in New York 1956 He
conquered every medium television

recording films Tony Bennett said
after his death He was just born

for what he did
Paulina Gretzky watches dad Wayne

and beau during the opening day
of play on Thursday

Celebrating with Italian Claudia
Cardinale at the Golden Globe

awards Los Angeles 1966 Arizona Cardinals running back
Rashard Mendenhall rushes against

Tennessee Titans middle
linebacker Moise Fokou during the

first half at LP Field

Robert Zimmerman Sr and Gladys
Zimmerman wait for their son

during a recess Ice dancers Meryl Davis and
Charlie White right hold up their
gold medals as they arrive at the
2014 Vanity Fair Oscars Party in

West Hollywood Calif Sunday

Here s Ciaran Withington In a
theoretical world Scooby and the

gang find out who was really
behind Wayne Rooney s big money

transfer to another club

Noodles with tomatoes relish
onions sport peppers mustard a
pickle spear and a healthy shake

of celery salt at Ivy Coney
Virginia Gov Bob McDonnell talks

at the Capitol in Richmond Va
Timothy M Kaine left has spent
another 1 million on ad time in
his race against George Allen

May 15 Matt Kenseth wins the AAA
400 Drive For Autism at Dover

International Speedway

Just beachy a sea view from a
room at the Arennas Mancora hotel

Peru

Figure 6: Visualization of synthetic instances with low similarity to real-world data.
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