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Abstract

With the continuous growth of online communi-
ties, understanding their similarities and dissim-
ilarities is more crucial than ever for enhancing
digital interactions, maintaining healthy inter-
actions, and improving content recommenda-
tion and moderation systems. In this work, we
present two novel techniques: Binary Opinion
Transfer Similarity (BOTS) for finding similar-
ity between online communities based on their
opinion, and Emb-PSR for finding similarity in
the content they post. To facilitate finding the
similarity based on opinion, we model the opin-
ions on online communities using upvotes and
downvotes as an indicator for community ap-
proval. Our results demonstrate that BOTS and
Emb-PSR outperform existing techniques at
their individual tasks while also being flexible
enough to allow for cross-platform comparison
of online communities. We demonstrate this
novel cross-platform capability by comparing
GAB with various subreddits.

1 Introduction

Online communities have become important
venues for public discourse and opinion. Platforms
like Reddit, with its diverse range of subreddits, of-
fer a unique window into the collective sentiments
and interests of different groups. Understanding
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these sentiments and the similarities between differ-
ent communities can provide valuable insights for
users, researchers, marketers, and social scientists.

While several prior works have explored the task
of measuring the similarity between communities
(Martin, 2017; Kumar et al., 2018; TeBlunthuis and
Hill, 2022; Mok et al., 2023), existing works either
measure the community similarity in only a single
dimension or use manually annotated seed commu-
nities to guide similarity measures across different
dimensions. In contrast, our approach divides the
community similarity task into two distinct compo-
nents — content similarity and opinion similarity —
and does not require manually identified seed com-
munities. Content similarity measures the similar-
ity in the types of topics being discussed in the two
communities regardless of how a community reacts
towards a topic. For example, all politics related
subreddits will be close in this metric regardless of
their political leaning. In contrast, opinion similar-
ity measures the similarity in the way communities
react to content posted on the community. For ex-
ample, left-leaning politics related subreddits will
be close to each other but will be further away from
right-leaning subreddits.

We obtain content similarity between communi-
ties A and B by calculating the ratio of posts in a
community B that are similar to posts in A. We use
SentenceBERT to obtain sentence embeddings to
facilitate the comparison. To enable the calculation
of opinion similarity, we model the opinions of a
community by training a LLAMA2 (Touvron et al.,
2023) model at the task of predicting whether a
comment will get heavily upvoted or downvoted.
If a model trained on data from Subreddit A can
accurately predict the upvote/downvote patterns in
Subreddit B, we infer that the two subreddits share
similar opinions. We evaluate content similarity
and opinion similarity separately and demonstrate
that our techniques outperform existing techniques
by a significant margin in both the tasks. Our meth-
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ods, while being more performant also have the
unique advantage of allowing us to compare on-
line communities from different social media plat-
forms. We demonstrate this benefit by comparing
discussions from the GAB online community with
various subreddits.

More concretely, our contributions are as fol-
lows.

1. Opinion modeling (i.e., score classification)
on various subreddits. We leverage upvotes
and downvotes as indicators of community ap-
proval and disapproval. Our approach models
community opinions by training LLAMA2 to
predict whether a comment will receive sig-
nificant upvotes or downvotes. Our results
show that parameter-efficient fine-tuning of
LLAMA2 with LoRA (Hu et al., 2022) sub-
stantially outperforms both the zero-shot and
five-shot LLAMA2 classifiers. Several of
these fine-tuned per-subreddit models achieve
test F1 scores high enough to effectively pre-
dict community reactions to comments.

2. Methods to calculate the similarity between
communities based on opinion (BOTS) and
content (Emb-PSR). We break down the task
of calculating similarity between online com-
munities into two axes: opinion similarity
and content similarity. To evaluate BOTS, we
calculate the similarity between political sub-
reddits. We evaluate Emb-PSR by grouping
around 183 subreddits across 16 categories.
Our evaluation demonstrates that we outper-
form existing techniques on both of the sub
tasks.

3. Cross platform community similarity.
BOTS and Emb-PSR do not use platform spe-
cific features such as network and graph fea-
tures. Hence, unlike prior work we can com-
pare communities from different social me-
dia platforms using BOTS and Emb-PSR. We
demonstrate this benefit by comparing GAB
with various subreddits.

2 Related Work

Numerous prior studies have explored the task of
forecasting content popularity on social media plat-
forms. The Social Media Prediction (SMP) Chal-
lenge (Wu et al., 2019) predicts image popularity
on Flickr, leveraging both text and visuals. Wang
et al. (2020) predict the popularity of posts by

extracting features from textual and visual com-
ponents, incorporating numerical attributes and
follower and following counts, and leveraging a
CatBoost model. Other related works make use
of neural network architectures (Abousaleh et al.,
2021; Lin et al., 2022; Xu et al., 2020). Notably,
visual features are commonly derived through con-
volutional neural networks, while text features fre-
quently employ pretrained embeddings, such as
Word2Vec (Mikolov et al., 2013).

Several prior works have explored the task of rep-
resenting a community. Martin (2017) creates em-
bedding representations for communities by apply-
ing the GloVe algorithm (Pennington et al., 2014)
on a user-subreddit co-occurrence matrix. They
apply t-SNE (van der Maaten and Hinton, 2008) on
the resulting embeddings to find clusters of similar
subreddits. In a similar vein, Waller and Ander-
son (2019) create community embeddings by us-
ing Word2Vec on data where the communities are
treated as words and users are treated as contexts.
Waller and Anderson (2021) use the same word vec-
tors and apply agglomerative clustering to group
subreddits; they use manually identified seeds to
order the communities along various “social di-
mensions” such as age, partisanship, and affluence.
Mok et al. (2023) use the vectors developed by
Waller and Anderson (2019) to rank the subred-
dits on a political scale based on their similarity to
r/Conservative and r/progressive subreddits.
Partridge et al. (2024) use an approach similar to
Waller and Anderson (2021) to create embeddings
for each subreddit. The distance between subred-
dits is measured by the cosine distance between
the L2-norm of any two subreddit embeddings. Ma
et al. (2023) use a graph neural network to model
communities and perform tasks such as violation
detection, sentiment and analysis. In our work, we
model the opinions of a community by training a
LLAMA2 model to predict whether a comment
will get heavily upvoted or downvoted.

Chandrasekharan et al. (2018) cluster subreddits
based on whether a model trained on moderation
data for each make similar predictions. Kumar
et al. (2018) model Reddit conflicts by clustering
communities by applying Word2Vec or GloVe to
co-occurrences of actively posting users among
subreddits. Datta and Adar (2019) identify inter-
community conflicts by identifying users who re-
ceive many upvotes in one subreddit and receive
many downvotes in another subreddit. TeBlunthuis
and Hill (2022) cluster subreddits based on user
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overlap, which is high if two subreddits share a lot
of users. Phadke et al. (2021) assign subreddits
along a “conspiracy scale" by applying PCA on the
user-subreddit co-occurrence matrix and manually
identifying the axis that ranks known conspiracy
and science subreddits on opposite ends. Samory
and Mitra (2018), while studying the rise of conspir-
acy theories in the aftermath of major events, use
positive pointwise mutual information and Com-
munity2Vec (Martin, 2017) vectors to identify com-
munities similar to r/science and r/conspiracy.
In contrast to past work, our approach to measur-
ing community similarity does not require manu-
ally identified seed communities. Once an opinion
model is trained on a subreddit, such as r/science,
we can subsequently determine its similarity to
other online communities without any further re-
training.

3 Corpus Overview

We use data from two popular online social media
platforms, Reddit and GAB, in our experiments.
We obtained data from both platforms through
Pushshift (Baumgartner et al., 2020), including all
posts and comments made on Reddit each month.
Our models are trained on Reddit data between
January 2018 and April 2023. Our focus is on
assessing the approval or disapproval comments re-
ceive within specific subreddits, given the context
of individual posts.

For each post, we use its title, ID, and selftext
(i.e., textual content). For each comment, we ex-
tract the comment’s text and its score, calculated as
the number of upvotes minus the number of down-
votes. Upvotes and downvotes signify community
approval or disapproval, respectively, with each ac-
count limited to one vote per post and comment.
While multiple accounts are permissible (Reddit,
2023), using them for vote manipulation can lead to
temporary or permanent banning of a user’s Reddit
account (Reddit, 2024). Posts and comments with
a high score gain more visibility within a commu-
nity. In contrast with prior work, we intentionally
exclude network-based features (e.g., author name
and interaction history) to ensure our methods’ ap-
plicability across platforms like Reddit and GAB.

Pushshift’s GAB data, whose post objects more
closely resemble Twitter tweet objects (Twitter API,
2024), lacks the post title and score attributes seen
in Reddit data collected through Pushshift. To ac-
count for this change, we reuse the text body of a

GAB post object for both the title and selftext fields
when passing GAB data through model trained on
Reddit.

3.1 Data preprocessing

We exclude Reddit posts that were stickied (i.e.
pinned to the top of a subreddit) since that can
artificially increase the score of a post or comments
in the post. To allow for more straightforward
modeling and analysis, we examine only top-level
comments — i.e., comments that reply directly
to the post content. Since we only utilize large
subreddits, there are a sufficient amount of top-
level comments to allow us to achieve our objective
of understanding the opinions of a community. We
exclude any comment with the text “[deleted]” or
“[removed]”.

Comment scores serve as a proxy for commu-
nity approval within each subreddit. We place com-
ments into two categories: Class Low (L) if the
score is less than or equal to −2; Class High (H) if
comment score greater than 24; and we ignore all
other comments. This asymmetrical classification
reflects the observed skewness in score distribution,
where negative scores are less frequent. The −2
threshold for Class L, while ensuring sufficient data
for modeling, implies a minimum of three down-
votes, a reasonable indicator of community dislike.
This threshold also proved effective in our opinion
model, yielding good results in inter-community
opinion similarity analysis. Given the large user
bases of all the subreddits studied, a static thresh-
old was deemed appropriate for this research. The
training and evaluation data includes all data points
that were not filtered out by the data preprocess-
ing steps. The median number of data points in the
training dataset was approximately 56,500, with the
25th percentile at ~31,220 and the 75th percentile
at ~174,400.

4 Predicting Opinion Polarity of
Individual Comments

One of our goals is to quantify the similarity of
subreddits based on their opinions and not merely
the textual content. As a first step towards this
goal, in this section we devise a method to model
the opinion of distinct communities. For a given
comment on a specific post, we treat its score as a
self-labelled ground truth data set for that commu-
nity’s opinion. Class L posts indicate diapproval,
Class H posts indicate approval; see Section 3.1.
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We build the comment classification model us-
ing LLAMA2. Our model consists of the LLM fol-
lowed by a single linear layer and a softmax layer
for classification. The last token’s vector represen-
tation is passed to the linear layer as the sentence
embedding. The input to the model consists of the
post title, selftext (post text), and the text of the
comment being classified. These inputs are passed
into the LLM in the following format:

<sub>r/subreddit</sub>
<post>post_title</post>
<comment>comment</comment>
<text>self_text</text>

Finally, the model predicts either Low or High.
We trained LLAMA2 models until convergence
or up to 20 epochs. Due to limitations of our
computational resources, we experimented with
only the 7 billion parameter version of LLAMA2.
Fine-tuning was accomplished using 16-bit param-
eters and the LoRA technique (Hu et al., 2022), a
parameter-efficient training strategy. We compare
the LORA finetuned model against LLAMA2-7B
under 0-shot and 5-shot setting, below. In the 5-
shot setting, five random {post title, selftext, com-
ment} pairs from the same subreddit were used.
The specific prompt format for the 5-shot setting is
detailed in Appendix A. The code used to train and
evaluate our models can be found in our Github
repository1.

4.1 Evaluation

To evaluate opinion modeling and similarity, we
selected 30 subreddits spanning diverse topics (pol-
itics, technology, religion, etc.). Results (Table 1)
demonstrate that LLAMA2 fine-tuned with LoRA
consistently outperforms both 0-shot and 5-shot
base LLAMA2, even exceeding LLAMA3-8B 5-
shot (result not shown for brevity). Interestingly,
the inclusion of extra examples to learn from in
the 5-shot setting did not enhance performance by
much compared to the 0-shot setting.

Given the excellent performance of the
LLAMA2 LORA models on several subreddits,
we expect the model to be useful for predicting
whether a comment, given a post, was — or would
be — well received within a community. This
approach could empower community members to
write comments that resonate better within a spe-
cific community, or help them avoid those likely
to be disapproved. The performance of the mod-

1https://github.com/umass-forensics/
community-similarity

Subreddit L2-7B
LoRA

L2-7B
0-shot

L2-7B
5-shot

politics 0.90 0.41 0.40
atheism 0.89 0.38 0.42
BanVideoGames 0.88 0.40 0.40
Bad_Cop_No_Donut 0.88 0.44 0.43
Christianity 0.85 0.37 0.41
exmuslim 0.85 0.43 0.46
conservatives 0.84 0.41 0.46
democrats 0.83 0.39 0.39
exmormon 0.80 0.37 0.40
TheRightCantMeme 0.80 0.42 0.41
PoliticalDiscussion 0.80 0.35 0.48
neoliberal 0.79 0.38 0.41
gunpolitics 0.79 0.39 0.42
Catholicism 0.79 0.37 0.42
Conservative 0.78 0.41 0.45
conspiracy 0.78 0.38 0.39
The_Donald 0.77 0.43 0.44
Libertarian 0.77 0.39 0.41
apple 0.76 0.38 0.42
RoastMe 0.76 0.41 0.44
AskALiberal 0.76 0.36 0.44
Android 0.75 0.38 0.44
AskTrumpSupporters 0.75 0.36 0.47
gaming 0.75 0.40 0.39
TheLeftCantMeme 0.74 0.40 0.42
JoeBiden 0.72 0.41 0.39
Republican 0.72 0.40 0.44
islam 0.72 0.41 0.42
AskThe_Donald 0.71 0.39 0.39
liberalgunowners 0.65 0.38 0.41

Table 1: F1 score results from training the LLAMA2-
7B model on the comment score classification task.
Columns show results for the LLAMA2 model fine
tuned using LoRA and LLAMA2 0-shot and LLAMA2
5-shot predictions.

els was especially affected by uneven distributions
of the H and L class datapoints (with L class data
points being much lesser always). Our experiments
on additional subreddits, not included in this anal-
ysis, reveal that model performance also degrades
when the classifier lacks access to approximately
1,000 or more data points from each class.

5 Community Similarity based on both
Content and Opinion

As discussed in Section 2, the results from the exist-
ing community similarity metrics focus heavily on
content-based similarity, or they rely on manually
selected set of seed communities to calculate opin-
ion similarity. Furthermore, none of the existing
community similarity metrics allow for cross plat-
form (e.g. Reddit, GAB, or Twitter) comparison of
communities.

In reality, subreddits can differ by opinion even
if they are similar in terms of a topic. In this section,
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Figure 1: Content- and opinion-based similarity of GAB with subreddits.

we propose to quantify similarity among subred-
dits (or any collection of posts) according to both
content and opinion. Figure 1 shows the results of
our approach, for a methodology we detail below.
Subreddits that are similar to the GAB in terms
of posted content appear closer to 1 on the x-axis,
explained in Section 5.1; whereas subreddits that
are similar to opinions expressed on GAB appear
closer to 1 on the y-axis, explained in Section 5.3.

5.1 Content similarity with Emb-PSR

We propose a novel method for calculating the con-
tent similarity of online communities, called Emb-
PSR, that outperforms related work.

To calculate the similarity between subreddits,
we take several steps. Let A and B represent two
subreddits, each with a set of posts A1, A2, . . . and
B1, B2, . . ., respectively. Overall, we compute the
fraction of posts in B that are at least as similar to
posts in A as the posts in A are to the set A itself.

We solely consider a post’s title and exclude the
comments when calculating content similarity. We
observed that comments often do not mention dis-
cussion topics explicitly and typically react to posts
with context-dependent sentences. In contrast, post
titles almost always explicitly mention the topic of
discussion, making them a more reliable source of

text for content similarity calculations.
First, we define a function f() that determines

the mean cosine similarity of a single post, p, to the
set of all posts in a subreddit X , which is of size
|X|. Note that we compute cosine similarity on
Sentence-BERT embedding vectors (Reimers and
Gurevych, 2019). Let F (A) be the set of values
from applying f() to each post in A to all other
posts in A.

f(p,X) =
1

|X|
∑

j∈X
cos(p,Xj). (1)

F (A) = {f(Ai, {A \Ai}), ∀i ∈ A}. (2)

Second, we create a summary statistic, s(A), rep-
resenting the "self-similarity" of A, from the dis-
tribution by quantifying the spread from its mean
as follows. Let µA and σA represent the mean and
standard deviation of the set F (A), respectively.
We define:

s(A) = µA − cσA. (3)

We selected constant c empirically as a hyper-
paramter, based on the performance on a validation
set (20% of the data). In our experiments, c = 0.75
produced the best results.

Last, we measure how similar the posts in B are
to A in the context of the self-similarity of the posts
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Category C2V Emb-PSR

TV (n = 11) 0.44 0.65
artists/bands (n = 7) 0.67 1.00
books/magazines (n = 9) 0.42 0.48
cities (n = 23) 0.38 0.78
programming (n = 8) 0.62 0.70
computers (n = 10) 0.38 0.42
countries (n = 32) 0.55 0.53
food/drinks (n = 7) 0.57 0.88
gender/sexuality (n = 7) 0.81 0.75
hockey (n = 10) 0.89 1.00
internet/apps (n = 8) 0.20 0.25
machines (n = 8) 0.29 0.48
regions (n = 11) 0.27 0.33
religion/beliefs (n = 9) 0.31 0.46
video games (n = 7) 0.14 0.67
universities (n = 16) 0.58 0.84

mean 0.47 0.64

Table 2: A comparison of Emb-PSR to Community
Vectors from Waller and Anderson (2021) for topic-
based similarity across various categories. Each results
shows, for a given category, the fraction of subreddits in
the ranked list of the n− 1 most-similar subreddits that
belong in that category according to ground truth. The
performance improvement of Emb-PSR is statistically
significant according to a 95% c.i. paired t-test.

in A. Let |B| be the number posts in B. We define a
set G(A,B) equal the subset of posts in B that are
similar to posts in A in the context of the summary
statistic. Finally, we define Emb-PSR(A,B) as
the number of posts in B that are similar to posts in
A, divided by the total number of posts in B. For
computational efficiency, we sample a random set
of 2500 posts from A to represent the subreddit.

G(A,B) = {Bi if f(Bi, A) > s(A), ∀i ∈ B}
(4)

Emb-PSR(A,B) =
|G(A,B)|

|B| (5)

5.2 Emb-PSR Evaluation

Emb-PSR is aimed at solving content-based simi-
larity; therefore, we expect subreddits discussing
similar topics to be have a high similarity score. For
example, we expect subreddits discussing hockey
to have high similarity regardless of which team
they support. We obtained labeled ground truth for
assigning subreddits to categories from Israeli et al.
(2022), shown in Table 2. Each category contains
n subreddits, and each subreddit appears in one
category. We restricted our evaluation to categories
with at least 7 subreddits to avoid statistical outliers,
leaving 183 subreddits in total.

We compare Emb-PSR against the community
vectors developed in Waller and Anderson (2021)
and Partridge et al. (2024). Certain subreddits in
our analysis do not exist in the community embed-
dings provided by Waller and Anderson (2021).
Hence, we use the code base from Partridge et al.
(2024) to retrain the community embeddings on
all Reddit data from 2006 to 2019 to mimic the
settings used in Waller and Anderson (2021).

To evaluate both methods, we quantify their abil-
ity to find subreddits in each category. For each of
the 183 subreddits, we find a candidate set of n− 1
most-similar subreddits according to each method,
where n is determined by the subreddit’s category.
We then determine the fraction of the candidates
that are correct according to the ground truth; this
metric is called Hits@n. For instance, to calculate
Hits@n for Subreddit A from the TV category, we
determine the similarity between Subreddit A and
all other 183 subreddits, exclude Subreddit A itself,
and then assess the number of subreddits from the
TV category present within the top 10 most similar
subreddits (since n = 11 for TV). This process
is repeated for each subreddit within the category,
yielding n results. Table 2 reports the mean of
these n fractions for each method and category.

The average difference between the two methods
for the 16 experiments is 0.17 in favor of Emb-PSR.
A one-sided two-sample t-test confirms that the
difference in performance between the methods is
statistically significant for a 95% conf. interval.2

We hypothesize that Emb-PSR’s improvement
is due to its focus on content, rather than C2V’s
focus on user interactions which can introduce er-
rors. For example, users from University X may
discuss similar topics as University Y, but not post
anything in University Y’s subreddit. In such cases,
University X and Y’s C2V vectors will likely not be
similar, whereas Emb-PSR, analyzing the posted
content, will be able to assign a high similarity to
Universities X and Y. We expect our approach to
generalize across other online communities, since
our approach relies on analyzing the post title rather
than assumptions about user interactions.

5.3 Opinion similarity using BOTS
We introduce a new method to find the similarity
between subreddits based on their opinions. In con-
trast with existing community similarity techniques
(Mok et al., 2023; Phadke et al., 2021; Waller and

2Using a Shapiro-Wilk normality test, we confirmed that
the distribution of differences is normal.
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Anderson, 2021; Samory and Mitra, 2018), our
technique is completely automated and doesn’t re-
quire manually identified seed communities.

Our approach is based on several steps. First, we
train a model for a specific subreddit, A, according
to the method described in Section 4. Next, we
avoid making predictions on topics that are not
present in A. For example, a model trained on
r/politics would not perform well predicting
opinions about games taken from r/gaming. That
is, when using an opinion model trained on A, we
make a prediction on a post p (or any textual input)
only if f(p,A) > s(A) using Equations 1 and 3.
This process is illustrated in Figure 2.

Once trained on the opinion similarity classifica-
tion task within community A, our model can be
used to compare any other subreddit or online text-
based community to A without further retraining.
This adaptability lends itself directly to tasks previ-
ously explored in the literature, such as identifying
conspiracy related subreddits (Phadke et al., 2021)
or politics related subreddits (Mok et al., 2023).

When we model opinions using community A’s
data and apply that model to predict opinions in
community B, we can gauge community similarity
based on the model’s performance. High accuracy
suggests similar opinions, while poor accuracy in-
dicates opposing views. We refer to this approach
as Opinion Transfer Similarity. In our current prob-
lem, the opinion modeling technique used is as
described in Section 4. Since opinion is binary
(heavily upvoted or downvoted) in our data, we call
our similarity measure Binary Opinion Transfer
Similarity (BOTS).

To evaluate BOTS, we use the F1 score as our
performance metric. This metric exhibits direction-
ality, as random predictions on balanced datasets
produce an F1 score of 0.5. Achieving a high
F1 score requires substantial agreement between
model predictions and ground truth data. Con-
versely, a low F1 score indicates that the model’s
predictions are frequently the opposite of the cor-
rect labels. Thus, a model trained on community
A’s data will only yield a very low F1 score on com-
munity B’s data if the opinions of the two commu-
nities are largely opposed across many comments.

5.4 BOTS Evaluation
We evaluate opinion similarity in two different
ways: by using a modified Hits@n metric; and by
correlating the similarity obtained using our metric
to the ordering obtained using media bias ratings

from AllSides3.

Political Bias Rating Correlation. Following pre-
vious work (Mok et al., 2023), we use AllSides to
obtain a measure of the political leaning of a sub-
reddit. AllSides categorizes news sources into five
groups: Left, Lean Left, Center, Lean Right, and
Right. Mapping these to numerical values from
1 (Left) to 5 (Right), we derive a subreddit’s bias
rating by averaging the bias ratings of news me-
dia sources shared within it (see Appendix B for
details). To rank subreddits by their proximity to
subreddit A, we order them based on the absolute
difference between their bias rating and that of sub-
reddit A. An ordering of the closest subreddits
is also obtained from BOTS, Emb-PSR, Commu-
nity2Vec (Martin, 2017), and the political partisan-
ship distance from Mok et al. (2023). We then
find the mean of the Spearman’s rank correlation
coefficient between the rankings obtained from me-
dia bias ratings and the rankings from the above
methods, which is displayed in Table 3. When cal-
culating the mean, we only consider subreddits that
are either news or politics related (based on their
name and description). We do this to account for
the fact that a news organization with a political
bias may post non-political articles as well. We also
consider only subreddits that have posted at least
100 articles from labeled sources. Our results re-
veal that BOTS-based rankings exhibit the highest
correlation with AllSides rankings, demonstrating
its ability to order communities based on politi-
cal opinion. However, many political subreddits,
such as TheLeftCantMeme, TheRightCantMeme,
AskALiberal, and AskTrumpSupporters, do not
primarily share news articles. To include these
communities in our evaluation, we have developed
an alternative method, detailed below.

Bidirectional Hits@n. We have used Hits@n
in our evaluation of Emb-PSR. However, unlike
Emb-PSR, the closest and furthest subreddits to
a given subreddit may belong to the same cate-
gory. For example, in political opinions, we ex-
pect left-leaning subreddits to be closest to other
left-leaning ones, followed by moderately politi-
cal or non-political subreddits, and finally right-
leaning subreddits. Therefore, we have modified
the Hits@n metric to assess whether the proximity
of both the closest and furthest n subreddits aligns
with these expectations.

3https://www.allsides.com/
unbiased-balanced-news
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Figure 2: Inference
Pipeline used in BOTS
to compare Commu-
nity A to a new com-
munity using the opin-
ion model trained on
community A.

Bidirectional
Hits@n (% in
group)

Political Bias
Rating
Correlation

C2V 31.48 0.45
Emb-PSR 7.48 −0.09
BOTS 44.44 0.51
Partisanship-Dist 25.93 0.42

Table 3: Evaluation of opinion-based similarity on poli-
tics related communities.

Based on subreddit names, descriptions, and po-
litical bias ratings (see above), we have curated
groups of left-leaning and right-leaning subreddits
(refer to Appendix C for the lists). For each left-
leaning subreddit, we expect other left-leaning sub-
reddits to be the closest, while right-leaning subred-
dits should be the furthest away. This requirement
is captured by defining the group cohesion as the
difference between the number of subreddits from
the same group and those from the opposing group.
The Bidirectional Hits@N for a surbeddit S is then
defined as the sum of the group cohesion of the N
closest subreddits and the N furtherst subreddits
divided by 2N − 1 (since we ignore subreddit S
from the calculation).

Table 3 demonstrates BOTS’ superior per-
formance in average Bidirectional Hits@n for
left and right-leaning subreddits. We observe
that Community2Vec tends to group all politi-
cal subreddits together, regardless of their polit-
ical leanings (Hits@n Top = 47.92%, Hits@n
Bottom = 18.33%). Partisanship-Distance per-
forms better at separating subreddits with opposing
views (Hits@n Top = 18.75%, Hits@n Bottom =
31.67%), but fails to accurately capture subreddits
with similar opinions. In contrast, BOTS not only
excels at identifying subreddits with similar opin-
ions (Hits@n Top = 45.83), but also significantly
outperforms existing methods in identifying those
with opposing views (Hits@n Bottom = 43.33).

6 Cross Platform Community Similarity

We intentionally omit features derived from social
network interactions, such as usernames and user-
community engagement patterns, from our com-
munity similarity calculations. This enables us to
compare communities beyond the constraints of
a single social network. To our knowledge, exist-
ing community similarity methods do not readily
facilitate cross-platform comparisons. We demon-
strate the cross-platform capabilities of both BOTS
and Emb-PSR by comparing GAB with various
subreddits.

To compare GAB with various subreddits, we
have two options: train an opinion classification
model on GAB data and then predict opinions on
subreddit data, or load pre-trained subreddit mod-
els and use them to predict opinions on GAB data.
We opted for the latter approach to avoid the com-
putationally intensive task of training a new model.

As detailed in Section 3, our GAB dataset, ob-
tained via Pushshift, spans from June 2018 to Octo-
ber 2018. Applying similar preprocessing steps
as with the Reddit data, we randomly sampled
10,000 posts with a score of at most −2 and 10,000
posts with a score of at least 25. We then loaded
pre-trained subreddit models and had them predict
the score classes of these 20,000 posts to obtain
the similarity (F1 score on score classification) be-
tween GAB and other subreddits. However, post
structure differs between Reddit and GAB. Red-
dit includes comments within the context of a post
and selftext, while GAB posts in our dataset are
independent and lack selftext. To address this, we
found that repeating the GAB post text as both the
selftext and comment was sufficient for comparison
with subreddits.

We present the results in a “similarity plot" in
Figure 1. The x-axis represents content similar-
ity (Emb-PSR) and the y-axis represents opinion
similarity (BOTS). We observe that GAB is sim-
ilar in content to several politics related subred-
dits including r/conservatives, r/neoliberal,
and r/Republican. Among these subreddits,
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however, its opinions appear more similar to
right-leaning subreddits (e.g. r/conservatives,
r/AskThe_Donald) compared to left-leaning sub-
reddits (e.g. r/neoliberal, r/socialism). The
r/TheLeftCantMeme, a right-leaning subreddit,
and r/TheRightCantMeme, a left-leaning subred-
dit, demonstrate the usefulness of a similarity plot
— the two subreddits are very close in terms of
their content similarity to GAB, but GAB is much
more similar to r/TheLeftCantMeme in its opin-
ions compared to r/TheRightCantMeme. BOTS
and Emb-PSR, when presented in a similarity plot,
allow us to analyze subreddit similarity in a more
holistic manner by considering both content and
opinion similarity.

7 Conclusion

Our research advances the understanding of online
communities and their similarities. By training
LLAMA2 models on the task of comment score
classification, we demonstrate their impressive per-
formance across diverse subreddits, showcasing
their potential to accurately predict community re-
actions. We decompose the task of calculating
community similarity into two fundamental com-
ponents: opinion similarity and content similarity.
We then introduce two novel techniques to quantify
these dimensions within online communities. Our
evaluation demonstrates that our techniques out-
perform existing community similarity measures
by a considerable margin on their individual tasks.
Furthermore, our similarity measures are less de-
pendent on platform-specific features and do not
require manually identified seed communities, en-
abling cross-platform comparison of communities
as demonstrated through our comparison of GAB
with various subreddits. This research paves the
way for a more comprehensive understanding of
online communities, with potential applications in
a broad range of tasks ranging from content moder-
ation to community recommendation.

8 Limitations

Fine-tuning the LLAMA2 model on the opinion
modeling task is computationally expensive and
requires a GPU with substantial memory capac-
ity (we used a single NVIDIA A100 GPU with
80GB VRAM). Post-training, inference remains
more resource intensive than existing methods and
likely necessitates a GPU. We tried training a single
model for all the subreddits. However, the perfor-

mance of this model was significantly worse on
several subreddits compared to the use of individ-
ual models.

Currently, our opinion models do not process
images or videos embedded in Reddit posts. This
decision prioritizes text, the most common com-
munication medium on social media platforms,
to ensure the widest possible applicability of
our comparison techniques. Notably, even in
communities with numerous image-based posts,
like r/TheRightCantMeme, our text-based opinion
model demonstrates strong performance, achiev-
ing an encouraging F1 score of 0.8. In the future,
we may explore incorporating a multimodal model
with optional image/video inputs to further enhance
our analysis. Importantly, the BOTS technique
remains compatible with any opinion model and
would not require modification even if the underly-
ing opinion model is upgraded. However, platforms
must support some form of positive and negative
feedback on posts/comments to train the opinion
model effectively.

9 Ethical Considerations

Our research allows for the comparison of online
communities based on their expressed opinions, fa-
cilitating the identification of subreddits with simi-
lar or differing viewpoints. This could be utilized
to curate a more diverse feed encompassing a range
of perspectives on a given topic, or conversely, to
construct echo chambers composed of communi-
ties holding like-minded opinions. However, echo
chambers can also be formed through lower-level
recommendations, such as those at the post level.
While our techniques could be misused to create
echo chambers, such chambers are not a new phe-
nomenon and can form through various mecha-
nisms. We also recognize the techniques could
be misused by a government or an organization
to maliciously target specific online communities
that share the same viewpoint. We believe our
techniques do not present any elevated risk over ex-
isting methods for identifying similar communities.
We believe the potential benefits of our findings
for community discovery, content moderation, and
social media analysis outweigh the risks.
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A Opinion Modeling: 5-shot prompt

Presented below is the prompt format for a 5-shot
prompt when trying to make a prediction on a com-
ment from the subreddit "AskThe_Donald"

[INST] <<SYS>>
You are a machine learning model trained
to predict whether a comment on a Reddit
post in the subreddit r/AskThe_Donald will
receive a lot of upvotes or downvotes based
on the POST TITLE, SELF TEXT, and the
COMMENT text itself.

Consider factors such as the tone, language
used, relevance of the comment to the
original post when making your prediction,
and community norms in r/AskThe_Donald.
In your analysis, try to consider how users
on r/AskThe_Donald might typically react
to a comment in the context of the
specified post.

Here are some examples:

POST TITLE: Post Title 1
COMMENT: Comment 1
SELF TEXT: Self Text 1
PREDICTION: UPVOTE

POST TITLE: Post Title 2
COMMENT: Comment 2
SELF TEXT: Self Text 2
PREDICTION: DOWNVOTE

...

POST TITLE: Post Title 5
COMMENT: Comment 5
SELF TEXT: Self Text 5
PREDICTION: DOWNVOTE

Output either "UPVOTE" or "DOWNVOTE" to
indicate your prediction for the following
comment. No explanation needed. Just
output "UPVOTE" or "DOWNVOTE".

<</SYS>>
POST TITLE: Post Title
COMMENT: Comment
SELF TEXT: Self Text
PREDICTION:
[/INST]
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Subreddit Bias Rating

socialism 2.04
democrats 2.07
politics 2.14
JoeBiden 2.19
neoliberal 2.21
islam 2.31
news 2.32
apple 2.35
exmormon 2.35
atheism 2.36
Bad_Cop_No_Donut 2.38
Christianity 2.43
gaming 2.45
Android 2.49
worldnews 2.53
liberalgunowners 2.54
Libertarian 2.85
exmuslim 2.86
Catholicism 3.00
conspiracy 3.03
gunpolitics 3.37
progun 3.75
The_Donald 4.26
Republican 4.34
AskThe_Donald 4.40
Conservative 4.41
conservatives 4.44

Table 4: Subreddit Bias Ratings calculated using the
labels from AllSides.com

B Political Bias Ratings based on
Allsides.com

The political bias ratings calculated using the la-
bels from AllSides is as seen in Table 4. Only the
subreddits used in our opinion similarity study that
have at least a 100 articles from sources labeled in
allsides.com are present in this table.

C Right and Left leaning subreddits

We label the following subreddits as right-leaning
and left-leaning in our analysis based on the sub-
reddit title, description, and the bias ratings from
Table 4.

Right Leaning : Conservative, conservatives,
The_Donald, AskThe_Donald, Republican,
TheLeftCantMeme
Left Leaning : democrats, JoeBiden, neoliberal,
politics, TheRightCantMeme, worldnews
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