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Abstract B - The NewlJork Eimes
U N I: T E D Airlines will add dozens of flights as leisure travel picks up

The popularity of automated news headline
generation has surged with advancements in
pre-trained language models. However, these
models often suffer from the “hallucination”
problem, where the generated headline is not
fully supported by its source article. Efforts to
address this issue have predominantly focused
on English, using over-simplistic classification
schemes that overlook nuanced hallucination
types. In this study, we introduce the first
multilingual, fine-grained news headline hal-
lucination detection dataset that contains over
11 thousand (article, headline) pairs in 5 lan-
guages, each annotated with detailed halluci-
nation types by experts. We conduct exten-
sive experiments on this dataset under two set-
tings. First, we implement several supervised
fine-tuning approaches as preparatory solu-
tions and demonstrate this dataset’s challenges
and utilities. Second, we test various large
language models’ in-context learning abilities
and propose two novel techniques, language-
dependent demonstration selection and coarse-
to-fine prompting, to boost the few-shot hal-
lucination detection performance in terms of
the example-F1 metric. We release this dataset
to foster further research in multilingual, fine-
grained headline hallucination detection.

1 Introduction

A news headline provides a concise summary of
its corresponding news article, enabling readers to
quickly grasp the essence of a news story. Numer-
ous generative models (Gu et al., 2020; Cai et al.,
2023; Ding et al., 2023) have been developed to
automate the process of condensing a news article
into its headline, achieving generally commendable
quality. However, people note that these models
often encounter the hallucination problem, where
the produced headline does not fully align with the
source article’s content. For example, as shown
in Figure 1, the generation model is given an arti-
cle about “UA adds new routes in Midwest" and
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Figure 1: A comparative example of headline halluci-
nation detection at different levels of granularity. The
fine-grained hallucination detector goes beyond tradi-
tional 3-class label Neutral and offers more nuanced
predictions like Unsupported Information (because
the article does not references “Europe”) and Missing
Key Information (as the headline omits the crucial de-
tail that “new routes in the Midwest are being added”).

outputs the headline “UA displays more interests
in routes from Midwest, Europe”. This headline
is considered as a hallucination because it refer-
ences "Europe" which is absent from the article,
and omits the crucial detail that "new routes in the
Midwest are being added".

To mitigate these hallucinations, various stud-
ies propose to pre-process the training corpus of
generation models by removing or re-weighting
possibly hallucinated examples (Nan et al., 2021a;
Aharoni et al., 2022; Qiu et al., 2023b). Another
line of work proposes to first detect hallucinations
in generated outputs and then filter them in a post-
processing stage (Honovich et al., 2022; Shen et al.,
2023). These approaches typically adopt a binary
or three-way classification scheme and focus on
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examples written exclusively in English or trans-
lated from a single English source. Despite some
promising results, it remains unclear how these
approaches can capture more fine-grained halluci-
nation error types in multilingual news articles and
inform more nuanced decision making process.

In this work, we propose a new task — fine-
grained headline hallucination detection and study
it in the multilingual setting. This objective is to
identify a set of fine-grained entailment relations
between a given news article and its headline. Tak-
ing the example in Figure 1 for instance, we aim to
advance beyond a simple “Neutral” classification
and provide more fine-grained predictions: (1) “Un-
supported Information” due to the article’s lack of
references to "routes from Europe", and (2) “Miss-
ing Key Information” because the headline fails to
capture a core message of the article — the intro-
duction of new routes in the Midwest.

To advance research in this area, we intro-
duce the first Multilingual Fine-grained Headline
Hallucination Detection (MFHHD) dataset, featur-
ing 11,469 examples across 5 languages. Each ex-
ample comprises a news article, a generated news
headline, a coarse-grained hallucination label, and
a set of fine-grained hallucination labels annotated
by 2 to 4 dedicated domain experts fluent in the
language of the original article. Additionally, for
examples labeled as “Neutral” or “Contradict”, an-
notators will provide a natural language justifica-
tion for their fine-grained annotations.

The introduction of this new MFHHD dataset
presents intriguing research challenges, such as
identifying complex, nuanced types of hallucina-
tion errors and exploring whether existing hallu-
cination detection moethods, previously English-
centric, can be adapted for multilingual use. To
answer these questions, we carry out extensive ex-
periments in both supervised fine-tuning and few-
shot learning scenarios. In the supervised fine-
tuning context, we find that model pre-training
on natural language inference datasets and in-
corporation of natural language explanations into
seq2seq based classifier can both enhance the de-
tection performance. In the few-shot learning do-
main, we evaluate various large language mod-
els (e.g., ChatGPT (OpenAl, 2022), PaL.M?2 vari-
ants (Anil et al., 2023)) and observe that they per-
form worse than the smaller fine-tuned models
(e.g., mT5-XXL (Xue et al., 2020)). To improve
these LLMs’ in-context learning capabilities, we
introduce two prompting techniques: (1) language-

dependent demonstration selection which dynami-
cally chooses few-shot examples in the same lan-
guage as the test query example, and (2) coarse-
to-fine prompting that guides LLMs to generate
a coarse-grained prediction before making fine-
grained hallucination type predictions. Both tech-
niques can significantly enhance LLM’s few-shot
learning effectiveness and boost the detection per-
formance in terms of the example-F1 metric.

Contributions. The major contributions of this pa-
per are summarized as follows: (1) We introduce
a novel task, fine-grained headline hallucination
detection, aimed at identifying more nuanced hal-
lucination error types; (2) We create a new multi-
lingual fine-grained hallucination detection dataset
MFHHD, curated by news domain experts; and (3)
We conduct extensive experiments on the MFHHD
dataset, delving into its complexities and offering
valuable insights for improving the accuracy of fine-
grained hallucination detection in both supervised
and few-shot learning settings.

2 Problem Formulation

In this study, we represent both a news article d
and a news headline h as a sequence of tokens.
The ideal purpose of a news headline is to provide
a concise summary of the news article. However,
when automatically generated, the headline can
hallucinate and misrepresent the original intent of
the source article. The coarse-grained headline
hallucination detection task inputs a pair of news
article and headline (d;, h;) and outputs its coarse-
grained entailment relation /; indicating whether
the headline is fully supported, directly contradicts,
or remains neutral with respect to the article.

In many real-world applications, we notice this
the three-way entailment classification schema is
too coarse-grained and fails to pinpoint the ex-
act hallucination reasons (e.g., the headline in-
cludes an incorrect number or reports a person’s
subjective opinion as a fact). Therefore, we pro-
pose the fine-grained headline hallucination de-
tection task that returns a set of fine-grained en-
tailment relations R; = {R}, R?,...} for a pair
of input article and headline (d;, h;). Each relation
R! specifies a detailed reason why the given head-
line h; either supports, contradicts, or is neutral in

relation to the corresponding article d;.
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3 MFHHD Dataset

In this work, we collect the first Multilingual
Fine-grained Headline Hallucination Detection
(MFHHD) dataset that contains 11,469 examples
across 5 languages (English, Spanish, German,
French, Portuguese). Each example includes a
news article, a news headline, a coarse-grained
hallucination label, a set of fine-grained hallu-
cination labels, and an optional set of natural
language annotation justifications. The dataset
is currently available at: https://bit.ly/
MFHHD-dataset.

3.1 Dataset Construction

We follow the same procedure as in (Shen et al.,
2023) to sample a set of news articles along
with their headlines generated from NHNet (Gu
et al., 2020)'. We examine these sampled (article,
headline) pairs and discuss with multiple news do-
main experts to outline the following 7 fine-grained
hallucination types (see Figure 5 in Appendix A.1
for examples of each hallucination type).

(1) Neutral (extra info): the headline contains un-
supported additional information that cannot be
verified by the given article.

(2) Neutral (missing info): the headline misses
important information (e.g., key dates, locators)
and thus changes the scope/emphasis of the article.
Those missing information will be significant to
the extent that it alters reader’s perception of the
article’s core messages. Table A.1 in the appendix
lists one example.

(3) Neutral (off topic): the headline and article
discuss two completely different topics.

(4) Neutral (others): the catch-all option for all
other forms of headlines that neither fully supports
nor directly contradicts the article.

(5) Contradictory (opinion as fact): the article
states an opinion or unconfirmed rumor while the
headline interprets it as a factual statement.

(6) Contradictory (wrong number): the headline
includes an incorrect important number that di-
rectly contradicts the news article.

(7) Contradictory (others): the catch-all option
for all other forms of direct contradictions between
the headline and the news article.

We prepare a detailed curation guideline that lists
the definitions and representative examples for the
above 7 fine-grained hallucination types plus 1 non-
hallucination type (i.e., “Support”) and train all the

"More results are discussed in Appendix A.2.

annotators for two rounds. All annotators are full-
time journalist degree holders and speak the same
language of the annotated article. Due to some
policy constraints, we cannot report their detailed
compensation here but we guarantee their pay is
definitely above the corresponding local minimum
wage. Given a pair of article and headline, they
are instructed to first choose one coarse-grained
type (“Support”, “Neutral”, or “Contradict”) and
then to select all fine-grained hallucination types
of this example. Additionally, if they label one ex-
ample as “Neutral” or “Contradict”, we encourage
them to provide an additional natural language ex-
planation to justify their fine-grained annotations.
Each example undergoes initial evaluation by two
annotators and if they disagree with each other
at the coarse-grained label, we engage two addi-
tional curators to thoroughly review the example.
Finally, we retain all examples that receive a ma-
jority consensus at the coarse-grained label level
and preserve all corresponding fine-grained labels
associated with these chosen coarse-grained labels.
The initial round of annotator agreement (at the
coarse-grained level) is 74.3%. For the remaining
25.7% of examples that have two rounds of anno-
tations from 4 raters, their inter-rater agreement is
0.6642 Cohen’s Kappa and thus can be considered
as substantial agreement.

3.2 Dataset Analysis

We analyze some properties of our MFHHD dataset
and show the results in Figure 2.

First, we can see that over 65% of examples
in our dataset are non-English examples and their
corresponding languages are evenly distributed in
German, Spanish, French, and Portuguese.

Second, we analyze the coarse-grained label dis-
tribution and observe about one-third of examples
are marked as “Neutral” or “Contradict”. Further-
more, each “Neutral” example has an average 1.3
fine-grained labels and about 29% of examples
have more than one fine-grained label. Conversely,
only 4.1% of “Contradict” examples have more
than one fine-grained label. One possible explana-
tion is that raters tend to give a single most severe
contradictory reason instead of selecting multiple
fine-grained ones. In a holistic view, we can see
about 21% of all hallucinated examples have more
than one fine-grained label, which necessitates our
formulation of fine-grained hallucination detection
task as a multi-label classification problem.

Finally, we analyze the textual information in our
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Figure 2: Analysis of our multilingual fine-grained headline hallucination detection (MFHHD) dataset.

MFHHD dataset. We draw the length histograms of
news articles and headlines in Figure 2(c)(d) where
we can see the median headline and article length
are 7 and 106 words, respectively. Furthermore,
over 96% of “Neutral” or “Contradict” examples
have at least one natural language explanation and
about half of them have two or more explanations.
These human written explanations have 18 words
in median and provide useful signals for detecting
headline hallucinations.

Challenging Nature of MFHHD dataset. We
want to emphasize that the MFHHD is a challeng-
ing dataset. First, as shown in the experiments
below, a fully fine-tuned model with billions of
parameters can only achieve around 0.74 accuracy.
This number is significantly lower than most of
other existing NLI datasets. Second, many fine-
grained hallucination classes are very subtle. Even
though those general news articles do not contain
any niche topics, many domain experts need more
than 5 minutes to accurately label all fine-grained
hallucination classes.

4 Supervised Fine-grained Headline
Hallucination Detection

In this section, we experiment a set of supervised
methods for multilingual fine-grained headline hal-
lucination detection. The goal is to better un-
derstand the characteristics and challenges of our
MFHHD dataset and to share some valuable in-
sights that can help later LLM-based few-shot
method designs (c.f. Section 5).

4.1 Experiment Settings

Dataset. Given the curated MFHHD dataset, we
first create the test set by randomly selecting 1000
English examples and 500 examples for each of the
remaining languages (German, French, Spanish,
Portuguese). Then, we use the remaining 8,469

examples for training models and test their perfor-
mances on the above selected 3,000 test examples.

Compared Methods. We compare the following
representative methods for the multilingual head-
line hallucination detection task:

e mDeBERTay,,.: The multilingual version of De-
BERTa (He et al., 2023) which enhances the
original BERT model (Devlin et al., 2019) us-
ing replaced token detection as the pretraining
task and pre-trained on CC100 multilingual data.
We concatenate the headline and the article text
(with a special separator token [SEP]) and feed
it into the mDeBERTa;, . model for prediction.

e mDeBERTay, . + NLI: We first adopt the above
mDeBERTa,, ;. model and further pre-train it
on various natural language inference (NLI)
datasets including XNLI (Conneau et al., 2018)
and the translated version of MNLI (Williams
et al., 2018), ANLI (Nie et al., 2020) and
WANLI (Liu et al., 2022). Then, we fine-tune
the model on our MFHHD dataset.

e mT5,,;: The multilingual version of T5 (Xue
et al., 2020), an encoder-decoder model with
strong representation power. We input the con-
catenated headline and article into the encoder
and requires the decoder to output a single to-
ken indicating the final predicted coarse-grained
class (or a sequence of tokens, each represents
one fine-grained hallucination class).

e mT5,,; + Exp: We incorporate human written
natural language explanations into the mT5,,;
model by requiring its decoder to output the class
token(s) followed by the explanation. See Fig-
ure 3 for a reference.

e mT5,,; + NLI: Similar to mDeBERTay, . + NLI,
we pre-train the mT5,,; model on NLI datasets
and fine-tune it on MFHHD dataset.
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e mT5,,; + NLI + Exp: The combination of
mT5,,; + Exp and mT5,,; + NLI where we in-
corporate explanations information during the
MFHHD fine-tuning stage.

For the last four encoder-decoder based models,
we evaluate their abilities to detect both coarse-
grained and fine-grained hallucinations. We map
fine-grained predictions into their corresponding
coarse-grained hallucination labels. For example,
the fine-grained model output “Off-Topic Missing-
Info” is mapped to the “Neutral” class.’

We use Huggingface library (Wolf et al., 2020) to
implement mDeBERTay, ;. and mDeBERTa, . +
NLI. For the remaining four mT5-based models, we
develop them based on the T5X library>(Roberts
et al., 2022). Appendix A.3 provides more imple-
mentation details and hyper-parameter settings.

Evaluation Metrics. We evaluate coarse-grained
hallucination detection performance using standard
multi-class classification metrics including “Accu-
racy” and “Weighted-F1”. The Weighted-F1 con-
siders the number of true instance for each class
and thus account for class imbalance. For fine-
grained hallucination detection, we formulate it as
a multi-label classification problem and follow pre-
vious studies (Prabhu et al., 2018; Shen et al., 2021)
to use the “Example-F1” metric for evaluation. The
Example-F1 is calculated as follows:

. - 1 N 2|th N Rlpred|
xample-F1 = — T pred
N IR + R

where N is the number of test examples; th and
RY " stand for the ground truth and model pre-
dicted fine-grained hallucination class set of test
example (d;, h;), respectively.

4.2 Experiment Results

Table 1 presents our experiment results. First,
we observe that pre-training on NLI datasets (be-
fore the in-domain fine-tuning) can consistently en-
hance the model performance. This improvement
could stem from the shared characteristics between
the headline hallucination detection task and the
natural language inference task, both aiming to as-
sess text grounding capability. Second, we find that

2 Although the model can in theory output multiple incom-
patible fine-grained class tokens (e.g. “Off-Topic Incorrect-
Number” where one token corresponds to the “Neutral” class
while the other belongs to the “Contradict” class), we do not
witness such a case in practice for the supervised setting.

3https ://github.com/google-research/t5x

For coarse-grained hallucination detection:
_.-» <CLASS_TOKEN> = “Neutral"

—
MFHHD
,7| Dataset |“_
7/ N
/7 N ’,'
7’ N
/ N

For fine-grained hallucination detection:
_» <CLASS TOKEN> = “Extralnfo MissingInfo”
7’

<CLASS_TOKEN> because <EXPLANATION>

1]

Coarse-grained class: Neutral .-~/
Fine-grained class: {Extra Info, .-~
Missing Info} -
Headline: Goldie Hawn on Ellen Show -,
Article: Goldie Hawn reveals she got
some very odd compliments from Dolly
Parton and Elvis Presley. On Tuesday
night, Goldie Hawn appeared with
husband Kurt Russel and got to talking |
about the 1972 country album she __ 4

recored with the help of Dolly Parton ..~ 4 t T t
Explanation: The headline offers extra
unsupported info about the Ellen show

Hallucination
Detector

but misses the important information “headline entailment: headline:

about “Dolly Parton and Elvis Presley ... <HEADLINE> article: <ARTICLE>"
gave her strange compliments”. \\\ -

Figure 3: Detecting news headline hallucinations with
models of the encoder-decoder architecture.

Methods Accuracy Weighted-F1 | Example-F1
Coarse-grained Detection
mDeBERTay, . 63.70 49.57 —
mDeBERTay,,. + NLI  66.80 62.30 —
mT5,,; 71.20 69.68 —
mT5,,; + Exp 73.23 71.82 —
mT5,,; + NLI 72.60 71.52 —
mT5,,; + NLI + Exp 73.97 73.11 —
Fine-grained Detection
mT5,,; 71.80 70.71 63.89
mT5,.; + Exp 72.63 71.51 66.24
mT5,,; + NLI 73.53 72.59 66.78
mT5,,; + NLI + Exp 74.27 73.34 67.52

Table 1: The experiment results on supervised head-
line hallucination detection. The “Coarse-grained De-
tection” methods directly predict a coarse-grained la-
bel (“Support”, “Neutral”, “Contradict”) and are evalu-
ated by the metric “Accuracy” and “Weighted-F1”. The
“Fine-grained Detection” methods predict a set of fine-
grained labels (evaluated by “Example-F1”) and we
map them back to a single coarse-grained label. Please
refer to Section 4.1 for more details.

Dataset Q2 ANLI | mT5,,; + NLI + Exp
MNBM 66.5 66.7 70.44
FRANK 829 835 75.85
QAGS 783 753 72.776
SummEval 773 729 85.81
FEVER 82.7 90.2 88.24
Vitamin-C =~ 75.7  74.7 84.71
Average 7723 77.22 | 79.64

Table 2: The experiment results on TRUE benchmark.

incorporating natural language explanations into
models with the encoder-decoder architecture can
significantly boost the model performance. Simi-
lar observations are found in prior studies (Narang
et al., 2020; Shen et al., 2023) and here our ex-
periments verify the same phenomenon holds for
multi-label fine-grained hallucination detection.
Besides incorporating NLI based pretraining and
utilizing natural language explanation, we notice
that for coarse-grained detection, it is generally
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Figure 4: Detecting fine-grained headline hallucina-
tions using LLM with language dependent demonstra-
tion selection and coarse-to-fine prompting.

preferable to initially train models for fine-grained
prediction and then map fine-grained classes to
coarse-grained ones. Also, we want to stress that
even the best performing method, mT5,,; + NLI
+ Exp, with 13B parameters and trained with in-
domain data, still only achieves about 74% detec-
tion accuracy. This indicates the challenging nature
of our MFHHD dataset, leaving plenty of room for
future research improvements.

Finally, we show that the model trained on our
benchmark can generalize to more hallucination
detection datasets. Specifically, we evaluate the
model variant “fine-grained mT5,,; + NLI + Exp”
on the TRUE benchmark (Honovich et al., 2022).
Table 2 reports the experiment results. The Q2 and
ANLLI are two best performing methods in the origi-
nal TRUE paper. We can see that the model trained
on our MFHHD dataset has good zero-shot per-
formance on the TRUE benchmark, which demon-
strates the broad applicability of our dataset and
the generalization ability of our method.

5 Few-shot Fine-grained Headline
Hallucination Detection

We introduce various few-shot methods that lever-
ages large language models for detecting fine-
grained headline hallucinations in this section.

5.1 LLM In-Context Learning (ICL)

Recent studies have demonstrated that Large lan-
guage models (LLMs) can quickly adapt to various
tasks by learning only on a few demonstration ex-
amples in context (Brown et al., 2020; Wei et al.,
2022; OpenAl, 2022). Specifically, given a test
example (d;, h;) and a set of K demonstrations
{(d!, h, R )|’} for the hallucination detection
task, we w111 ﬁrst format them using a template
and then prompt the LLM to decode an output se-
quence that corresponds to the final prediction (c.f.
Appendix A.5 for prompt template examples).

5.2 Language Dependent Demonstration
Selection and Coarse-to-Fine Prompting

In this work, we explore various LLMs to address
the following research question: “How to prompt
LLMs for best few-shot fine-grained hallucination
detection performance in a multilingual context?”.
We introduce two simple yet effective techniques
to achieve this objective, illustrated in Figure 4.
First, instead of using a fixed set of demonstra-
tions for all test examples, we propose to select a
dynamic set of demonstrations based on the lan-
guage of the test example. Different from most
previous retrieval-based ICL studies (Luo et al.,
2024), this method does not rely on an external
retrieval model and thus has a better application
scope. Second, we note that those fine-grained
hallucination classes are interrelated rather than
isolated. For example, an instance cannot have
both a “Neutral” and a “Contradict” subclass at the
same time. Given this hierarchical organization
of hallucination labels, we present a coarse-to-fine
prompting approach. In this method, we prompt
the LLM to produce an initial coarse-grained hallu-
cination prediction, followed by more specific fine-
grained predictions along with a natural language
explanation. We conduct extensive experiments to
evaluate these two techniques with various LLMs.

5.3 Experiment Settings

For main experiments, we test PALM2-S, Pal.M2-
M and PaLM2-L (Anil et al., 2023) under 1-shot,
3-shot, and 5-shot settings. All demonstrations are
selected from the MFHHD training set. We employ
the same set of metrics as described in Section 4.1
to compare the following methods: (1) LI-FG uses
a fixed set of demonstrations and directly prompts
the LLLM to output a set of fine-grained hallucina-
tion classes; (2) LD-FG selects language depen-
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B | 1-shot 3-shot 5-shot
ackbone Methods
| Accuracy Weighted-F1 Example-F1 | Accuracy Weighted-F1 Example-F1 | Accuracy Weighted-F1 Example-F1
LI-FG 63.24 55.00 60.32 64.41 57.05 60.97 64.77 57.90 61.58
PaLM2-L LD-FG 65.38 55.49 61.41 64.63 57.78 61.53 64.73 57.80 61.98
LI-C2FG 65.07 60.59 61.29 65.55 61.21 61.81 66.69 62.25 62.05
LD-C2FG | 65.67 60.82 62.15 66.96 63.01 61.99 67.03 62.90 62.14
LI-FG 48.34 38.85 42.87 47.76 45.81 56.96 64.99 58.75 60.01
PaLM2-M LD-FG 49.81 46.06 43.27 54.19 52.84 59.45 64.87 58.35 60.07
LI-C2FG | 49.32 44.61 45.65 60.67 56.64 58.40 66.65 63.88 60.44
LD-C2FG | 56.63 46.73 47.71 64.88 62.01 59.65 67.21 64.18 61.52
LI-FG 17.63 24.58 32.08 54.52 45.54 51.05 64.76 61.57 56.40
PaLM2-S LD-FG 35.73 37.52 36.86 54.33 47.86 54.59 64.96 61.39 56.25
LI-C2FG 35.60 36.82 39.45 56.07 44.37 55.16 66.32 63.02 61.51
LD-C2FG | 45.00 47.26 49.54 57.31 50.54 58.68 66.49 63.21 61.63

Table 3: The experiment results on few-shot fine-grained headline hallucination detection. Prefixes “LI” and “LD”
in method names stand for Language-Independent and Language-Dependent variants, respectively. We run each

methods five times and report the averaged metrics.

Accuracy | EN  ES DE FR PT | Avg.
EN 80.70 51.40 53.40 60.40 62.60 | 64.87
ES 78.40 5440 5040 60.40 63.20 | 64.20
DE 80.20 52.80 51.40 60.40 64.60 | 65.37
FR 80.10 52.80 51.40 60.80 65.20 | 65.07
PT 79.80 53.20 54.40 60.40 64.60 | 65.37
Weighted-F1 ‘ EN ES DE FR PT ‘ Avg.
EN 7822 4436 45.05 5221 56.31 | 58.56
ES 77.24 44.79 3822 5236 55.69 | 57.06
DE 78.78 42.57 4326 53.46 5539 |58.14
FR 77.86 4442 4250 5424 56.22 | 58.29
PT 77.99 4294 40.07 53.22 57.33|57.72
Example-F1 | EN  ES DE FR PT | Avg.
EN 75.63 49.90 49.90 56.29 60.75 | 61.43
ES 75.30 50.74 48.05 55.41 60.92 | 61.07
DE 74.99 49.37 48.15 55.70 61.31 | 60.75
FR 75.58 49.25 49.03 56.79 60.91 | 61.21
PT 75.57 50.21 4898 56.03 61.64 | 61.48

Table 4: Performance of PaLM2-L with 5-shot demon-
stration examples from various languages. We high-
light the best demonstration example language (indi-
cated by each row) for every test example language (in-
dicated by each column).

dent demonstrations before prompting the LLM
for direct fine-grained hallucination classes pre-
dictions; (3) LI-C2FG adopts the coarse-to-fine
prompting technique with a fixed set of demon-
strations; and (4) LD-C2FG combines both the
coarse-to-fine prompting and language dependent
demonstration selection techniques for fine-grained
hallucination detection.

For all tested methods, we incorporate natural
language explanations in a predict-then-explain
pipeline (Lampinen et al., 2022) which outputs
the explanations after the prediction and empir-
ically works better than the Chain-of-Thought
prompting (Wei et al., 2022). Furthermore, we
prompt LLM to generate 4 predictions and use
self-consistency (Wang et al., 2022) to aggregate
them into the final prediction. Lastly, to reduce

the randomness in LLM calls, we create 5 different
groups of demonstrations for each k-shot setting,
and report the average performance over 5 runs.
Appendix A.4 provides more implementation de-
tails and hyper-parameter settings.

5.4 Experiment Results

Overall Results. Table 3 exhibits the main ex-
periment results. First, we notice that increasing
the number of demonstrations generally helps the
model performance and has the most pronounced
affects for small and medium sized LLMs. Sec-
ond, comparing LD-FG with LI-FG and LI-C2FG
with LD-C2FG reveals that language dependent
demonstration selection indeed helps us to more ac-
curately identify fine-grained hallucination classes.
Third, we compare those coarse-to-fine prompt-
ing methods with the direct fine-grained predic-
tion methods, and observe that the initial predicted
coarse-grained class does guide the LLLM for bet-
ter fine-grained predictions. Finally, we note that
even the best performing method (LD-C2FG with
5-shot PaLM2-L) still lags behind most supervised
models with fewer parameters (c.f. Table 1). One
reason could be the demonstrations in the prompt
are not enough to fully convey the nuanced halluci-
nation error type definitions. We encourage more
future studies to fill this performance gap between
the supervised and few-shot methods.

Effect of Demonstration Languages. We con-
tinue to evaluate how the language of demonstra-
tion examples affects the LLM hallucination de-
tection performance. Specifically, we prompt the
LLM with demonstrations of the same language
and evaluate the prediction quality for each test
example language. We report the 5-shot Pal. M2-L
performance (with coarse-to-fine prompting tech-
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nique) in Table 4. First, we notice that forcing all
demonstrations to have the same language will lead
to worse performance (compared to 5-shot PaLM2-
L LI-C2FG results in Table 3). Second, we observe
that LLM generally performs better on those test
examples that have the same language as its input
demonstrations. The only exception is for German
examples, it is better to prompt LLM with English
demonstrations, which is somewhat understandable
considering both languages share some grammat-
ical similarities due to their common Germanic
roots. This observation further explains and ver-
ifies the effectiveness of our language dependent
demonstration selection strategy.

Effect of Prompting Methods. We continue to
evaluate two additional variants of prompting meth-
ods: (1) Chain-of-Thought (CoT) which outputs
the explanation before the final prediction and (2)
Fine-to-Coarse (F2CGQG) that first outputs the fine-
grained hallucination labels followed by a coarse-
grained class. Results are shown in Table 5. First,
we notice that for both language dependent and
independent methods, CoT performs worse than
the predict-then-explain pipeline. We hypothesize
one reason could be the sparsity of explanation for
non-hallucinated examples. Namely, if a headline
is fully supported by the article, the raters will not
provide any explanation and the CoT will have to
directly make the prediction, a behavior inconsis-
tent with the hallucination cases. Second, we find
that coarse-to-fine prompting works significantly
better than the fine-to-coarse prompting. This is
probably because coarse-grained hallucination pre-
diction has less mistakes then the fine-grained pre-
diction. Therefore, it is better to condition on a
more confident (i.e., coarse-grained) prediction for
generating a less confident (i.e., fine-grained) pre-
diction instead of the other way around.

Generalization to more LLMs. We test how our
proposed prompting methods generalize to more
LLMs including ChatGPT (OpenAl, 2022) and
GPT4 (OpenAl, 2023)*. Results are exhibited in
Table 6. We can see that prompting with ChatGPT
generally performs worse than PaLM2-L while
GPT4 outperforms the PaLM2-L on fine-grained
hallucination detection. Furthermore, the experi-
ment results still align with our prior findings that
using language-dependent demonstrations and con-
ducting coarse-to-fine prompting can consistently
yield performance enhancements.

*More experiment details are described in Appendix A.6.

Methods Accuracy Weighted-F1 | Example-F1
LI-FG 64.77 57.90 61.58
LI-FG + CoT 58.87 53.26 54.35
LI-C2FG 66.69 62.25 62.05
LI-F2CG 61.57 56.96 58.05
LD-FG 64.73 57.80 61.98
LD-FG + CoT  59.02 53.26 54.35
LD-C2FG 67.03 62.90 62.14
LD-F2CG 63.37 58.04 61.22

Table 5: Performance of PaLM2-L using 5-shot demon-
stration examples with different prompting methods.

Backbone Accuracy Weighted-F1 | Example-F1
ChatGPT
LI-FG 43.40 47.40 36.52
LD-FG 53.00 51.73 48.20
LD-C2FG  54.83 53.53 50.88
GPT4
LI-FG 62.78 59.89 60.36
LD-FG 63.54 63.20 63.24
LD-C2FG  65.88 64.05 64.59

Table 6: The experiment results of ChatGPT and GPT-4
on 1-shot fine-grained headline hallucination detection
with different prompting methods.

6 Related Work

Hallucination Detection. Hallucination, one long-
standing issue for many natural language genera-
tion models, refers to the scenario where the gen-
erated content being nonsensical or inconsistent
with the provided source content (Ji et al., 2022;
Zhang et al., 2023; Chern et al., 2023; Tonmoy
et al., 2024). Plenty of studies have been pro-
posed to mitigate the hallucination issue by clean-
ing model training data (Nan et al., 2021a; Goyal
and Durrett, 2021; Aharoni et al., 2022), modifying
model learning objectives (Stiennon et al., 2020;
Nan et al., 2021b), designing better decoding algo-
rithms (Sridhar and Visser, 2022; Qiu et al., 2023a),
and building specialized models to postprocess/fil-
ter generated contents (Cao et al., 2020; Chen et al.,
2021; Shen et al., 2023; Manakul et al., 2023). Ata
high level, our study falls into the last category and
focuses on multilingual fine-grained hallucination
detection in the news domain.

Fine-Grained Hallucination Evaluation. A few
studies are proposed to evaluate hallucination er-
ror details for different downstream applications.
For text summarization, Goyal and Durrett (2020)
proposes to categorize hallucination errors at the
level of dependency arcs and Pagnoni et al. (2021)
defines a hallucination typology based on frame
semantics and linguistic discourse theory. For text
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simplification, Devaraj et al. (2022) introduces a
hallucination taxonomy based on the edit nature of
simplification. At the same time, Dziri et al. (2022)
leverages the Verbal Response Modes to define hal-
lucination errors in knowledge-grounded conversa-
tional models. More recently, Mishra et al. (2024)
proposes a hallucination taxonomy for open-ended
LM generation without pre-determined grounding
text. Despite some promising results, these ap-
proaches either assume one example can only have
one fine-grained hallucination label or test only on
English examples.

Multilingual Summarization Faithfulness. We
can view the news headline generation as a special
type of summarization and thus our study is also
related to the research about improving faithful-
ness of multilingual summarization systems. Aha-
roni et al. (2022) proposes to train a coarse-grained
entailment model based on multilingual natural
language inference datasets (e.g., XNLI (Conneau
etal., 2018), XTREME (Hu et al., 2020)) and adopt
it to filter unfaithful summaries in the training set.
Qiu et al. (2023b) introduces a multilingual faithful-
ness evaluation metric by aggregating four English
faithfulness metrics with a machine translator. Dif-
ferent from these studies, our work does not rely
on a translation system and focuses more on identi-
fying fine-grained hallucination types.

7 Conclusions and Future Work

This study explores multilingual fine-grained head-
line hallucination detection and introduces the
MFHHD dataset — a collection of over 11,000
expert-annotated examples across 5 languages with
natural language explanations. Through extensive
experiments, we discover that supervised models
gain from pre-training on NLI datasets and the
integration of explanations into their outputs. Ad-
ditionally, LLM few-shot learners show improved
performance when utilizing language-dependent
demonstration selection and adopting a coarse-
to-fine prompting strategy. Interesting future re-
search directions include (1) employing parameter-
efficient tuning techniques to directly train LLMs
on the MFHHD dataset, (2) annotating some fine-
grained hallucination classes at the span level, and
(3) expanding the MFHHD dataset to incorporate
more languages and explore multi-document hallu-
cination detection scenarios.

Limitations

In this work, our primary goal is to identify the
news headline hallucinations and thus define all
fine-grained hallucination classes for the news do-
main applications. We recognize that some of these
fine-grained definitions will be too restricted or too
lenient for other domains’ applications. How to ef-
fectively transfer the knowledge and signals in our
MFHHD dataset to more general domain use cases
would be an important research problem. Further-
more, for the few-shot detection setting, we mostly
test those proprietary LLMs as they demonstrate
the strongest in-context learning capability. Future
work could explore whether and how various open-
sourced LLMs can benefit most from our proposed
prompting techniques.

Ethics Statement

This work adheres to high ethical standards in its
research methodology and execution. We obtain
the multilingual, fine-grained news headline hal-
lucination detection dataset through a meticulous
annotation process, ensuring the dataset quality.
By addressing the issue of hallucination in auto-
mated news headline generation across multiple
languages, the study contributes positively to the
integrity and accuracy of news dissemination.
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A Appendix

A.1 Fine-grained Hallucination Types with
Illustrative Examples

We show one representative example for each fine-
grained hallucination class in Figure 5.

A.2 Discussions on Headline Sources

As discussion in main text, we collect our headlines
from a system that utilizes NHNet for headline gen-
eration. We acknowledge that this is not a very
diverse set of model generated headlines. Mean-
while, we want to emphasize that these headlines
closely resemble real-world news headlines.

To further test if our model can generalize to
other headline generation methods, we conduct an
experiment where we first randomly select 25 ex-
amples from our MFHHD test split and use PaLM2-
L and GPT4 to generate a headline that has the
same fine-grained label(s) as the original headline.
Then, we manually check that those generated head-
lines indeed have their corresponding labels (and
if not, we will slightly modify their wordings to
make them correctly labeled). Finally, we test our
SFT model variant “fine-grained mT5,,; + NLI
+ Exp” (see Table 1 in the main text) and observe
that it achieves accuracy = 0.64, example-F1 = 0.59.
These results show that our model can generalize to
more headline generation methods to some extent.

A.3 Experiment Details on Supervised
Hallucination Detection Methods

For mDeBERTay.° and mDeBERTac + NLIC,
we use their corresponding pre-trained checkpoints
in the Huggingface Library. We do parameter
swamping on the learning rate in [5e-6, 1e-6, Se-5,
le-5] and perform three-fold cross validation on
the training set. The final selected learning rate
for mDeBERTay,, ;. is le-6 and learning rate for
mDeBERTa,,,. + NLI is 5e-6. Finally, we train
both models on a single A100-40GB with batch
size 8 for 3 epochs.

For the remaining four mT5,,; based models,
we implement them using the T5X library’ with
pre-trained mT5 checkpoints®. due to computa-

Shttps://huggingface.co/microsoft/
mdeberta-v3-base
6https://huggingface.co/MoritzLaurer/

tional constraints, we directly use their default
hyper-parameters. Specifically, we set the batch
size to be 128, constant learning rate to be le-3,
and the maximum output tokens to be 128. If the
output sequence exceeds the length limit (e.g., hav-
ing a long human written explanation in mT5,,; +
Exp), we will simply truncate the output sequences
to its first 128 tokens. We train all four models on
TPU v3 for 10k steps with 1k warmup steps.

A.4 Experiment Details on Few-shot
Hallucination Detection Methods

Demonstration Selection. We implement all of
our k-shot experiments in the true few-shot set-
ting (Perez et al., 2021) for the multi-class classi-
fication problem. Specifically, we will sample k
demonstrations for each coarse-grained hallucina-
tion label and do not assume the presence of a large
labeled development set of hyper-parameter tun-
ing. Namely, we will have 3 demonstration exam-
ples for 1-shot setting, 9 demonstrations for 3-shot
setting, and 15 demonstrations for 5-shot setting.
For the language-independent prompting methods,
we use the same set of demonstrations for all test
examples. For the language-dependent prompting
methods, we will sample the corresponding number
of demonstrations for each language and dynam-
ically choose the demonstration set based on the
test example language. Furthermore, to reduce the
LLM call randomness, we repeat the above sam-
pling procedure 5 times and report the averaged
performance over these 5 independent runs.

Explanation Order. In our experiments, we test
both the chain-of-thought (CoT) prompting (Wei
et al.,, 2022) which generates explanations be-
fore making predictions and predict-then-explain
prompting (Lampinen et al., 2022) which outputs
explanations affer making predictions. For our
hallucination detection task, we observe that the
predict-then-explain prompting consistently outper-
forms CoT prompting, particularly for small and
medium sized LLMs. Therefore, we choose to use
the predict-then-explain prompting in this work.
We hypothesize that the ineffectiveness of CoT
in our task comes from two aspects. First, we
do NOT manually write any CoT demonstration
and directly use the expert written explanations.

mDeBERTa-v3-base-xnli-multilingual-nli-2milThese explanations may not be the best rationales

"nttps://github.com/google-research/
t5x

$https://github.com/google-research/
multilingual-t5

for CoT and thus impair its performance. Second,
we think there is an intrinsic difference between the
hallucination detection task and the math reasoning
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Neutral
(extra info)

Meghan McCain
criticizes vaccine

Meghan McCain Defends Stance On Coronavirus Vaccine Following Further Backlash.

Meghan McCain is drawing ire for her latest comments on “The View”. The controversy
began while McCain, 36, and the other co-hosts were discussing the COVID-19
vaccine rollout on Monday's episode ...

The article doesn’t explicitly say her
stance (support or not) and thus the
additional information in the
headline about “criticizes” is not
supported

Neutral
(missing info)

Comcast to
increase internet
fees

Comcast will charge customers more for heavy internet usage starting next year.

Comcast Corp. will charge more for heavy users of home internet in Northeast states—
including Pennsylvania and New Jersey—angering customers who work and study
online due to the pandemic. The vast majority of Comcast's Xfinity customers won't be
affected by the "data threshold" next year, company officials said this week. ...

The charge increases are only for
heavy Internet users and this key
information is missed in the
headline

Meghan Markle

Meghan Markle Continues Africa Tour with Visit to Girls' Club to Address Sexual
Violence in Schools.

Although both article and the

(opinion as fact)

with iPad Air

Marking the beginning of September, the month Apple typically announces its
upcoming product releases, tech insiders report that customers can expect a new iPad
Air as well as two new versions of the Apple Watch ...

Neutral o headline are about Meghan Markle.
(off topic) holds Archie in They are focused on completely
South Africa Meghan Markle Visits Girls' Club to Tackle Sexual Violence, as she is tackling important " N
) ; N N ! different news stories.
issues in education during her day of solo outings on Tuesday ...
Jackson County school closes.
Neutral School closings in Based on the article information, we
(others) danville 9 MARIANNA, Fla. (WJHG) - Marianna's Dayspring Christian Academy is closing their don’t know if Danville is related to
doors for the remainder of the year. Administrator Randy Ward said in a press Jackson County
release, ...
Apple's Fall Product Releases Rumored to Include New iPad Air and Two Apple
Watches. . : -
Contradictory Apple to launch The article says the new iPad Air is

“rumored” to be released, while the
headline directly says “to launch”.

Contradictory
(wrong number)

Amazon CEO Jeff
Bezos sells $1.9
billion in shares

Bezos Sells \$3.1 Billion Of Amazon Shares After Wealth Jumps.

The numbers are eye-popping: 1 million Amazon.com Inc. shares offloaded for more
than \$3.1 billion. And yet for the seller, Jeff Bezos, it barely puts a dent in his stake in
the e-commerce giant...

The article and headline disagree in
the quality ($3.1 billion vs $1.9
billion) of stock sold by Jeff Bezos
and thus quality is an important key
number.

Contradictory

Auburn loss to

What Gus Malzahn said about Auburn’s 24-6 win vs. Tulane.

Tulane lost to Auburn, not the other
way around. So the headline

(others) Tulane Auburn defeated Tulane, 24-6, in the Tigers’ home opener at Jordan-Hare Stadium on directly contradicts the article.
Saturday night ... y 8
Figure 5: Fine-grained headline hallucination labels with illustrative examples.

task (e.g., GSM8K). The former one does not re-
ally require complicated multi-step reasoning and
typically reaches the final decision in one or two
steps. For example, if a rater witnesses an entity
mismatch or “rumor as fact" statement, he/she will
directly label the headline as contradictory. This
effectively shrinks the CoT improvement room.

Self Consistency. Wang et al. (2022) proposes the
self-consistency method which samples multiple
output sequences from the LLM and aggregates
them into the final prediction. In our experiments,
we set the default temperature ¢ = 0.7 and sam-
ple 4 decoded sequences from the LLM. For each
decoded sequence, we first parse it into a set of
fine-grained labels. Then, we select all fine-grained
labels that appear in at least 2 decoded sequences
as the final predicted hallucination labels.

A.5 Prompt Templates

Listing 1: Prompt Template for Direct Fine-Grained
Headline Hallucination Prediction

You work as a news journalist.
Given a news article and a news
headline, you need to determine
the relation between this article
and the headline. Possible

relations include: ["match", "
incorrect_number", "
opinion_as_fact", "
direct_contradiction",
unsupported_additional_info", "
miss_important_info", "off_ topic

" n
’

neither_support_nor_ contradiction

"].

Please first output all possible
relations and then provide an
explanation.

See the following examples for
references.

# demonstrations
Article: [article]
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Headline:
Output:

[headline]
[class]

Now, you are given a new news
article and a news headline.
Think step by step and then make
the prediction.

# test examples

Article: [article]
Headline: [headline]
Output: [class]

Listing 2: Prompt Template for Coarse-to-Fine Head-
line Hallucination Prediction

You work as a news journalist.
Given a news article and a news
headline, do you think the
article fully supports the
headline? Please first output "

Yes", "No", or if not sure, "
Maybe".
If output "No", please list all

detailed reasons from ["
opinion_as_fact™, "
incorrect_number", "
direct_contradiction"]
provide an explanation.
If output "Maybe",
all detailed reasons from ["
miss_important_info", "
unsupported_additional_info", "
off_topic", "

and

please list

neither_support_nor_contradiction
"] and provide an explanation.
See the following examples for
references.

# demonstrations
Article: [article]
Headline: [headline]
Output: [class]

Now, you are given a new news
article and a news headline.
Think step by step and then make
the prediction.

# test examples

Article: [article]
Headline: [headline]
Output: [class]

A.6 Experiments on ChatGPT and GPT4

We use the gpt-3.5-turbo-0125 model
for experimenting ChatGPT and adopt the
gpt—-4-0125-preview model for GPT4. Due
to the budget considerations, we only decode 1 gen-
eration from each model and remove the self con-
sistency aggregation. When experimenting coarse-
to-fine prompting using ChatGPT, we observe that
the decoded sequence occasionally fails to follow
the ideal output format (c.f. Figure 4) and we will
re-query the model using the JSON mode.
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