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Abstract

Improving the performance of large language
models (LLMs) in complex question-answering
(QA) scenarios has always been a research fo-
cal point. Recent studies have attempted to en-
hance LLMs’ performance by combining step-
wise planning with external retrieval. While
effective for advanced models like GPT-3.5,
smaller LLMs face challenges in decomposing
complex questions, necessitating supervised
fine-tuning. Previous work has relied on man-
ual annotation and knowledge distillation from
teacher LLMs, which are time-consuming and
not accurate enough. In this paper, we intro-
duce a novel framework for enhancing LLMs’
planning capabilities by using planning data
derived from knowledge graphs (KGs). LLMs
fine-tuned with this data have improved plan-
ning capabilities, better equipping them to han-
dle complex QA tasks that involve retrieval.
Evaluations on multiple datasets, including our
newly proposed benchmark, highlight the ef-
fectiveness of our framework and the benefits
of KG-derived planning data.

1 Introduction

The past few years have witnessed significant in-
novations in LLMs (Ouyang et al., 2022; Touvron
et al., 2023; Chowdhery et al., 2023; AI@Meta,
2024). While LLMs excel in many natural lan-
guage processing tasks, they still face challenges,
particularly the smaller models, in handling com-
plex question-answering (QA) tasks (Press et al.,
2023; Shao et al., 2023; Yao et al., 2022; Xiong
et al., 2024a; Huang et al., 2024).

To improve the performance of LLMs on com-
plex QA tasks, past research has tried various meth-
ods: (1) Employing carefully designed prompt
strategies to guide the model in reasoning, such
as Chain of Thought (CoT) (Kojima et al., 2022;
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Q: What sports have Fluminense and 
Fran Walsh's spouse played in?

Q1: Who is Fran Walsh’s Spouse?
A1: Ans_1
Q2: What sports does {Ans_1}  play?
A2: Ans_2
Q3: What sports does Fluminense play?
A3: Ans_3
Final Answer: 
A2 & A3

Fran Walsh

Spouse

Sports

Sports

Fluminense

Ans_1

Pattern

Instance

Planning

Figure 1: An example of a KG pattern, its grounded
instance, and verbalized planning process.

Wei et al., 2022) and Tree of Thought (ToT) (Yao
et al., 2024) methods; (2) Utilizing retrieval tech-
niques to obtain supplemental information from
external knowledge source (Lewis et al., 2020; Guu
et al., 2020); (3) Combining prompt strategies with
retrieval enhancements, as exemplified by meth-
ods like ReAct (Yao et al., 2022) and Self-Ask
(Press et al., 2023). The third approach has gar-
nered widespread research interest due to its inte-
gration of the advantages of the first two methods.
The fundamental idea of this class of methods is to
guide LLMs in breaking down a complex question
into multiple simpler sub-questions and then use
a retrieval-augmented generation (RAG) (Huang
et al., 2023, 2024) method to answer each sub-
question, thereby deducing the answer to the origi-
nal complex question. However, planning for com-
plex questions is non-trivial, especially for smaller
LLMs (with fewer than 10 billion parameters),
which often require supervised fine-tuning (Ak-
sitov et al., 2023; Chen et al., 2023a; Qin et al.,
2023).

This raises a widely concerning issue: how to
obtain supervised data for learning the planning
ability on complex questions. Manual annotation
is time-consuming and labor-intensive, making it
difficult to scale. Most existing methods attempt to
distill knowledge from teacher LLMs (Yao et al.,
2022; Aksitov et al., 2023), which places excessive
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trust in the teacher LLMs and, in reality, cannot
guarantee the accuracy of the distilled knowledge.
These challenges inspire us to explore new ways of
obtaining supervised planning data.

Knowledge Graphs (KGs) (Pan et al., 2017b,a)
usually store accurate knowledge in a structured
way. We find that a KG pattern can be viewed as
the abstract of a complex question, as shown in
Figure 1, which reveals the connection between
question planning and patterns. This opens up
the possibility of constructing training data to en-
hance the planning capabilities of LLMs using KGs.
Specifically, we start by grounding predefined pat-
terns in an open-domain KG to extract numerous
instances, which we then verbalize into complex
questions and corresponding sub-questions in nat-
ural language. In this way, we effectively create
a large number of accurate planning data for fine-
tuning. Being fine-tuned with these planning data,
LLMs’ capability of generating plans for complex
questions is enhanced, resulting in better final an-
swers by parsing and executing these plans. We
refer to this innovative framework as Learning to
Plan from Knowledge Graphs (LPKG).

Additionally, we construct a Comprehensive
Logical QA benchmark, CLQA-Wiki, from a sub-
set of Wikidata (Vrandecic and Krötzsch, 2014) via
grounding rich patterns as aforementioned. Exist-
ing complex QA benchmarks (Yang et al., 2018; Ho
et al., 2020; Press et al., 2023; Trivedi et al., 2022)
primarily focus on multi-hop and comparison-type
questions and lack logical operations. Furthermore,
most questions are labeled with only one answer,
whereas in reality, they often have multiple correct
answers. The CLQA-Wiki benchmark evenly cov-
ers multi-hop, comparison, intersection, and union
types of questions, which is more comprehensive
and challenging for complex QA evaluation.

Our contributions can be summarized as follows:
(1) We introduce a novel framework LPKG that
enhances the planning ability of LLMs using data
constructed from KG patterns; (2) We develop a
comprehensive and challenging evaluation bench-
mark, named CLQA-Wiki, to more effectively as-
sess the performance of LLMs on complex QA
tasks; (3) Our proposed framework LPKG achieves
better results than popular baselines on multiple
conventional complex QA benchmarks, and we
verify the effectiveness of the introduction of KG-
sourced planning data.

2 Related Works

Reasoning and Planning with LLMs In the con-
text of LLMs, reasoning typically involves decom-
posing complex questions into sub-questions (Mi-
alon et al., 2023; Hao et al., 2023). Prominent tech-
niques include Chain-of-Thought (CoT) prompt-
ing (Wei et al., 2022) which elicits rationales that
lead to the final answers, and its extension, using
self-consistency (Wang et al., 2023) or automated
demonstration selection (Zhang et al., 2023). Other
methods, such as ReAct (Yao et al., 2022), gen-
erate reasoning steps sequentially by integrating
planning, with additional strategies like Tree of
Thoughts (ToT) (Yao et al., 2024), Reasoning via
Planning (RAP) (Hao et al., 2023), and other meth-
ods (Khot et al., 2023; Zhou et al., 2023) facil-
itating complex question decomposition through
varied planning approaches. Unlike most methods
that rely on in-context learning through prompt en-
gineering, our approach generates planning data
from KGs to fine-tune LLM, thereby enhancing
their planning capabilities.

Retrieval-Augmented Generation Retrieval-
Augmented Generation (RAG) can enhance LLMs
by incorporating external data, allowing models to
access up-to-date information and factual knowl-
edge to mitigate hallucinations (Gao et al., 2023;
Guu et al., 2020; Lewis et al., 2020). Each mod-
ule in the RAG pipeline can be optimized, for in-
stance, through retriever tuning (Shi et al., 2023;
Lin et al., 2023), self-reflection during retrieval
(Asai et al., 2023; Yan et al., 2024), or query re-
finement (Chan et al., 2024). To address multi-
hop questions, iterative RAG models (Shao et al.,
2023; Feng et al., 2023; Press et al., 2023) have
been developed, which iteratively conduct retrieval-
enhanced generation and generation-enhanced re-
trieval. However, the multiple RAG steps in exist-
ing methods are not optimized and rely heavily on
in-context learning. Our approach uses planning
data from KGs to facilitate more efficient RAG.

LLMs with KGs In the existing realm of LLMs,
KGs are primarily utilized as sources of structured
factual knowledge (Pan et al., 2023). For exam-
ple, Think-on-Graph (Sun et al., 2023) extracts
relevant triples from KGs to assist in QA. Reason-
ing on Graph (RoG) (Luo et al., 2023) generates
relation-based plans and retrieves corresponding
paths from these graphs. While aiding in KGQA
tasks where answers are directly sourced from
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Step 1: Data Construction

Knowledge Graph
Grounding

Spouse

Sports

Sports

Q1:What is the Spouse of Fran Walsh?

Q2:What sports does {Ans_1} play?

Q3:What sports does Fluminense play?

Final Q: What sports have Fluminense 
and Fran Walsh's spouse played in?

Input
##Example 0##
…
##Example 1##
...
##Your Turn##
Original_Question: str = ‘What sports have Fluminense 
and Fran Walsh's spouse played in?’

Output
Sub_Question_1: str = " What is the Spouse of Fran Walsh? "
Info_1: str = Search(query = Sub_Question_1)
Ans_1: str = Get_Answer(query = Sub_Question_1, info = Info_1)

Sub_Question_2: str = f" What sports does {Ans_1} play? "
Info_2: str = Search(query = Sub_Question_2)
Ans_2: str = Get_Answer(query = Sub_Question_2, info = Info_2)

Sub_Question_3: str = "Q3:What sports does Fluminense 
play?"
Info_3: str = Search(query = Sub_Question_3)
Ans_3: str = Get_Answer(query = Sub_Question_3, info = Info_3)

Inter_Results1: str = Intersection(Answer1 = Ans_2, Answer2 = 
Ans_3)
Final_Answer: str = Finish_The_Plan(Answer = Inter_Results1)

A1: Ans_1

A2:Ans_2

A3:Ans_3

Step 2: Planning LLM Tuning and Inference

Filling

SFT Inference
“Which regions border Drake Bell's birthplace 
and Santa Ana at the same time?”

Sub_Question_1: str = " What is the birthplace of Drake Bell?"
Info_1: str = Search(query = Sub_Question_1)
Ans_1: str = Get_Answer(query = Sub_Question_1, info = Info_1)

Sub_Question_2: str = f" Which areas border with {Ans_1} "
Info_2: str = Search(query = Sub_Question_2)
Ans_2: str = Get_Answer(query = Sub_Question_2, info = Info_2)

Sub_Question_3: str = "Which areas border with Santa Ana?"
Info_3: str = Search(query = Sub_Question_3)
Ans_3: str = Get_Answer(query = Sub_Question_3, info = Info_3)

Inter_Results1: str = Intersection(Answer1 = Ans_2, Answer2 = 
Ans_3)
Final_Answer: str = Finish_The_Plan(Answer = Inter_Results1)

Step 3: Plan Parsing and Execution
Sub_Question_1: …
Info_1: str = Search …
…
…
Ans_1: str = Get_Answer …
…
Inter_Results1: str = Intersection…
…
Final_Answer …

Retrieval

QA LLM

Set Operate

Final Answer

Fran Walsh

Spouse

Sports

Sports

Fluminense

Ans_1

Verbalization

Figure 2: Overview of our Learning to Plan from Knowlege Graph ( LPKG) framework.

KGs, these graphs also support rationale generation.
Chain-of-Knowledge (CoK) (Li et al., 2024) fur-
ther leverages KGs along with other heterogeneous
sources to generate faithful rationales. Unlike pre-
vious studies, our approach constructs planning
data for complex questions from KGs, recogniz-
ing that patterns within KGs inherently represent
multi-step plans. This data is utilized to enhance
the planning capabilities of LLMs.

Complex Logical Query in KGs Recent re-
search on complex logic queries in KGs primarily
focuses on first-order logical (FOL) queries that
incorporate operations like conjunctions, disjunc-
tions, negation, and existential quantifiers within
incomplete KGs (Hamilton et al., 2018; Ren et al.,
2020; Ren and Leskovec, 2020; Arakelyan et al.,
2021; Chen et al., 2022; Xu et al., 2022; Xiong
et al., 2024b; Wu et al., 2024). These works de-
fine diverse patterns to assess the capability of log-
ical operations in vector spaces, specifically tar-
geting logical forms rather than natural language.
Nonetheless, their methodologies for pattern defini-
tion and extraction inspire our approach to deriving
complex questions from KGs.

3 Method

3.1 Overview

As shown in Figure 2, there are 3 steps in our
Learning to Plan from Knowledge Graphs (LPKG)

framework. (1) In the data construction step, we
construct planning data from KGs. Specifically, we
defined some basic KG patterns as shown in Figure
3. We ground patterns in an existing KG to extract
instances. For each extracted instance, we sequen-
tially verbalize the sub-queries within the instance
into natural language sub-questions according to
their order in the instance, eventually assembling
them into a complex question. Afterward, we build
input and output templates for planning data, where
complex questions are concatenated to the input
prompt, and sub-questions are filled into the corre-
sponding positions in the output text according to
the type of patterns. (2) In the planning LLM tun-
ing and inference step, we fine-tune LLMs based
on such planning data to enable the LLMs to fol-
low instructions to infer the plan for each question
in the downstream test sets. (3) In the third step,
such a plan will be parsed and executed, thereby
obtaining the final answer to each question.

3.2 Construction of Planning Data

Basic KG Patterns. Inspired by previous work
on complex logic queries within KGs (Ren
and Leskovec, 2020), we define the basic
KG patterns as shown in Figure 3. The
set of KG patterns is denoted as P =
{1p, 2p, 3p, 2i, 3i, 2u, ip, pi, compare}. Specifi-
cally, p, i, u respectively indicate projection, in-
tersection, and union. 1p, 2p, and 3p represent
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Figure 3: Basic KG patterns.

queries that span from one to three hops, 2i and 3i
respectively represent the intersection of two sub-
queries and three sub-queries, 2u represents the
union of two sub-queries, and ip and pi represent
complex queries that combine two-hop with inter-
section logic. In addition, we also combine pairs of
triples that have numeric tail entities and the same
relations to construct comparison patterns, denoted
as compare.

Grounding. Given a KG, we first ground these
patterns in it to extract instances:

Ipat = fpat(KG), pat ∈ P (1)

where Ipat are the instances grounded by knowl-
edge graph KG of pattern pat, fpat is the corre-
sponding extraction function. For example, an in-
stance of the 2p pattern can be “(Inkheart, (cast
member, educated at))”. To best meet the needs of
open-domain QA, we use Wikidata15k (Chen et al.,
2023b), a subset of the open-domain KG Wikidata,
as KG.

Verbalization. Subsequently, based on the
grounded instances, we need to verbalize them
bottom-up into sub-questions and assemble them
into complex questions. There are several methods
for this step, such as a templates-based method,
manual annotation, or utilizing an LLM. Since
the template-based approach often lacks fluency
in language expression, and the manual method is
time-consuming and labor-intensive, we opt for an
LLM-based method. Specifically, we write a small
number of verbalization examples for each pattern
type. These examples are used as demonstrations
De1 to fill in the prompt. Finally, we concatenate
a grounded instance i ∈ Ipat to the prompt, ask-
ing an LLM to verbalize it to a natural language
question:

{{Qsn}kn=1, Qc} = llm(concat(De1, i)) (2)

where {Qsn}kn=1 and Qc represent the resulting
sub-questions and complex question respectively,

concat is string level concatenation. We use GPT-4
as llm here. It is important to note that here the
llm’s role is merely to transform the data format;
the sub-questions and complex question still orig-
inate from the structure of the KG itself, without
introducing any knowledge from the llm in the task
of question planning. The prompt we use can be
found in Appendix C.1.

Filling. We then extract sub-questions and com-
plex questions from the output of the llm. Subse-
quently, we built a set of planning templates Tpat
for the planning process of questions correspond-
ing to each pattern. The {Qsn}kn=1 obtained in the
previous step will be filled into fixed positions in
Tpat corresponding to their pattern type, thereby
obtaining the output for training. The Qc obtained
in the previous step is concatenated to the end of
a fixed instruction Ins and some planning demon-
strations De2 (also constructed from KGs), thus
obtaining the input for training data:

x = concat(Ins,De2, Qc) (3)

y = Tpat.fill({Qs}kn=1), pat ∈ P (4)

where .fill is a filling function of templates Tpat.
Inspired by (Aksitov et al., 2023), we use a code-
formatted input x and output y here (shown in “In-
put” and “Output” in Figure 2) to facilitate for-
matting and subsequent parsing and execution of
the output plan (more details in Appendix C.2).
In the end, we obtain 9000 training data entries
Dtrain = {xn, yn}9000n=1 , with 1000 entries for each
pattern. We randomly select 100 items from the
training sets for manual verification, with an accu-
racy rate of over 95%.

3.3 Fine-tuning and Inference of Planning
LLMs

We use the obtained training data Dtrain to fine-
tune the planning LLMs Mp directly with the stan-
dard next token training objective:

max
Mp

E(x,y)∈Dtrain
Log pMp(y|x) (5)

The fine-tuned planning LLM Mp can be used
to infer the plan P for each question Qtest in the
downstream test set:

P = Mp(concat(Ins,De2, Qtest)) (6)

where Ins and De2 are the same as the contents
in the Equation (3). It should be noted that in the
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Type Count Type Count
2p question 200 3p question 200
2i question 200 3i question 200
ip question 50 pi question 50
2u question 200 compare question 100

Table 1: Distribution of CLQA-Wiki.

multi-hop questions, the specific sub-questions in
the second and third hops need to be constructed
based on the answers to the previous hop’s sub-
questions. Since our P outputs all processes at
once, the Mp cannot know the answers to the previ-
ous hop’s sub-questions when outputting the plans.
Therefore, we will use a placeholder to replace the
answer to the previous hop sub-questions, allow-
ing the planning to proceed smoothly (as shown in
Table 9, 10, 13, 14 in Appendix C.1). These place-
holders will then be filled in during the subsequent
parsing and execution process.

3.4 Plan Parsing and Execution

The obtained plan P needs to be parsed and exe-
cuted to obtain the final answer of the Qtest. Due to
our adoption of code-formatted input and output for
fine-tuning the Mp, the P here is also highly for-
matted code, which facilitates our parsing of each
step of the plan and executing them. In particular:
• When a step includes a “Search” function, we

will call an external retrieval tool.
• When a step includes a “Get Answer” func-

tion, we’ll invoke an external QA LLM MQA to
get answers for a sub-question based on the re-
trieved information. The possible placeholders in
sub-questions will be filled with previous answers.
We ask QA LLM to organize answers in the form
of a list (prompt is shown in Table 7 in Appendix
C.3).
• When “Intersection” or “Union” appears in

the step, we will run actual intersection or union
functions. This can be easily completed due to list
format answers in the previous step.

It is important to note that the planning LLM
Mp and the QA LLM MQA are completely decou-
pled in our framework. Here we can use any LLM
off-the-shelf to handle the task of QA. Ultimately,
we can obtain the answer to Qtest.

4 New BenchMark: CLQA-Wiki

The conventional complex QA datasets include
HotPotQA (Yang et al., 2018), 2WikiMultiopQA

(Ho et al., 2020), MuSiQue (Trivedi et al., 2022),
and Bamboogle (Press et al., 2023). Despite their
widespread use in evaluating the QA performance
of language models, we identify some problems
with these datasets:

(1) All these datasets are primarily focused on
multi-hop and comparison-type questions. The
types of questions are not balanced and comprehen-
sive enough, and less attention is paid to questions
involving intersection and union logic, which are
also very common in reality.

(2) Except for MuSiQue, the questions on the
rest of the other three datasets only have one an-
swer, whereas many questions in reality often have
multiple answers. For example, the answer to an
intersection question “Which country borders with
Russia and China at the same time?” is a set [Mon-
golia, Kazakhstan, North Korea].

In light of this, we aim to construct a new test-
ing benchmark that embodies more comprehensive
logic and allows for an unrestricted number of an-
swers to more thoroughly evaluate the performance
of language models on various logical questions.
Considering the detailed pattern structures and un-
restricted number of answer entities in KGs, we
construct a test set based on Wikidata15k.

Similar to the method used to construct the plan-
ning data, we extract instances from Wikidata15k
(which do not appear in the training data) and use
GPT-4 to do verbalization. Moreover, for each
instance, we can obtain all the answer entities
from Wikidata15k, which we then designate as
the answers to the questions. After manual quality
checks, we obtain a test set called CLQA-Wiki,
which contains 1,200 pieces of data featuring a
variety of Comprehensive Logical QA pairs. The
question types and their distribution are listed in Ta-
ble 1. It is worth noting that we have constructed 9
types of testing questions until now, and for newly
defined patterns, we can also quickly construct
corresponding questions using the above method,
showing the better scalability of our dataset.

5 Experiment

We aim to answer the following research questions
in our experiments:
• RQ1: Can LPKG outperform baseline meth-

ods on conventional complex QA datasets?
• RQ2: Can planning data derived from KGs

help improve the planning ability of the LLMs?
• RQ3: Can planning data derived from KGs
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be more helpful in improving the LLMs’ planning
ability compared to normal distillation methods?
• RQ4: Can LPKG outperform baseline meth-

ods on the new benchmark CLQA-Wiki?

5.1 Experimental Settings

Datasets We first conduct experiments on
four conventional complex QA datasets:
HotPotQA (Yang et al., 2018), 2WikiMulti-
HopQA(2WikiMQA) (Ho et al., 2020), MuSiQue
(Trivedi et al., 2022), and Bamboogle (Press et al.,
2023). Among them, HotPotQA, 2WikiMQA,
and MuSiQue contain completed train sets,
development sets, and test sets, while Bamboogle
is a small dataset that only contains 125 test data.
Similar to the previous method (Shao et al., 2023;
Aksitov et al., 2023), we respectively extract
the first 500 entries from the development set of
HotPotQA, 2WikiMQA. For MuSiQue, we follow
Press et al. (2023) to use only 2-hop questions
in the development set. And for Bamboogle, we
use all of its data as test data. Finally, we conduct
testing on our benchmark CLQA-Wiki.

Baselines We compare our framework to various
baselines: • Direct: Directly input the original
question into LLM. • CoT: Follow Kojima et al.
(2022), we instruct LLM firstly “Think step by step”
and then give the final answers. • Direct RAG: The
prompt sent to LLM contains the original question
and retrieved information related to the original
question. • ReAct (Yao et al., 2022): Answering
questions through iterative planning, action, and
observation. The action here is the retrieval tool
and observation is the retrieved information. The
planning and QA are conducted on a single LLM.
• Self-Ask (Press et al., 2023): Similar to ReAct, it
first instructs LLM to judge whether sub-questions
are needed. If so, it will request LLM to generate
the sub-questions, then conduct external retrieval
based on the sub-questions, and allow LLM to pro-
vide answers based on the retrieved information.
• ICLPKG A variant of LPKG framework. Plan-
ning LLMs are not fine-tuned, while just using
In-Context Learning to do Planning with some
KG-sourced planning demonstrations.

Evaluation Metrics Exact Match (EM) is set as
an evaluation metric in HotPotQA, 2WikiMQA,
Bamboogle, and MuSiQue. While in CLQA-Wiki,
we use Recall and Precision.

Implementation Details All baselines are con-
ducted with gpt-3.5-turbo-11061 (GPT-3.5).
The prompts of “Direct”, “CoT”, and “Direct RAG”
are written by ourselves. The ReAct and Self-Ask
are replicated based on their source code with the
GPT-3.5 API. To facilitate assessment, we will ask
the model to only output concise answer phrases.

In our framework: (1) For pattern grounding,
we use Wikidata15k as KG, which contains about
15k entities and 263 relations. The extraction
tool in grounding is modified from existing works
(Ren and Leskovec, 2020). (2) For the planning
LLM Mp, we choose CodeQwen1.5-7B-Chat and
Llama3-8B-Instruct, one excels at coding while
the other excels at common sense reasoning. We
fine-tune them with Lora tuning, running on 4x80G
A100 GPUs for about 3 hours. The fine-tuning is
conducted for 2 epochs, with a learning rate of
5e-5 and a cosine learning rate scheduler. (3) For
retrieval, following previous works (Shao et al.,
2023; Asai et al., 2023), we employ Wikipedia as
the corpus for document retrieval and use the off-
the-shelf Contriever-MS as the retriever. We select
the Top 5 documents as the retrieved information.
(4) For QA LLM, since we only care about the abil-
ity of the planning LLMs, in order to eliminate the
impact of differences in the ability of QA LLMs,
we use GPT-3.5 to align with baselines.

5.2 Results on Conventional Complex QA

Main Results (RQ1,RQ2) Table 2 shows results
on conventional complex QA datasets. Since the
QA LLM remains unchanged in our framework, we
use “LPKG(Llama3)” and “LPKG(CodeQwen)” to
represent LPKG frameworks using different plan-
ning LLMs, respectively. They are fine-tuned on
Llama3-8B-Instruct and CodeQwen1.5-7B-Chat
with KG-sourced planning data. It can be found
that our framework outperforms the baseline meth-
ods on the majority of datasets. Particularly, com-
pared to ReAct and Self-Ask, our approach shows
significant improvement. It is worth noting that
both ReAct and Self-Ask iterative planning and
RAG in their workflows, whereas our approach de-
couples planning and RAG into two separate mod-
els. This allows each model to focus more inten-
sively on its individual task. Moreover, we specifi-
cally enhance the planning part by fine-tuning Mp

with planning data sourced from KG. These two
changes have brought significant improvements to

1https://platform.openai.com/docs/models/gpt-3-5-turbo
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Planning RAG HotPotQA 2WikiMQA Bamboogle MuSiQue
Direct % % 0.268 0.284 0.128 0.090
CoT " % 0.288 0.286 0.280 0.090
Direct RAG % " 0.292 0.230 0.080 0.088
ReAct " " 0.211 0.216 0.168 0.060
Self-Ask " " 0.176 0.194 0.136 0.116
ICLPKG(GPT-3.5) " " 0.352 0.344 0.296 0.254
LPKG(CodeQwen) " " 0.338 0.356 0.280 0.266
LPKG(Llama3) " " 0.376 0.372 0.304 0.296

Table 2: Exact match results on conventional complex QA datasets. The best results are in bold, and the second
best is underlined. All baseline methods are conducted on GPT-3.5. LPKG(CodeQwen), and LPKG(Llama3)
respectively represent using our framework with fine-tuned CodeQwen1.5-7B-Chat and fine-tuned Llama3-8B-
Instruct (fine-tuning is conducted on KG-sourced planning data).

HotPotQA 2WikiMQA Bamboogle MuSiQue
LPKG(CodeQwen) 0.338 0.356 0.256 0.266

ICLPKG(CodeQwen) 0.110 0.286 0.176 0.176
LPKG(Llama3) 0.376 0.372 0.272 0.296

ICLPKG(Llama3) 0.369 0.353 0.256 0.290

Table 3: Ablation study on the KG-sourced planning data. ICLPKG(CodeQwen) and ICLPKG(Llama3) represent
using the raw CodeQwen1.5-7B-Chat and Llama3-8B-Instruct to conduct planning, respectively.

the overall accuracy.

At the same time, we also attempt to replace
the fine-tuned Mp with GPT-3.5 while keeping
other parts unchanged, denoted as “ICLPKG(GPT-
3.5)” in Table 2. Results show that even though
fine-tuned Mp CodeQwen (7B) and Llama3 (8B)
have significantly fewer parameters than GPT-3.5
(more than 175B), they can maintain or even sur-
pass GPT-3.5 in terms of planning ability. Next,
we replace the Mp fine-tuned on KG-sourced data
with their raw models, and the experimental re-
sults are shown in Table 3. It can be observed that
after fine-tuning with planning data derived from
the KG, both CodeQwen1.5-7B-Chat and Llama3-
8B-Instruct show significant improvements in plan-
ning ability. In particular, CodeQwen1.5-7B-Chat,
which is significantly inferior to GPT-3.5 across
all datasets in planning ability before fine-tuning,
exhibits a notable enhancement after fine-tuning
on KG-based planning data, especially achieving
better results than GPT-3.5 on 2WikiMQA and
MuSiQue. All these experimental phenomena fully
demonstrate the efficacy of using KG-sourced plan-
ning data in improving the planning ability of the
LLMs.

Bamboogle
LPKG(CodeQwen) 0.272
DLPKG(CodeQwen) 0.216
ICLPKG(CodeQwen) 0.176

Table 4: Comparison with normal distillation methods.
QA LLM is GPT-3.5.

Compare to Normal Distillation (RQ3) To fur-
ther validate the effectiveness of using planning
data constructed from KG, we compare it with
the normal distillation method. Specifically, we
extracted 3000 questions each from the training
sets of HotPotQA, 2WikiMQA, and MuSiQue
(9000 questions in total). Using the same in-
put prompt with Equation (6), we obtain the
planning process of these questions by invoking
GPT-3.5. These planning data are then used to
fine-tune CodeQwen1.5-7B-Chat which has rela-
tively weaker planning capabilities, resulting in
DLPKG(CodeQwen).

To ensure the fairness of the comparison, we con-
duct testing on the unseen dataset Bamboogle, and
the experimental results are shown in Table 4. The
results demonstrate that, under the same amount of
training data and without using in-domain ques-
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Planning Error Retrieval Error QA LLM Error
13 17 10

Table 5: Error analysis of LPKG(Llama3).

CLQA-Wiki
Precision Recall

CoT 0.0605(+80.6%) 0.0641(+103.4%)

Direct RAG 0.0814(+34.2%) 0.0789(+65.3%)

ReAct 0.0264(+314.0%) 0.0270(+382.9%)

Self-Ask 0.0385(+183.8%) 0.0423(+208.2%)

ICLPKG(GPT-3.5) 0.0907(+20.5%) 0.1014(+28.6%)

LPKG(Llama3) 0.1112 0.1344

Table 6: Precision and Recall result on CLQA-Wiki.

tions for fine-tuning, using planning data con-
structed from KG yields better performance than
using planning data distilled from GPT-3.5. We
believe this observation is inspiring and can be at-
tributed to the richer reasoning types in the KG
patterns, as well as the highly accurate reasoning
paths in well-constructed KG.

Error Analysis To gain a deeper understanding
of the model’s performance, we conduct an error
analysis of LPKG. Specifically, we extract 40 in-
correct samples (10 per dataset) of LPKG(Llama3)
and manually categorize the error cases into three
types: planning error, retrieval error, and QA LLM
error. As shown in Table 5, the performance of the
retrieval model has the greatest impact. Among the
13 samples with planning errors, 10 of them are due
to incorrect judgment of the type of questions, and
3 are due to incorrect expression of sub-questions.
Future exploration directions can be based on im-
proving the performance of the retriever model and
enhancing the planning LLM’s ability to identify
question types.

5.3 Results on CLQA-Wiki (RQ4)
Main Results We then conduct testing based on
the CLQA-Wiki benchmark. Given that answers
in this benchmark may have multiple candidates,
we adjust the instructions for QA LLMs to require
them to output all potential answers in a speci-
fied list format. This adjustment is made to facili-
tate the extraction and evaluation of the responses.
Since Llama3-8B-Instruct is more powerful than
CodeQwen1.5-7B-Chat as shown in Table 2, we
only conduct LPKG with Llama3 here. Experimen-
tal results are presented in Table 6. It can be seen

that CLQA-Wiki is a very challenging dataset, but
LPKG(Llama3) still outperforms the baseline meth-
ods. At the same time, compared to ICLPKG(GPT-
3.5), LPKG(Llama3) has an average improvement
of over 20%, highlighting the importance of using
KG-sourced planning data.

In addition, we conduct more fine-grained exper-
iments based on the type of questions, and the ex-
perimental results are shown in Figure 4. We found
that LPKG(Llama3) performs more prominently
on some complex questions, such as the 3p, 2i, and
2u questions, demonstrating the advantages of our
framework in dealing with complex logic questions.
At the same time, we also found that direct retrieval
performs well on some types of questions, such as
3i and compare questions. This may be due to the
fact that in the process of verbalizing these ques-
tions, the assembly of sub-questions into complex
questions is relatively straightforward, allowing an-
swers to each sub-questions to be obtained directly
through the retrieval of complex questions or the
knowledge of the LLM itself.

Case Study To more intuitively demonstrate the
effectiveness of KG-source planning data, we con-
duct a case study on CLQA-Wiki, detailed in Fig-
ure 5 in Appendix A. When planning a 2i question
“What sport is associated with John Madden and
Ben Johnson?”, GPT-3.5 generates some meaning-
less sub-questions and incorrectly defines the ques-
tion type, which will definitely lead to incorrect
answers. But LPKG(Llama3) could identify it as a
2i question and provide the correct sub-questions
and planning steps, thereby helping to obtain the
correct answer during final parsing and execution.

6 Conclusion

In this paper, we try to enhance the planning ability
in retrieval-augmented LLMs using KGs. Specifi-
cally, we design a framework for Learning to Plan
from KG (LPKG). The proposed LPKG framework
first utilizes the rich patterns in the KGs to con-
struct planning data, then fine-tune planning LLMs
based on such data to enable them to conduct plan-
ning on downstream datasets, and ultimately get
the final answer through parsing and execution.
The experimental results reveal the excellent per-
formance of the LPKG framework and also demon-
strate the effectiveness of using KG-sourced data to
enhance LLMs’ planning ability. Finally, we con-
struct CLQA-Wiki, providing a more challenging
complex QA benchmark for the community.
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Figure 4: Fine-grained evaluation based on question types.

Limitation

In our view, the limitations of our work at the cur-
rent stage mainly stem from two aspects:

(1) During the fine-tuning phase of planning
LLMs, we simply mixed various types of ques-
tions together uniformly for training. We have not
yet explored the impact of question type distribu-
tion on the experimental results, which could be
the focus of future work.

(2) At present, the datasets we test have explicit
types of questions (multi-hop, comparison, and
union/intersection), but in reality, some question
types may be implicit or even not be included in
the types we define. The future direction of our
work can be to study planning methods for these
types of unclear questions.
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A Case Study

Cases are shown in Figure 5 where we mark the
bad parts of the ICLPKG (GPT-3.5) planning in red,
and the corresponding parts of LPKG (Llama3) in
blue. In order to highlight the core difference, the
“Thought” in planning is omitted in the cases.

B Prevention of Data Leakage

In the experiment, we used data from knowledge
graph sources as training data, which may raise
concerns about data leakage, specifically the over-
lap between the training data and the four multi-
hop test sets(HotPotQA, 2WikiMQA, Bamboogle,
MusiQue). We calculate the semantic similarity
between the training and testing questions. We use
the BGE-M3 model to embed the training and test-
ing questions into high-dimensional vectors and
calculate their cosine similarity. We found that the
similarity between the testing and training ques-
tions does not exceed 0.8, and is generally below
0.6. This indicates that there is almost no high de-
gree of overlap between the training data and the
testing data.

In addition, when conducting experiments on our
own test set CLQA-Wiki, we excluded questions
similar to those in CLQA-Wiki from the training
data (with similarity scores above 0.9), ensuring no
high overlap between the training and testing data.

C Prompt Content

C.1 Prompt of Verbalization

Table 8,9,10,11,12,13,14,15,16 shows the different
prompts of verbalizing pattern instances to their
natural language questions. The specific instance
that needs to be verbalized will be added to the end
of the prompt.

C.2 Prompt of Planning LLM

The code-formatted input prompt for planning
LLM is as follows. Due to space limitations, only
some demonstrations are displayed in the prompt.
In fact, we will include planning demonstrations
for different types of questions in the prompt:

### Complete the Code Below ###

from package1 import SerpAPIWrapper
from package2 import QA_LLM
search = SerpAPIWrapper ()

def Search(query:str ,thought:str):
""" Search relevant information about query based

on external Search Engine.
Attributes:

query: The question you want to
search.

thought: The reason why this query
is need.

"""
if thought is not None:

return search.run(query)
else:

return (" Please give your thought !")

def Get_Answer(query:str ,info:str):
""" Get the answer of the query based on the

information.
Attributes:
query: The question you want to search.
info: The information relevant to the query.
"""
### Use the QA_LLM model to get the answer.
return QA_LLM(query ,info)

def Compare(Original_Query:str ,Subquestions:list ,
Answers:list):
""" Compare the answer of the sub -questions and

return the final answer of original query.
Attributes:
Original_Query: The original question.
Subquestions: The list of sub -questions.
Answers: The list of answers of the sub -

questions.
"""
query = Original_Query
info = str()
for i in range(len(Subquestions)):

info += Subquestions[i] + ’ : ’ + Answers[i]
+ ’\n’

return QA_LLM(query ,info)

def Intersection(Answer1:str ,Answer2:str):
""" Find the intersection of two answer sets.
Attributes:
Answer1: The first answer set.
Answer2: The second answer set.
"""
List1 = Answer1.split(’,’)
List2 = Answer2.split(’,’)
return str(set(List1) & set(List2))

def Union(Answer1:str ,Answer2:str):
""" Find the union of two answer sets.
Attributes:
Answer1: The first answer set.
Answer2: The second answer set.
"""
List1 = Answer1.split(’,’)
List2 = Answer2.split(’,’)
return str(set(List1) | set(List2))

def Finish_The_Plan(Answer:str):
""" Call this function to finish the plan and

return the final answer.
Attributes:
Answer: The final answer of the original

question.
"""
return Answer

###################
# Example 0:
###################

Original_Question: str = "What is the ethnic group
of Booker T. Jones ?"

### Question Type: One Projection
### Decompose the original question into sub -

questions.

Thought1: str = "An atomic question , no need to
decompose. Search directly ."

Sub_Question_1: str = "What is the ethnic group of
Booker T. Jones ?"

Info_1: str = Search(query = Sub_Question_1 , thought
= Thought1)

Ans_1: str = Get_Answer(query = Sub_Question_1 , info
= Info_1)

Final_Answer: str = Finish_The_Plan(Answer = Ans_1)
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Question: What sport is associated with both John Madden and Ben Johnson?

ICLPKG(GPT-3.5) Planning LPKG(Llama3) Planning

Thought1: …
Sub_Question_1: str = "Who is John Madden?"
Info_1: str = Search(query = Sub_Question_1, thought = Thought1) 
Ans_1: str = Get_Answer(query = Sub_Question_1, info = Info_1)

Thought2: …
Sub_Question_2: str = "Who is Ben Johnson?"
Info_2: str = Search(query = Sub_Question_2, thought = Thought2)
Ans_2: str = Get_Answer(query = Sub_Question_2, info = Info_2)

Thought3: …
Inter_Results1: str = Intersection(Answer1 = Ans_1, Answer2 = Ans_2)

Thought4: …
Sub_Question_3: str = f"What sport is associated with the people in 
{Inter_Results1}?"
Info_3: str = Search(query = Sub_Question_3, thought = Thought4)
Ans_3: str = Get_Answer(query = Sub_Question_3, info = Info_3)

Final_Answer: str = Finish_The_Plan(Answer = Ans_3)

Thought1: …
Sub_Question_1: str = "What sport is associated with John Madden?"
Info_1: str = Search(query = Sub_Question_1, thought = Thought1)
Ans_1: str = Get_Answer(query = Sub_Question_1, info = Info_1)

Thought2: …
Sub_Question_2: str = "What sport is associated with Ben Johnson?"
Info_2: str = Search(query = Sub_Question_2, thought = Thought2)
Ans_2: str = Get_Answer(query = Sub_Question_2, info = Info_2)

Thought3: …
Inter_Results1: str = Intersection(Answer1 = Ans_1, Answer2 = Ans_2)

Final_Answer: str = Finish_The_Plan(Answer = Inter_Results1)

Question: What is the place of birth of Robert Cray named after?

Thought1: …
Sub_Question_1: str = "Who is Robert Cray?"
Info_1: str = Search(query = Sub_Question_1, thought = Thought1)
Ans_1: str = Get_Answer(query = Sub_Question_1, info = Info_1)

Thought2: …
Sub_Question_2: str = f"What is the place of birth of {Ans_1}?"
Info_2: str = Search(query = Sub_Question_2, thought = Thought2)
Ans_2: str = Get_Answer(query = Sub_Question_2, info = Info_2)

Final_Answer: str = Finish_The_Plan(Answer = Ans_2)

Thought1: …
Sub_Question_1: str = "Where was Robert Cray born?"
Info_1: str = Search(query = Sub_Question_1, thought = Thought1)
Ans_1: str = Get_Answer(query = Sub_Question_1, info = Info_1)

Thought2: …
Sub_Question_2: str = f"What is {Ans_1} named after?"
Info_2: str = Search(query = Sub_Question_2, thought = Thought2)
Ans_2: str = Get_Answer(query = Sub_Question_2, info = Info_2)

Final_Answer: str = Finish_The_Plan(Answer = Ans_2)

Question: Which team's stadium has a greater maximum capacity, Zamalek SC or Selangor FA?

Thought1: …
Sub_Question_1: str = "What is the stadium of Zamalek SC?"
Info_1: str = Search(query = Sub_Question_1, thought = Thought1)
Ans_1: str = Get_Answer(query = Sub_Question_1, info = Info_1)

Thought2: …
Sub_Question_2: str = "What is the stadium of Selangor FA?"
Info_2: str = Search(query = Sub_Question_2, thought = Thought2)
Ans_2: str = Get_Answer(query = Sub_Question_2, info = Info_2)

Thought3: …
Ans_3: str = Compare(Original_Query = Original_Question, Subquestions
= [Sub_Question_1,Sub_Question_2], Answers = [Ans_1,Ans_2])

Final_Answer: str = Finish_The_Plan(Answer = Ans_3)

Thought1: …
Sub_Question_1: str = "What is the maximum capacity of the stadium of 
Selangor FA?"
Info_1: str = Search(query = Sub_Question_1, thought = Thought1)
Ans_1: str = Get_Answer(query = Sub_Question_1, info = Info_1)

Thought2: …
Sub_Question_2: str = "What is the maximum capacity of the stadium of 
Selangor FA?"
Info_2: str = Search(query = Sub_Question_2, thought = Thought2)
Ans_2: str = Get_Answer(query = Sub_Question_2, info = Info_2)

Thought3: …
Ans_3: str = Compare(Original_Query = Original_Question, Subquestions
= [Sub_Question_1,Sub_Question_2], Answers = [Ans_1,Ans_2])

Final_Answer: str = Finish_The_Plan(Answer = Ans_3)

ICLPKG(GPT-3.5) Planning LPKG(Llama3) Planning

LPKG(Llama3) PlanningICLPKG(GPT-3.5) Planning

Figure 5: Case study on CLQA-Wiki.
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###################
# Example 1:
###################

Original_Question: str = "Who succeeded the first
President of Namibia ?"

### Question Type: Two Projection
### Decompose the original question into sub -

questions.

Thought1: str = "If I want to know who succeeded the
first President of Namibia , I need to first

know who is the first President of Namibia ."
Sub_Question_1: str = "Who is the first President of

Namibia ?"
Info_1: str = Search(query = Sub_Question_1 , thought

= Thought1)
Ans_1: str = Get_Answer(query = Sub_Question_1 , info

= Info_1)

Thought2: str = "After knowing who is the first
President of Namibia , I need to know who
succeeded him."

Sub_Question_2: str = f"Who succeeded {Ans_1 }?"
Info_2: str = Search(query = Sub_Question_2 , thought

= Thought2)
Ans_2: str = Get_Answer(query = Sub_Question_2 , info

= Info_2)

Final_Answer: str = Finish_The_Plan(Answer = Ans_2)

......( More Examples are omitted here)
###################
# Your turn! Just complete the code below and do not

return other things.
###################

Original_Question: str =

C.3 Prompt of QA LLM
Table 7 shows the prompt we used for QA LLM.
The “Wikipedia Docs.” will be filled with retrieved
Wikipedia documents based on input questions.
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Instruction:
Give a question and some information that may help you answer the question. Please answer the
question based on your own knowledge and the information provided.
Retrieved Information:
### Information
{Wikipeida Docs.}
Input
### Question:
{Input Question}
### Your Answer: (You only need to provide the final answer to the question. Intermediate answers are
not needed. Please return your answer in the form of a list, where each element in the list is a short
entity answer, such as [Apple]. When you think there are multiple answers, please divide them with a
’#’ symbol, such as [Apple#Banana#Origin]. If the answer is not included in the information provided,
please answer based on your own knowledge. If you don’t know either, please return [None].)

Table 7: Prompt for QA LLM.

Instruction:
Given a subgraph query in the knowledge graph, please transfer it into natural language. The subgraph
query is expressed in the format (h,(r,)), where h and r represent the head entity and relation respectively,
and the meaning of this query is to find the set of tail entities of h under the relation r. Your responsibility
is to transfer it into a question in natural language form. I will give you some examples, please complete
your task after reading them:
Demonstrations:
### Example 1:
Subgraph Query: (Booker T. Jones, (ethnic group,))
Natural Language Question: What is the ethnic group of Booker T. Jones?
### Example 2:
Subgraph Query: (Daniel Handler, (educated at,))
Natural Language Question: Where did Daniel Handler receive education?
### Your Turn (Just output the Natural Language Question and do not return other content):
Input:
Subgraph Query:

Table 8: Prompt of verbalization for 1p pattern instances.
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Instruction:
Given a subgraph query in knowledge graph, please transfer it into natural language. The subgraph
query is expressed in the format (h,(r1,r2,)), where h represents the head entity, and r1 and r2 represent
a two-hop relation path starting from head entity h. The purpose of this query is to find the target entity
associated with the head entity h under the relational path (r1, r2). Your responsibility is to first transfer
it into two sub-questions and finally combine them to form a complex question. When constructing the
second sub-question, you may need the answer to the first sub-question, so we will assume that the
answer to the first sub-question is A1 and the answer to the second sub-question is A2, to facilitate
the formulation of the sub-question. When composing the final question, please pay attention to the
fluency of the language and avoid mechanically stitching sub-questions together. I will give you some
examples, please complete your task after reading them:
Demonstrations:
### Example 1:
Subgraph Query:(Chongqing, (twinned administrative body, country of citizenship’))
Q1: Which city or administrative body that is twinned with Chongqing?
Q1_Answer: A1
Q2: What is the country of {A1}?
Q2_Answer: A2
Final Question: Which country has a city or administrative body that is twinned with Chongqing?
### Example 2:
Subgraph Query:(Inkheart, (cast member, educated at))
Q1: Who is the cast member of Inkheart?
Q1_Answer: A1
Q2: Where did {A1} receive education?
Q2_Answer: A2
Final Question: Where did the cast member of Inkheart receive education?
Input:
### Your Turn (Just complete your task in the above format and do not return other content):
Subgraph Query:

Table 9: Prompt of verbalization for 2p pattern instances.

7829



Instruction:
Given a subgraph query in knowledge graph, please transfer it into natural language. The subgraph
query is expressed in the format (h,(r1,r2,r3,)), where h represents the head entity, and (r1,r2,r3,)
represents a three-hop relation path starting from the head entity h. The purpose of this query is
to find the target entity associated with the head entity h under the relational path (r1,r2,r3,). Your
responsibility is to first transfer it into three sub-questions and finally combine them to form a complex
question. When constructing the second and third sub-question, you may need the answer to the
previous sub-question, so we will assume that the answers to these three sub-questions are A1, A2, and
A3, to facilitate the formulation of the sub-question. When composing the final question, please pay
attention to the fluency of the language and avoid mechanically stitching sub-questions together. I will
give you some examples, please complete your task after reading them:
Demonstrations:
### Example 1:
Subgraph Query:(Chongqing, (twinned administrative body, country of citizenship))
Subgraph Query: (Android, (developer, country, foundational text))
Q1: Who is the developer of Android?
Q1_Answer: A1
Q2: What is the country of {A1}?
Q2_Answer: A2
Q3: What is the foundational text of country {A2}?
Q3_Answer: A3
Final Question: What is the foundational text of the Android developer’s country?
### Example 2:
Subgraph Query: (X-Men: The Last Stand, (cast member, place of birth, shares border with))
Q1: Who is the cast member of X-Men: The Last Stand?
Q1_Answer: A1
Q2: What is the birthplace of {A1}?
Q2_Answer: A2
Q3: Which area borders with {A2}?
Q3_Answer: A3
Final Question: Which area borders the birthplace of X-Men: The Last Stand’s cast member?
Input:
### Your Turn (Just complete your task in the above format and do not return other content):
Subgraph Query:

Table 10: Prompt of verbalization for 3p pattern instances.
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Instruction:
Given a subgraph query in knowledge graph, please transfer it into natural language. The subgraph
query is expressed in the format “(h1,(r1,)) Intersection (h2,(r2,))”, where h1 and h2 represent two
head entities, r1 and r2 are their corresponding relations. The purpose of this query is to find the
intersection set of the tail entities of (h1,(r1,)) and (h2,(r2,)). Your responsibility is to first transfer it
into two sub-questions and finally combine them to form a complex question. When composing the
final question, please pay attention to the fluency of the language and avoid mechanically stitching
sub-questions together. The questioning method can be adjusted appropriately, but the meaning cannot
be changed. I will give you some examples, please complete your task after reading them:
Demonstrations:
### Example 1:
Subgraph Query: (Jimmy Carter, (educated at,)) Intersection (John Wells, (educated at,))
Q1: Where did Jimmy Carter receive education?
Q2: Where did John Wells receive education?
Final Question: Where did both Jimmy Carter and John Wells receive education?
### Example 2:
Subgraph Query: (Burlington County, (shares border with,)) Intersection (Trumbull County, (shares
border with,))
Q1: Which areas border with Burlington County?
Q2: Which areas border with Trumbull County?
Final Question: Which areas border with Burlington County and Trumbull County at the same time?
Input:
### Your Turn (Just complete your task in the above format and do not return other content):
Subgraph Query:

Table 11: Prompt of verbalization for 2i pattern instances.
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Instruction:
Given a subgraph query in knowledge graph, please transfer it into natural language. The subgraph
query is expressed in the format “(h1,(r1,)) Intersection (h2,(r2,)) Intersection (h3,(r3,))”, where h1, h2
and h3 represent three head entities, r1, r2 and r3 are their corresponding relations. The purpose of
this query is to find the intersection set of the tail entities of (h1,(r1,)), (h2,(r2,)) and (h3,(r3,)). Your
responsibility is to first transfer it into three sub-questions and finally combine them to form a complex
question. When composing the final question, please pay attention to the fluency of the language
and avoid mechanically stitching sub-questions together. The questioning method can be adjusted
appropriately, but the meaning cannot be changed. I will give you some examples, please complete
your task after reading them:
Demonstrations:
### Example 1:
Subgraph Query: ((Alice in Wonderland, (genre,)) Intersection (Blues Brothers 2000, (genre,)) Inter-
section (Pinocchio, (genre,)))
Q1: What are the genre of Alice in Wonderland?
Q2: What are the genre of Blues Brothers 2000?
Q3: What are the genre of Pinocchio?
Final Question: What are the same genre shared between Alice in Wonderland, Blues Brothers 2000
and Pinocchio?
### Example 2:
Subgraph Query:(Springfield, (capital of,)) Intersection (Ulster County, (shares border with,)) Intersec-
tion (Montgomery County, (shares border with,))
Q1: What is the capital of Springfield?
Q2: Which areas border with Ulster County?
Q3: Which areas border with Montgomery County?
Final Question: Which area is the capital of Springfield and borders with Ulster County and Mont-
gomery County at the same time?
Input:
### Your Turn (Just complete your task in the above format and do not return other content):
Subgraph Query:

Table 12: Prompt of verbalization for 3i pattern instances.
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Instruction:
Given a subgraph query in knowledge graph, please transfer it into natural language. The subgraph
query is expressed in the format “(h1,(r1,)) Intersection (h2,(r2,)) Projection r3”, where h1 and h2
represent two head entities, r1 and r2 are their corresponding relations. The purpose of this query is to
fisrt get the intersection set of the tail entities of (h1,(r1,)) and (h2,(r2,)), and then find the tail entities
of every entity in the previous intersection set under relation r3. Your responsibility is to first transfer
it into three sub-questions and finally combine them to form a complex question. When composing
the final question, please pay attention to the fluency of the language and avoid mechanically stitching
sub-questions together. The questioning method can be adjusted appropriately, but the meaning cannot
be changed. I will give you some examples, please complete your task after reading them:
Demonstrations:
### Example 1:
Subgraph Query: (John Williams, (educated at,)) Intersection (John Milton, (educated at,)) Projection
named after
Q1: Where did John Williams receive education?
Q2: Where did John Milton receive education?
Intersection_Answer: Inter_A
Q3: The {Inter_A} was named after what?
Final Question: The place where John Williams and John Milton both received education was named
after what?
### Example 2:
Subgraph Query: (The Blues Brothers, (cast member,)) Intersection (Going My Way, (cast member,))
Projection member of political party
Q1: Who are the cast members of The Blues Brothers?
Q2: Who are the cast members of Going My Way?
Intersection_Answer: Inter_A
Q3: What are the political party of {Inter_A}?
Final Question: What are the political party of people who are cast members of both The Blues Brothers
and Going My Way?
Input:
### Your Turn (Just complete your task in the above format and do not return other content):
Subgraph Query:

Table 13: Prompt of verbalization for ip pattern instances.
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Instruction:
Given a subgraph query in knowledge graph, please transfer it into natural language. The subgraph
query is expressed in the format “(h1,(r1,r2,)) Intersection (h2,(r3,))”, where (h1,(r1,r2,)) represents a
two-hop relational path starts from head entity h1 followed by relation r1 and r2, and (h2, (r3,)) is an
one-hop relational path start from head entity h2. The purpose of this query is to find the intersection
set of the tail entity of relational path (h1,(r1,r2)) and (h2,(r3,)). Your responsibility is to first transfer it
into three sub-questions and finally combine them to form a complex question. When constructing
second or third sub-questions, you may need the answer to the previous sub-question, so we will
assume that the answer to the first sub-question is A1 and the answer to the second sub-question is
A2, to facilitate the formulation of the sub-question. When composing the final question, please pay
attention to the fluency of the language and avoid mechanically stitching sub-questions together. The
questioning method can be adjusted appropriately, but the meaning cannot be changed. I will give you
some examples, please complete your task after reading them:
Demonstrations:
### Example 1:
Subgraph Query: (Drake Bell, (place of birth, shares border with)) Intersection (Santa Ana, shares
border with)
Q1: What is the birthplace of Drake Bell?
Q1_Answer: A1
Q2: Which areas border with {A1}?
Q2_Answer: A2
Q3: Which areas border with Santa Ana?
Q3_Answer: A3
Final Question: Which regions border Drake Bell’s birthplace and Santa Ana at the same time?
Final Answer: A2 Intersection A3
### Example 2:
Subgraph Query: (Fran Walsh, (spouse, sport)) Intersection (Fluminense F.C., (sport,))
Q1: Who is the spouse of Fran Walsh?
Q1_Answer: A1
Q2: What sports does {A1} play?
Q2_Answer: A2
Q3: What sports does Fluminense F.C. play?
Q3_Answer: A3
Final Question: What sports have Fluminense F.C. and Fran Walsh’s spouse played in?
Final Answer: A3 Intersection A2
Input:
### Your Turn (Just complete your task in the above format and do not return other content):
Subgraph Query:

Table 14: Prompt of verbalization for pi pattern instances.
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Instruction:
Given a subgraph query in knowledge graph, please transfer it into natural language. The subgraph
query is expressed in the format “(h1,(r1,)) Union (h2,(r2,))”, where h1 and h2 represent two head
entities, r1 and r2 are their corresponding relations. The purpose of this query is to find the Union set of
the tail entities of (h1,(r1,)) and (h2,(r2,)). Your responsibility is to first transfer it into two sub-questions
and finally combine them to form a complex question. When composing the final question, please pay
attention to the fluency of the language and avoid mechanically stitching sub-questions together. The
questioning method can be adjusted appropriately, but the meaning cannot be changed. I will give you
some examples, please complete your task after reading them:
Demonstrations:
### Example 1:
Subgraph Query: (Wuthering Heights, (cast member,)) Union (Traffic, (cast member,))
Q1: Who are the cast members of Wuthering Heights?
Q2: Who are the cast members of Traffic?
Final Question: Who are all the cast members from Wuthering Heights combined with the cast members
from Traffic?
### Example 2:
Subgraph Query: (Eve, (director,)) Union (Cold Mountain, (cast member,))
Q1: Who is the director of Eve?
Q2: Who are the cast members of Cold Mountain?
Final Question: Please list the director of Eve as well as all the cast members from Cold Mountain.
Input:
### Your Turn (Just complete your task in the above format and do not return other content):
Subgraph Query:

Table 15: Prompt of verbalization for 2u pattern instances.

Instruction:
Given two triples with numerical tail entities, please create a comparison-type question based on the
given triples and create the corresponding sub-questions for each triple. Finally, you should also give
the answer based on the given triple. The final answer should be “Yes” or “No”. Here are some
examples:
Demonstrations:
### Example 1:
Triple 1:(Vietnam male, marriageable age, 20 years old)
Triple 2:(Vietnam female, marriageable age, 18 years old)
Q1: What is the marriageable age for Vietnamese men?
Q2: What is the marriageable age for Vietnamese women
Final Question: Is the marriageable age the same for men and women in Vietnam? Answer: No
### Example 2:
Triple1:(Vietnam, population, 94660000)
Triple2:(Halifax, population, 424931)
Q1: What is the population of Vietnam?
Q2: What is the population of Halifax?
Final Question: Which company has less population, Vietnam or Halifax?
Answer: Halifax
Input:
### Your Turn (Just complete your task in the above format and do not return other content):
Subgraph Query:

Table 16: Prompt of verbalization for compare pattern instances.
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