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Abstract

Parameter Efficient Fine-Tuning (PEFT) of-
fers an efficient solution for fine-tuning large
pretrained language models for downstream
tasks. However, most PEFT strategies are
manually designed, often resulting in subop-
timal performance. Recent automatic PEFT
approaches aim to address this issue but face
challenges such as search space entanglement,
inefficiency, and lack of integration between
parameter budgets and search processes. To
overcome these issues, we introduce a novel
Budget-guided Iterative search strategy for au-
tomatic PEFT (BIPEFT), which significantly
enhances search efficiency. BIPEFT employs
a new iterative search strategy to disentangle
the binary module and rank dimension search
spaces. Additionally, we design early selection
strategies based on parameter budgets, accel-
erating the learning process by gradually re-
moving unimportant modules and fixing rank
dimensions. Extensive experiments on public
benchmarks demonstrate the superior perfor-
mance of BIPEFT in achieving efficient and ef-
fective PEFT for downstream tasks with a low
parameter budget.1

1 Introduction

Large pre-trained models (PTMs) (Devlin et al.,
2019; Radford et al., 2019) based on Transformer
architectures (Vaswani et al., 2017) have achieved
significant success across a variety of downstream
tasks through fine-tuning, including applications
of healthcare (Wang et al., 2024; Luo et al., 2024).
However, the computational and storage demands
of PTMs limit the feasibility of full fine-tuning.
To address this, parameter-efficient fine-tuning
(PEFT) methods have garnered considerable atten-
tion. Existing PEFT approaches have demonstrated
superior performance on downstream tasks (Xu

∗Corresponding author.
1Source code is available at https://github.com/

Aofei-Chang/BIPEFT
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Figure 1: Search space comparison among different au-
tomatic PEFT approaches when searching on low-rank
adaption (LoRA) (Hu et al., 2022a). S3Delta (Hu et al.,
2022b) uses a {0, 1} binary space to determine whether
the module is kept. AutoPEFT (Zhou et al., 2024) uses
a multi-dimensional space to search module existence
and dimension ranks simultaneously, where 0 means the
module will be removed. The proposed BIPEFT uses a
novel iterative search strategy to disentangle the binary
module search and the rank dimension search.

et al., 2023). However, most methods, such as
adapters (Houlsby et al., 2019; Lin et al., 2020;
Rücklé et al., 2021), BitFit (Ben Zaken et al., 2022),
and LoRA (Hu et al., 2022a; Zhang et al., 2023b;
Zi et al., 2023; Zhang et al., 2023a; Dettmers et al.,
2023) require manual design of fine-tuning strate-
gies. Configuring PEFT for different layers of
Transformers can result in varying performance
outcomes.

To mitigate this issue, automatic PEFT ap-
proaches (Hu et al., 2022b; Zhou et al., 2024) have
been proposed to automatically search for the opti-
mal PEFT configuration. S3Delta (Hu et al., 2022b)
is the first differential neural architecture search
(NAS)-based PEFT approach, which automatically
searches for the optimal modules to include in the
configuration. AutoPEFT (Zhou et al., 2024) em-
ploys Bayesian optimization to conduct the PEFT
search across a large space. Although these two
automatic approaches are effective, they still suffer
from the following issues:

(1) Search Space Entanglement. As shown in
Figure 1, the search space of S3Delta (Hu et al.,
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2022b) is limited, focusing only on binary PEFT
module searches. In contrast, AutoPEFT (Zhou
et al., 2024) combines binary module selection
with multiple rank dimension spaces by represent-
ing binary module selection with 0 and denoting
non-zero values for ranks. Such a mixed search
ignores the fact that these two spaces are interde-
pendent and entangled. During the search, a mod-
ule with a rank of 0 means that the search on this
module is not necessary yet. In contrast, a non-
zero rank indicates that the module will be kept,
and 0 will not be selected further. Consequently,
jointly searching within such entangled spaces in-
troduces new optimization challenges, requiring
an automatic balance between dimensional choices
and binary decisions, especially when the search
space is large.

(2) Better Search Efficiency. Using a
non-differential optimization strategy makes Au-
toPEFT (Zhou et al., 2024) less efficient compared
to S3Delta (Hu et al., 2022b). However, even with
differential NAS, the efficiency of S3Delta is still
unsatisfactory due to overlooking the unique char-
acteristics of the PEFT task. Unlike traditional au-
tomated machine learning tasks that typically learn
model parameters and architectures from scratch,
automatic PEFT only learns a small set of param-
eters, with most being fixed. The weight distribu-
tions for some modules or dimension ranks may
quickly stabilize after a few training steps. Thus,
keeping them involved in the PEFT learning until
the final training step is unnecessary and lowers
search efficiency.

(3) Isolation between Parameter Budgets and
Search Efficiency. In practice, a smaller yet ef-
fective model is more useful for downstream tasks.
S3Delta (Hu et al., 2022b) uses a parameter budget
to control the number of trainable model param-
eters. However, this budget does not accelerate
PEFT optimization. An ideal solution would be to
use the parameter budget as a factor to guide the
efficient PEFT configuration, potentially yielding a
more effective downstream model.

To solve all the aforementioned issues simul-
taneously, in this paper, we propose a parameter
Budget-guided Iterative search strategy BIPEFT for
boosting the search efficiency of automatic PEFT,
as shown in Figure 2. BIPEFT works as follows:
At each training step t, BIPEFT uses the designed
iterative search strategy to search optimal architec-
ture weights for the binary PEFT module search

space and rank dimension search space alterna-
tively, which can handle the first issue. After a
few training steps, BIPEFT will trigger the selec-
tion modules, where the trigger is generated based
on the parameter budget B and the current module
state, as detailed in §Sec. 3.2. BIPEFT contains a
novel parameter budget-guided module selection
strategy in §Sec. 3.3 to gradually remove the unim-
portant modules and a new parameter history-based
dimension selection strategy in §Sec. 3.4 to adap-
tively fix rank dimensions during the search. These
two new selection strategies can perfectly address
the second and third issues. After selecting mod-
ules and fixing rank dimensions, BIPEFT will re-
peat again until the number of triggers achieves the
maximum number Z.

To sum up, this work has the following contribu-
tions:

• We recognize the importance of disentangling
the binary module and rank dimension search
spaces for automatic PEFT optimization.

• We introduce a novel automatic PEFT model
BIPEFT, which is an iterative differential NAS-
based approach to effectively search for down-
stream task models with parameter budget
constraints.

• We design early selection strategies for differ-
ent space searches, which significantly accel-
erates the optimal PEFT model learning.

• We conduct extensive experiments on two pub-
lic benchmarks and compare BIPEFT against
state-of-the-art baselines. Experimental re-
sults demonstrate the efficacy and efficiency
of BIPEFT for automatic PEFT.

2 Related Work

Parameter Efficient Fine-Tuning (PEFT). Gen-
erally, PEFT is designed based on a Transformer
architecture and only optimizes a small portion of
parameters and leaves the vast majority of parame-
ters frozen for efficient adaptation to downstream
tasks. The PEFT methods can be broadly classi-
fied into four categories (Han et al., 2024): (1)
Additive PEFT such as Adapter (Houlsby et al.,
2019) and Prefix-Tuning (Li and Liang, 2021) in-
serts new trainable modules or parameters in the
model. (2) Selective PEFT aims to optimize model
performance by selectively fine-tuning a subset of
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(b) The proposed BIPEFT model with iterative search and selection strategies

Figure 2: Overview of the proposed BIPEFT, which conducts an iterative search on disentanglement search spaces
with novel module and rank dimension selection strategies to accelerate search efficiency.

the model’s parameters by masking (Guo et al.,
2021; Fu et al., 2023; Liao et al., 2023; Sung et al.,
2021) or manual design (Ben Zaken et al., 2022).
(3) Reparameterized PEFT like LoRA (Hu et al.,
2022a), constructs a reparameterization of the origi-
nal model parameters for training, then equivalently
transforms it back at the inference stage (Zhang
et al., 2023b; Luo et al., 2023). (4) Hybrid PEFT
focuses on combining the benefits of diverse PEFT
modules from the last three categories (Mao et al.,
2021; Chen et al., 2023). A series of automated hy-
brid PEFT methods are developed to automatically
search for an effective hybrid PEFT structure, and
our work falls into this category.

Automated Configuration Search for PEFT. Au-
toPEFT (Zhou et al., 2024) using Bayesian op-
timization and S3Delta (Hu et al., 2022b) utiliz-
ing differential neural architecture search (NAS)
techniques to search for optimal architectures for
natural language processing (NLP) tasks. In con-
trast, PrunePEFT (Lawton et al., 2023) adopts a
straightforward pruning approach to identify es-
sential PEFT parameters. In the vision domain,
NOAH (Zhang et al., 2022b) applies an evolution-
ary NAS strategy to tailor PEFT configurations
specifically for Vision Transformer (Dosovitskiy
et al., 2021). Despite these advancements, signifi-
cant challenges remain in optimizing search space
design and improving search efficiency.

Early Stopping in Neural Architecture Search.
Existing early stopping strategies in neural archi-
tecture search address the overfitting issues on se-
lecting many skip connections in convolutional
neural networks (CNNs) when using methods like
DARTS (Liu et al., 2019). OLES (Jiang et al.,
2023) introduces an operation-level early stopping
method to mitigate this issue. DARTS+ (Liang
et al., 2019) implements a manual threshold for

stopping the search. SGAS-es utilizes an indica-
tor for stabilizing search results on CNNs. No-
tably, early stopping techniques have not yet been
adapted for the PEFT search, which is character-
ized by faster convergence compared to CNNs.

3 Methodology
3.1 Overview

Our approach aims to automatically search for the
optimal PEFT structure from N modules of LLMs
through a novel budget-aware search strategy
named BIPEFT. This strategy iteratively searches
from two distinct spaces: a binary position search
space and a dimension search space, with module
and dimension selection mechanisms. As shown
in Figure 2, at each training step t, BIPEFT will
first optimize the architecture weights Θt ∈ RN×2

by fixing the weights of Φt−1 ∈ RN×K for the
dimension search space, where K is the number
of dimension candidates. Subsequently, BIPEFT
updates Φt using the optimized Θt.

After each training step, BIPEFT checks whether
the budget-aware selection mechanisms are trig-
gered according to module sensitivity scores and
the targeted budget B detailed in §Sec. 3.2. If trig-
gered, BIPEFT will first estimate the number of
reduced parameters Rz at this trigger stage and
then discard unimportant modules according to the
estimated Rz with a designed module selection
strategy in §Sec. 3.3. BIPEFT also selects an ap-
propriate dimension size for certain modules in
§Sec. 3.4. These selection operations lead to fur-
ther updates Θt and Φt. BIPEFT stops when the
maximum trigger count Z is reached, ensuring that
the model size approximates the targeted budget B.
The search process of BIPEFT is outlined in Algo-
rithm 1, with the details of the designed strategy
discussed in the following subsections.
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Algorithm 1: Algorithm of BIPEFT
Input: N PEFT modules with trainable weights ∆W,

architecture parameters Θ0 and Φ0, stability
trigger threshold τ , parameter budget B, total
steps T , maximum trigger count Z, binary
selection indicator bz , dimension selection
indicator dz

Output: Searched PEFT architecture A
for t = 1, . . . , T do

Update ∆W by gradient descent;
Optimize Θt−1 and Φt−1 iteratively according to

the objective;
Accumulate the sensitivity score s̄t of each PEFT

module using Eq. (4);
Calculate module importance indicator It;
Evaluate model stability βt using Eq. (5);
if (βt ≥ τ) then

Estimate expected parameters Et using Eq. (7);
Calculate expected parameter reduction Rz

using Eq. (6);
Rank N modules by sensitivity score s̄t;
Perform early module selection until the

reduction Rz is achieved;
Update binary selection indicator bz;
Evaluate dimension stability λn

z using Eq. (9);
Estimate the number of modules Yz for

dimension selection using Eq. (10);
Fix dimensions for Yz modules with the lowest

stability scores λn
z ;

Update dimension selection indicator dz;
Freeze part of the Θt−1 and Φt−1 according to

selection indicators bz , dz;
Z ← Z − 1;

if Z ≤ 0 then
Exit;

return A

3.2 Budget-aware Trigger Generation

A naive solution of automatically searching for the
optimal PEFT structure is to gradually reduce the
number of parameters during model fine-tuning.
However, if the fine-tuned model is unstable, we
cannot decide which modules will be pruned. Thus,
evaluating model stability is important. To achieve
this goal, we design a new budget-aware model sta-
bility strategy according to module-level sensitive
scores and the targeted budget B.

3.2.1 Module Sensitivity Estimation

In our setting, we apply the differential neural ar-
chitecture search (NAS) for optimal PEFT config-
uration. If a module Mn plays an important role
in the PEFT model, it should be more stable and
contribute greatly to the loss function. In the NAS-
based model training, we have both training and
validation data, denoted as Dtra and Dval. The
module sensitivity can be evaluated on these two

kinds of data as follows:

stn = f t
n(Dtra) + αt

nf
t
n(Dval), (1)

f t
n(D) =

1

|Mn|
∑

w∈Mn

∣∣∣wGt
n(w,D)

∣∣∣, (2)

αt
n = cos(Gt

n(Dtra),G
t
n(Dval)). (3)

Following (Molchanov et al., 2019), we use f t
n to

calculate the parameter-level average magnitude of
the gradient-weight product. |Mn| is the number of
fine-tuned parameters of the n-th module. Gt

n(w)
denotes the gradient of weight w. αt

n denotes the
gradient cosine similarity of the module Mn on
both training and validation data.

The sensitivity score stn of each module can be
measured after each training step t. To mitigate
the impact of stochastic data batch sampling, we
propose to smooth the sensitivity score using an ex-
ponential moving average following (Zhang et al.,
2022a) as follows:

s̄tn = γs̄t−1
n + (1− γ)stn, (4)

where γ is a predefined hyperparameter.

3.2.2 Trigger Generation
Determining the optimal timing for starting param-
eter reduction is pivotal. To address this challenge,
we propose an adaptive trigger generation approach
to automatically estimate the optimal timing ac-
cording to module sensitivity scores learned by
Eq. (4) along with the targeted budget B.
Module Importance Indicator. Ideally, the finally
selected modules should be greatly yet continu-
ously contributed to the model fine-tuning. More-
over, the total parameters of the finally selected
modules should be close to the targeted budget B
in our setting.

Based on these motivations, we design a module
importance indicator It ∈ {0, 1}N for each train-
ing step t to record the estimated importance of
modules. Specifically, we initialize It = 0 and
rank the module sensitivity scores in descending
order. We accumulate the parameters from top-
ranked modules one by one. If the current sum
is smaller than the targeted budget B, we set the
indicator value as 1 for that module. Otherwise, all
the remaining indicator values are 0.
Trigger. Intuitively, the model performs stably if
the important modules change slightly within a
time window H . We use an average cosine simi-
larity between two consecutive module importance

7432



indicators within H steps to evaluate the model
stability as follows:

βt =
1

H

t∑

j=t−H

cos(Ij , Ij−1), (5)

where βt ≥ τ means that the model is stable now,
and the trigger can be generated, where τ is a hy-
perparameter. After triggering the parameter reduc-
tion, BIPEFT then uses two strategies to reduce the
number of training parameters, i.e., binary module
selection and multiple dimension selection.

3.3 Binary Module Selection

The majority of parameters will be reduced in the
binary module selection stage. In the design of
BIPEFT, we aim to gradually obtain the optimal
PEFT configuration after triggering the reduction
Z times. Thus, estimating the number of parameter
reductions at the trigger step z is essential. Let Et

denote the expected number of parameters at the
t-th training step when the trigger counter is z. We
can estimate the expected number of reductions is

Rz =
Et − B
Z − z

. (6)

Here, the challenge is how can we estimate Et.

3.3.1 Expected Parameters Estimation
We use the current status of the PEFT model at
the t-th training step (i.e., the z-th trigger counter)
and the selection status at the (z − 1)-th trigger
stage to estimate the expected parameters Et. The
PEFT model contains both architecture weights
Θt and Φt. The selection status at z − 1 con-
tains a binary module selection indicator denoted
as bz−1 ∈ {0, 1}N and a module dimension selec-
tion indicator vector dz−1 ∈ {0, 1}N . bn

z−1 = 1
means that the module Mn is kept in the PEFT
training. Otherwise, the module has been removed.
dn
z−1 = 1 indicates that Mn has a selected or

fixed dimension value with index k∗n, but dn
z−1 = 0

means the dimension is undetermined. Based on
these notations, we can estimate Et as follows:

Et =
N∑

n=1

pn

K∑

k=1

Ck
n, (7)

where pn = bn
z−1 ∗ softmax(Θn

t )[1] is the proba-
bility of the kept module, and Ck

n is the estimated
number of parameters of each module, which is

defined as follows:

Ck
n =

{
qn[k

∗
n], if dn

z−1 = 1,

qn · softmax(Φn
t )

⊤, if dn
z−1 = 0,

(8)

where qn ∈ RK is the parameter vector for all
candidate dimensions, which can be precalculated.
When the dimension is fixed, we use the corre-
sponding parameter values directly. Otherwise, we
use a weighted sum over the estimated probabili-
ties.

3.3.2 Adaptive Module Selection
Using Eq. (7), we can obtain the expected reduc-
tions Rz . To prune unimportant modules, we still
use the module-level sensitivity scores calculated
by Eq. (4) at step t. We rank all sensitivity scores of
the currently kept modules and remove the modules
with the lowest scores if their total parameter size
is smaller than Rz . Correspondingly, we update
bz−1 to obtain bz as the new module indicator.

3.4 Multiple Rank Dimension Selection
We can also determine the dimension size for each
module Mn if there is a clearly stable pattern on
learned architecture weights Φn

t . Since evaluating
the sensitivity score for each dimension as each
module is hard, we propose a new strategy to mea-
sure the weight distributions between two trigger
counters, z − 1 and z. Note that there are several
training steps between the trigger gap. Assume
that at the j-th training step, BIPEFT triggers the
reduction z − 1, and at t (t > j), the z-th trigger
happens. We use the historical architecture weights
[Φn

j , · · · ,Φn
t ] to evaluate the stability of each di-

mension.

3.4.1 Dimension Stability Estimation
Intuitively, a stable dimension needs to satisfy two
conditions. On the one hand, the intra-dimension
weight at each training step may not change much,
i.e., the standard deviation of dimension-level
weights [σn

z,1, · · · , σn
z,K ] should be as small as pos-

sible. On the other hand, the cross-dimension
weights, i.e., the weight distributions, should also
be as similar as possible. Specifically, we can use
the Kullback-Leibler (KL) divergence to evaluate
the similarity of two distributions. Based on these
motivations, we design a dimension stability indi-
cator as follows:

λn
z =

1

K

K∑

k=1

σn
z,kKL(Φn

j ,Φ
n
t ). (9)
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3.4.2 Adaptive Dimension Selection
Similar to the module selection, we need to de-
termine which modules’ dimensions should be
selected automatically according to the calcu-
lated dimension stability scores [λ1

z, · · · , λN
z ] using

Eq. (9). However, the challenge here is estimating
the expected number of modules for dimension
reduction.
Expected Reduction Module Size Estimation. In-
tuitively, we can fix more modules’ dimensions if
the potential dimension selections at z − 1 and z
are similar, which motivates us to use the similarity
score to potential dimension vectors, i.e., vz−1 and
vz . The potential dimension of the n-th module
that is not fixed can be obtained through its ar-
chitecture weights, i.e., vn

z = Dim[argmaxk(Φ
n
t )],

where Dim is all the possible dimension vector.
Note that if the module is removed, then dn

z−1 =
1,vn

z = 0, and vn
z = Dim[k∗n] for the fixed module.

Finally, we can estimate the number of modules for
dimension reduction as follows:

Yz =
⌊sum(1− dz−1) ∗ cos(vz−1,vz)

Z − z

⌋
. (10)

Adaptive Dimension Selection. After obtaining
the expected number of reduction modules, we then
use the dimension stability scores [λ1

z, · · · , λN
z ]

to select dimension-unfixed modules among the
top Yz lowest scores, whose dimensions are then
fixed using the corresponding values in vn

z . Finally,
we can update dz based on dz−1 and the newly
dimension-fixed modules.

3.5 Iterative Optimization

The proposed BIPEFT is a differential NAS-
based PEFT model, which can be optimized as
DARTS (Liu et al., 2019). The optimization objec-
tive is defined as follows:

min
Θ∗,Φ∗ Lval (Dval;Θ,Φ,W0 +∆W∗) ,

s.t. ∆W∗ = argmin
∆W
Ltra (Dtra;Θ

∗,Φ∗,W0 +∆W) ,

where the network parameters contain two parts –
fixed pre-trained LLM weights W0 and trainable
PEFT parameters ∆W. However, we have two
distinct search spaces with architecture weights Θ
and Φ. These two kinds of architecture weights
depend on each other, making optimizing them
simultaneously hard.

To address this issue, we propose an iterative
optimization approach. We first use the first-order

approximation in DARTS to optimize ∆W, which
improves the search efficiency by considering that
∆W converges fast based on the pre-trained W0.
After obtaining ∆W∗, we then fix the dimension
parameters Φ∗ and optimize the module parameters
Θ first. Subsequently, we use the optimized Θ∗ to
learn the optimal dimension parameters Φ∗. We
repeat the previous steps until BIPEFT converges.

Besides, to bridge the gap between the search
and validation stages, we follow (Chang et al.,
2019) by employing the Gumbel-Softmax (Jang
et al., 2017) function to normalize Θ∗ and Φ∗,
where the nodes with maximal weight will have the
highest probability to be selected. In addition, dur-
ing the search, we implement weight entanglement,
as utilized in AutoFormer (Chen et al., 2021), al-
lowing shared weights across different dimensions
to enhance stability, promoting faster convergence
and reducing memory costs.

4 Experiments

4.1 Experimental Setups
Datasets. We use two widely used natural language
processing (NLP) benchmarks: GLUE (Wang
et al., 2018) and SuperGLUE (Wang et al., 2019) in
our experiments. All datasets are downloaded from
the HuggingFace Datasets (Lhoest et al., 2021).

We follow S3Delta (Hu et al., 2022b) to gen-
erate the training, validation, and test splits. For
larger datasets, including QQP, QNLI, ReCoRD,
SST-2, and MNLI, we allocate 2,000 random sam-
ples from the training set to form a new validation
set, use the remaining samples as the training set,
and repurpose the original validation set as the test
set. For smaller datasets, we equally split the origi-
nal validation set into new validation and test sets,
while the original training set remains unchanged.
Each dataset is split using different random seeds to
introduce variability in the dataset configurations.
Note that we remove the COPA dataset in Super-
GLUE since its performance varies dramatically
following S3Delta (Hu et al., 2022b).

Baselines. We follow existing studies and use
the following models as baselines: (1) Automatic
PEFT methods: AutoPEFT (Zhou et al., 2024)
uses multi-objective Bayesian optimization to dis-
cover a Pareto-optimal set of PEFT configura-
tions. S3Delta (Hu et al., 2022b) automatically
searches sparse PEFT structure by determining
the usage of each module using differential NAS.
PrunePEFT (Lawton et al., 2023) implements a
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Table 1: Results on the GLUE and SuperGLUE benchmarks. “Ratio” specifies the ratio of trainable parameters
compared to T5. Average metrics (AVG) and parameter ratios (Ratio) are averaged over all the values. ∗ denotes the
results that are directly copied from S3Delta (Hu et al., 2022b).

GLUE
Ratio Method CoLA SST2 MRPC QQP STSB MNLI QNLI AVG

10000%% Fine-tune∗ 62.25 ± 3.96 95.87 ± 0.42 91.86 ± 1.19 89.50 ± 0.22 91.86 ± 0.46 89.61 ± 0.30 94.22 ± 0.35 87.88

Manual PEFT Methods
65.33%% Adapter∗ 59.03 ± 3.06 95.90 ± 0.29 93.02 ± 0.28 88.39 ± 0.06 91.77 ± 0.25 89.53 ± 0.07 94.17 ± 0.19 87.40
21.32%% LoRA(r=8)∗ 58.43 ± 4.16 95.79 ± 0.27 92.21 ± 0.88 88.35 ± 0.25 91.78 ± 0.31 89.38 ± 0.32 94.14 ± 0.12 87.15
8.13%% BitFit∗ 56.98 ± 3.89 96.24 ± 0.33 92.16 ± 0.68 88.12 ± 0.07 91.59 ± 0.08 89.10 ± 0.09 94.07 ± 0.21 86.90
1.70%% LNFit∗ 56.15 ± 4.06 95.81 ± 0.20 91.71 ± 0.39 88.17 ± 0.10 91.37 ± 0.24 89.11 ± 0.09 93.99 ± 0.20 86.62

Automated PEFT Methods
18.90%% AutoPEFT 59.59 ± 1.24 95.87 ± 0.23 91.06 ± 0.52 88.21 ± 0.04 91.42 ± 0.08 89.16 ± 0.10 93.90 ± 0.15 87.03
1.39%% BIPEFT 59.04 ± 8.20 95.70 ± 0.08 92.10 ± 0.61 88.28 ± 0.09 91.83 ± 0.40 89.14 ± 0.01 94.06 ± 0.01 87.16

1.39%% S3Delta-M∗ 59.34 ± 4.75 95.84 ± 0.14 92.13 ± 2.09 88.04 ± 0.23 91.58 ± 0.25 89.14 ± 0.13 94.12 ± 0.12 87.17
1.39%% PrunePEFT 60.39 ± 5.90 95.87 ± 0.09 92.83 ± 1.41 88.12 ± 0.11 91.62 ± 0.61 89.19 ± 0.15 93.95 ± 0.08 87.42
1.39%% BIPEFT 62.97 ± 3.72 96.27 ± 0.24 93.22 ± 0.62 88.28 ± 0.02 92.23 ± 0.28 89.28 ± 0.02 94.25 ± 0.06 88.07

SuperGLUE
Ratio Method BoolQ CB MultiRC ReCORD RTE WIC AVG

10000%% Fine-tune∗ 86.67 ± 0.21 96.43 ± 2.92 76.65 ± 1.01 85.03 ± 0.67 88.49 ± 2.12 73.12 ± 1.71 84.40

Manual PEFT Methods
65.33%% Adapter∗ 85.98 ± 0.68 94.64 ± 6.19 77.60 ± 0.84 85.96 ± 0.37 89.21 ± 2.94 71.63 ± 0.90 84.17
21.32%% LoRA(r=8)∗ 85.06 ± 0.70 91.96 ± 3.42 76.94 ± 1.16 85.84 ± 0.21 87.05 ± 0.59 72.10 ± 1.31 83.16
21.32%% BitFit∗ 85.02 ± 0.48 89.29 ± 2.92 75.79 ± 1.15 85.85 ± 0.32 86.15 ± 1.48 72.34 ± 1.61 82.41
1.70%% LNFit∗ 84.07 ± 0.50 82.14 ± 2.92 75.52 ± 1.16 86.14 ± 0.11 86.69 ± 1.81 69.28 ± 1.49 80.64

Automated PEFT Methods
17.69%% AutoPEFT 83.39 ± 0.13 93.75 ± 4.49 76.49 ± 0.41 85.59 ± 0.13 85.99 ± 0.42 72.17 ± 1.19 82.89
1.39%% BIPEFT 84.55 ± 0.13 92.86 ± 3.58 75.90 ± 0.12 85.94 ± 0.05 88.85 ± 1.53 70.38 ± 0.66 83.08

1.39%% S3Delta-M∗ 84.92 ± 0.68 92.86 ± 2.92 76.38 ± 0.92 86.10 ± 0.11 86.69 ± 1.90 71.63 ± 1.07 83.10
1.39%% PrunePEFT 85.16 ± 0.47 91.66 ± 4.12 76.66 ± 0.60 85.46 ± 0.81 87.29 ± 0.42 70.37 ± 0.23 82.77
1.39%% BIPEFT 85.44 ± 1.12 94.65 ± 2.52 75.84 ± 0.04 85.70 ± 0.07 88.49 ± 2.04 72.25 ± 0.22 83.73

simple unstructured pruning strategy to search for
optimal PEFT structures. (2) Manually designed
PEFT methods: We use LoRA (Hu et al., 2022a),
Adapter (Houlsby et al., 2019), BitFit, and LNFit
as baselines following S3Delta (Hu et al., 2022b).

Pretrained Backbone Model. Our experiments
utilize the T5 large model for all the baselines and
BIPEFT, which contains approximately 770 million
parameters. We freeze the pretrained parameters
W0 across all PEFT settings.

Search Spaces. Since the search space of existing
work is different, for a fair comparison, we follow
existing work and make comparisons within the
space that they use. Setting 1 (S1): For AutoPEFT,
we use a mixture of Serial Adapter (Houlsby
et al., 2019), Parallel Adapter (He et al., 2022),
and Prefix-Tuning (Li and Liang, 2021). Set-
ting 2 (S2): When comparing with S3Delta and
PrunePEFT, we use a mixture of LoRA, Adapter-
LR, BitFit (Ben Zaken et al., 2022), and LNFiT
modules as the search space. For both S1 and S2,
each module has a binary selection space {0, 1}.
For baseline S3Delta, its dimension size is fixed,

which is 1. For other approaches, the candidate di-
mensions for all the PEFT modules in both search
space settings are Dim = {1, 4, 8}. Additional ex-
periment settings and hyperparameters are listed in
Appendix B.

4.2 Main Results

We report the results on GLUE and SuperGLUE
in Table 1 by averaging 3 runs with different ran-
dom seeds. We follow previous work (Hu et al.,
2022b) and use different metrics to validate the
performance of different tasks, as detailed in Ap-
pendix A. Notably, BIPEFT typically outperforms
both manual PEFT methods and automated PEFT
baselines regarding average scores on both bench-
marks under different search spaces, with a small
budget. On the GLUE benchmark, BIPEFT even
surpasses the full fine-tuning with only 1.39%%
parameters.

When comparing the automated PEFT methods
with manually designed PEFT, we find that BIPEFT
and other automated PEFT methods achieve better
average scores on GLUE and SuperGLUE with
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Table 2: Results of ablation study within the S1. “Entanglement” means that we directly use differential NAS to
search from the entangled search space. “b → d” is a two-stage search, where we first run a binary search until
the model converges, then run the dimension rank search based on the binary search results. “d → b” means to
exchange the search order of “b → d”. “w.o. Selection” is a variant of BIPEFT by removing the early selection and
only conducting the iterative search. “w. Selection” is BIPEFT. Red and Green highlight the best and second-best.

Entanglement
Disentanglement

Ratio COLA MRPC RTE AVGw.o. Iteration w. Iteration
b → d d → b w.o. Selection w. Selection

✓ 33.81%% 60.52 ± 2.58 91.54 ± 2.48 87.77 ± 1.01 79.94
✓ 29.01%% 60.03 ± 2.94 91.66 ± 1.89 88.01 ± 0.83 79.90

✓ 21.98%% 60.33 ± 3.70 92.03 ± 1.36 87.77 ± 1.86 80.04
✓ 29.22%% 62.95 ± 3.03 92.04 ± 2.29 88.25 ± 0.83 81.08

✓ 1.39%% 62.97 ± 3.72 93.22 ± 0.62 88.49 ± 0.83 81.56

fewer parameters. We also find that the differ-
ences in search space design result in performance
change. Under the S1 setting designed by Au-
toPEFT, BIPEFT searched with an equivalent low
parameter budget of 1.39%% does not match the
performance achieved under the S2 setting, which
contains more types of PEFT modules, highlight-
ing the benefits of including a diverse range of
searchable PEFT modules in BIPEFT.

4.3 Ablation Study

The proposed BIPEFT mainly considers the disen-
tanglement search spaces and uses both binary mod-
ule and dimension rank early selection strategies to
enhance efficiency and boost performance. We use
four baselines in the ablation study to validate the
effectiveness of our model design. The experimen-
tal setting follows (Hu et al., 2022b), and the results
of these baselines are shown in Table 2. We can ob-
serve that the iterative search approaches (the last
two rows) outperform the entanglement and non-
iterative ones, indicating the effectiveness of our
proposed iterative search solution. Besides, using
the designed selection strategies, BIPEFT further
enhances its performance and reduces the number
of parameters. This comparison validates the use-
fulness of our early selection strategies.

4.4 Efficiency Analysis

In addition to the promising performance, we also
evaluate the search efficiency of our method by
comparing the time consumed during the search
stage against the re-training duration, as detailed
in Table 3. All the training time is tested with the
same batch size on the same GPU devices. The
time is averaged from three datasets, RTE, STSB,
and CoLA, under two search space settings, S1 and
S2. It clearly shows that BIPEFT achieves a high
search efficiency with the design of early selection.

Table 3: Efficiency Comparison.

Setting Method Avg. Time (min)
Search Re-train Ratio

S1 AutoPEFT 348 22 15.80
BIPEFT 13 22 0.59

S2
S3Delta 125 20 6.30

PrunePEFT 20 20 1.00
BIPEFT 13 20 0.65
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Figure 3: Performance vs. different levels of budget.

4.5 Different Parameter Budgets

We also explore the influence of the parameter bud-
get. Ideally, a larger budget will lead to better
performance. Figure 3 shows the results with dif-
ferent ratios of parameter budgets, and the models
are searched in space S1 on the RTE dataset in the
SuperGLUE benchmark, compared with S3Delta
and PrunePEFT. We can observe that BIPEFT con-
sistently sustains a higher accuracy and saturates to
full fine-tuning performance by preserving essen-
tial PEFT modules even at very low budget levels.

4.6 Generalization Ability Analysis

We evaluate the task generalization capability of the
structures searched within search space S1, as pre-
sented in Table 4. The results indicate that the struc-
tures searched for source datasets such as MRPC,
MNLI, and QQP exhibit robust generalization to
various target datasets, which encompass different
types of NLP tasks. This demonstrates the abil-
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Table 4: PEFT structure generalization from source
datasets to target datasets. “No Transfer” means using
the original structures searched from the target datasets.

Source Target Datasets

Datasets STSB SST2 QNLI COLA

No Transfer 92.23 ± 0.28 96.27 ± 0.24 94.34 ± 0.06 62.95 ± 3.03
MRPC 92.28 ± 0.22 96.04 ± 0.08 94.18 ± 0.16 60.51 ± 6.21
MNLI 92.04 ± 0.12 96.16 ± 0.24 94.04 ± 0.17 60.17 ± 2.96
QQP 92.20 ± 0.05 96.10 ± 0.16 94.16 ± 0.12 62.08 ± 5.72

ity of our searched structures in maintaining high
performance across diverse NLP downstream ap-
plications.

5 Conclusion

In this paper, we introduce BIPEFT, a highly ef-
ficient search framework for parameter-efficient
fine-tuning (PEFT) modules on large pretrained
language models. BIPEFT operates within a specif-
ically designed disentangled search space using
an iterative search strategy, incorporating novel se-
lection mechanisms that significantly accelerate
the search process while delivering promising per-
formance outcomes. Our extensive experiments
on two widely used NLP benchmarks demonstrate
the superiority of the PEFT structures identified
by BIPEFT. Despite requiring limited parameters
and incurring minimal search costs, BIPEFT outper-
forms both manually designed and other automated
PEFT methods across a variety of NLP tasks. Ad-
ditionally, the searched structures exhibit excellent
generalization ability, proving effective for other
downstream tasks as well. Overall, BIPEFT rep-
resents a substantial advancement in the field of
automatic PEFT optimization, providing an effi-
cient and effective solution for fine-tuning large
pretrained language models.

Limitations

While we conduct our PEFT within the S1 and S2
search space settings, which include many popular
PEFT modules, there remains the potential to inte-
grate additional existing or new PEFT modules into
our framework to further evaluate search perfor-
mance and efficiency. Nonetheless, the proposed
BIPEFT framework is inherently flexible, allowing
for the seamless integration of new PEFT modules
as they become available. In addition, although the
early stopping design requires manual hyperparam-
eters like the maximum step Z, this mechanism
will sustain high efficiency and strong performance
because it could effectively prioritize the most crit-
ical PEFT modules within the given budget.
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A Evaluation Metrics

For both GLUE and SuperGLUE benchmarks, we
employ various evaluation metrics: Accuracy is
reported for the SST-2, MNLI, QNLI, BoolQ, CB,
RTE, and WIC tasks. We utilize the F1 score to
assess performance on MRPC, QQP, MultiRC, and
ReCoRD. Additionally, Matthew’s Correlation is
used to evaluate CoLA, and the Pearson Correlation
coefficient is applied to the STSB task.

B Experiment Settings and
Hyperparameters

For each experiment setting, we report the average
performances and standard deviations using results
from three different seeds on the final test sets. We
configure the maximum sequence lengths as 128
for GLUE tasks and 256 for SuperGLUE tasks,
maintaining a consistent batch size of 32 across
both benchmarks. For the ReCoRD task, we adjust
the settings to a maximum sequence length of 512
and a batch size of 16. We utilize the AdamW op-
timizer with a linear learning rate decay schedule
to optimize our model. All experiments maintain
a consistent learning rate of 3 × 10−4 for PEFT
training, while the learning rate for architecture pa-
rameters in BIPEFT is set at 0.01. For BIPEFT, fol-
lowing DARTS (Liu et al., 2019), we equally split
the original training set into two parts. One part is
used for optimizing the model parameters, and the
other for optimizing the architecture parameters.
The original validation set serves to evaluate and
save the searched structures. For the default values
of the model hyperparameters used in BIPEFT, we
set Z = 100, γ = 0.85, H = 5, and τ = 0.85.

C Additional Experiment Results

C.1 Hyperparameter Sensitivity Analysis

We perform a detailed hyperparameter sensitivity
analysis using the same datasets as in our ablation
study. Specifically, we test the following hyper-
parameters: (1) maximum trigger count Z, (2) γ,
used for the smoothed sensitivity in Eq. (4), (3)
time window H , employed in the trigger design to
measure model stability, and (4) stability threshold
τ . All these hyperparameters are configured for the
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Table 5: Additional Results on the GLUE benchmark.∗ denotes the results that are directly copied from S3Delta (Hu
et al., 2022b). Red denotes the best score.

GLUE
Ratio Method CoLA SST2 MRPC QQP STSB MNLI QNLI AVG

10000%% Fine-tune∗ 62.25 ± 3.96 95.87 ± 0.42 91.86 ± 1.19 89.50 ± 0.22 91.86 ± 0.46 89.61 ± 0.30 94.22 ± 0.35 87.88

Automated PEFT Methods
5.56%% S3Delta-M∗ 61.67 ± 5.38 95.88 ± 0.11 91.16 ± 2.09 88.22 ± 0.04 91.81 ± 0.41 89.18 ± 0.08 93.88 ± 0.05 87.40
5.56%% PrunePEFT 63.83 ± 2.32 95.95 ± 0.19 91.67 ± 1.13 88.45 ± 0.08 92.06 ± 0.47 89.50 ± 0.14 94.35 ± 0.08 87.97
5.56%% BIPEFT 64.48 ± 2.63 96.04 ± 0.40 93.19 ± 1.24 88.32 ± 0.14 92.09 ± 0.30 89.19 ± 0.02 94.25 ± 0.04 88.22

Table 6: The sensitivity analysis of the maximum trigger
count Z. “AVG.Time” denotes the average search time
(in minutes).

Value of Z COLA MRPC RTE AVG AVG. Time

10 60.96 ± 1.22 92.98 ± 1.39 86.69 ± 0.36 80.21 6.34
50 61.82 ± 3.85 92.78 ± 0.84 87.77 ± 1.44 80.79 8.41
100 62.97 ± 3.72 93.22 ± 0.62 88.49 ± 2.04 81.56 12.39
200 62.99 ± 5.38 92.98 ± 1.09 89.21 ± 0.72 81.73 16.34

Table 7: The sensitivity analysis of γ.

Value of γ COLA MRPC RTE AVG

0.75 63.01 ± 2.86 93.24 ± 1.16 87.77 ± 0.72 81.34
0.85 62.97 ± 3.72 93.22 ± 0.62 88.49 ± 2.04 81.56

1 56.83 ± 4.70 92.01 ± 1.06 83.45 ± 0.59 77.43

sub-modules of our early selection module, which
is designed to enhance search efficiency. The pa-
rameter budget ratios are uniformly set to 1.39%%.
A comprehensive analysis of each hyperparameter
is presented below.

The maximum trigger count Z controls the speed
of the early selection process. We report the av-
erage search time across three datasets, demon-
strating that while larger Z values ensure smoother
selection, they may marginally reduce efficiency.
As shown in Table 6, increasing Z beyond 100
diminishes marginal returns in performance im-
provement. The parameter γ is used for smoothed
sensitivity in Eq. (4), capturing the ratio of his-
torical sensitivity information retained during the
training process. The default value for γ is set
to 0.85. Our additional experiments, presented in
Table 7, indicate that setting it to 1 prevents the
sensitivity from being updated with new data. Sta-
ble performance is observed when γ remains 0.7
to 0.9. The time window H is used in the trigger
design to measure model stability. As indicated by
the results in Table 8, varying H does not produce

Table 8: The sensitivity analysis of time window H
used in the trigger design.

Value of H COLA MRPC RTE AVG

3 62.29 ± 4.80 93.26 ± 0.84 88.13 ± 0.36 81.23
5 62.97 ± 3.72 93.22 ± 0.62 88.49 ± 2.04 81.56
10 61.89 ± 4.54 93.45 ± 0.40 88.13 ± 0.36 81.16
20 62.72 ± 3.99 92.64 ± 1.25 88.13 ± 1.08 81.16

Table 9: The sensitivity analysis of stability threshold τ .

Value of τ COLA MRPC RTE AVG

0.1 61.57 ± 4.62 92.74 ± 1.02 87.41 ± 0.36 80.57
0.5 62.18 ± 4.10 92.94 ± 1.04 87.41 ± 0.36 80.84

0.85 62.97 ± 3.72 93.22 ± 0.62 88.49 ± 2.04 81.56

Table 10: Comparison with APET.

Method Ratio COLA MRPC RTE AVG

APET 1.39%% 59.99 ± 4.87 91.92 ± 0.67 85.61 ± 2.16 79.17
APET 5.56%% 60.82 ± 3.95 92.68 ± 1.17 88.49 ± 1.01 80.66
BIPEFT 1.39%% 62.97 ± 3.72 93.22 ± 0.62 88.49 ± 2.04 81.56

significant performance differences across the three
datasets. The default value of H is set to 5. The
stability threshold τ influences trigger generation,
with higher values enforcing stricter stability re-
quirements, leading to smoother trigger generation
and improved performance of the searched struc-
tures, as demonstrated in Table 9. By default, we
set τ to 0.85.

C.2 Higher Sparsity Ratio of Parameters
As demonstrated in the main experiments, BIPEFT
outperforms all baselines at a parameter ratio of
1.39%%. To further showcase the effectiveness
of our method across diverse budget settings, we
provide additional results on the GLUE benchmark
at a parameter ratio of 5.56%% under setting S2,
compared to PrunePEFT and S3Delta. The aver-
age score for full fine-tuning is 87.88. As shown
in Table 5, BIPEFT continues to outperform other
baselines given a higher budget.

C.3 Zero-Cost PEFT Configuration
As introduced in (Su et al., 2023), their zero-
cost PEFT configuration method, APET, initially
freezes key factors such as the number of trainable
parameters. Under this constraint, APET arbitrarily
selects tunable parameters using different random
seeds, each representing a distinct parameter dis-
tribution, and trains them on the tasks. As shown
in Table 10, BIPEFT outperforms APET even at a
lower parameter ratio, albeit with a small search
cost.
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