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Abstract

We investigate whether LLMs display a well-
known human cognitive bias, the attraction ef-
fect, in hiring decisions. The attraction effect
occurs when the presence of an inferior candi-
date makes a superior candidate more appeal-
ing, increasing the likelihood of the superior
candidate being chosen over a non-dominated
competitor. Our study finds consistent and sig-
nificant evidence of the attraction effect in GPT-
3.5 and GPT-4 when they assume the role of a
recruiter. Irrelevant attributes of the decoy, such
as its gender, further amplify the observed bias.
GPT-4 exhibits greater bias variation than GPT-
3.5. Our findings remain robust even when
warnings against the decoy effect are included
and the recruiter role definition is varied. !

1 Introduction

Large Language Models (LLMs) are increasingly
getting adopted in a wide range of industries to
assist in decision-making for complex problems.
Entrusting decision processes to LLMs requires a
comprehensive understanding of potential biases in-
herent in these models and implementing rigorous
measures to minimize them. This is especially im-
portant for high-risk applications in industries such
as Human Resources (Act, 2021), where upholding
essential human rights and ensuring fairness and
accuracy in decision-making processes are crucial.

The complexity of decision-making problems
often arises from the need to evaluate numerous
alternatives simultaneously. Human judgements
are known to be prone to various biases stemming
from the composition of the choice set, known as
context effects. One such well-documented and
extensively studied cognitive bias is the attraction
effect, also known as the asymmetric dominance
effect (Huber et al., 1982). An alternative is asym-
metrically dominated (ASD-ed) when it is inferior
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to one alternative (the zarget) in all attributes but
only partially inferior to another alternative (the
competitor). The attraction effect occurs when an
ASD-ed decoy alternative increases the likelihood
of choosing the target, over a non-dominated com-
petitor.

The bias has been documented even if the decoy
is not available for choice, a phenomenon known
as the phantom decoy effect (Highhouse, 1996;
David, 1999; Pettibone and Wedell, 2000). Adding
a phantom decoy that is superior to the target and
asymmetrically dominating (ASD-ing) leads biased
decision-makers to select the target more often than
the non-dominated competitor. The possible posi-
tions of the ASD-ed decoy and ASD-ing phantom
decoy alternatives are illustrated in Figure 1 for
two-dimensional alternatives.
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Figure 1: Map of the decoy positions in a two-attribute
space. Asymmetrically dominated (ASD-ed) decoys by
the target are positioned in the green region. The brown
region corresponds to phantom decoys, which are asym-
metrically dominating (ASD-ing) the target. The map
also shows the position of symmetrically dominated de-
coys and dominating phantom decoys by both the target
and the competitor.
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Dominated candidates might be considered in
LLM-assisted candidate selection tasks for a vari-
ety of reasons. First, irrelevant context passed to
the LLM through a recall maximising retrieval step
of Retrieval Augmented Generation (RAG) might
produce dominated candidates. Second, biased re-
trieval towards sensitive attributes contributes to
creating decoys, e.g., gender decoys (Keck and
Tang, 2020; Kuncel and Dahlke, 2020). Third, be-
cause of duplication in candidate records, an old
CV might act as a decoy of the current CV if addi-
tional relevant qualifications and experience have
been acquired.

In addition to those organic origins of decoys
among relevant candidates, this cognitive bias of
(Al-)recruiters incentivises candidates to apply
with one real and one fake inferior CV in order
to increase their chance to be selected. If this pos-
sibility is recognised and exploited by candidates,
it leads to an artificially expanded set of applicants
with lower average level of qualifications, thus fur-
ther complicating recruiters’ task of evaluating and
selecting the most suitable one.

The attraction effect presents a violation of stan-
dard axioms of choice theory, thus implying that
decision-makers do not have stable preferences.’
Nevertheless, it is a robust empirical finding, docu-
mented across multiple decision-making contexts
and species, in particular in hiring decisions by hu-
man recruiters (see Section 2 for a review). Due
to the unclear mechanism driving the attraction ef-
fect’, using LLM:s as an aid in candidate selection
decisions might mitigate or exacerbate the biased
decision-making of human recruiters. This study is
aimed at understanding whether LLLMs suffer from
the attraction effect in hiring decisions.

To this end, we design a minimal experiment,
following classical designs from the literature (Hu-
ber et al., 1982), and task GPT-3.5 and GPT-4 with
a recruiter role. Our findings show significant and
consistent evidence of the attraction effect. The
magnitude of the effect varies with the position
of the decoy in the attribute space and with irrel-
evant attributes of the decoy such as its gender.

2One such axiom called regularity states that the likeli-
hood of choosing an option cannot increase when the choice
set is expanded (Block and Marschak, 1960). The attraction
effect also contradicts the independence of irrelevant alterna-
tives axiom, which asserts that the frequency of choosing an
option should not be influenced by the addition of irrelevant
alternatives to the choice set (Luce, 1959).

3See for example Trueblood (2022), Castillo (2020),Pet-

tibone and Wedell (2007), and Dumbalska et al. (2020), and
references therein for a summary of possible explanations.

Although both models exhibit bias, GPT-4 shows
significantly greater variation compared to GPT-
3.5. Our results are robust to including a warning
against the decoy and varying the recruiter role
definition.

2 Related Literature

This work contributes to three main strands of liter-
ature — cognitive biases of LLMs, decision-makers
exhibiting the attraction effect, and biases in hiring
decisions.

Cognitive biases of Large Language Models
The emerging literature on decision-making by
LLMs has elucidated that these are also prone to
various human cognitive biases (Hagendorff et al.,
2023; Macmillan-Scott and Musolesi, 2024; Lin
and Ng, 2023; Talboy and Fuller, 2023; Binz and
Schulz, 2023; Dasgupta et al., 2023). To the best of
our knowledge, Itzhak et al. (2023) is the most re-
lated paper to ours, since they find evidence for the
attraction effect in LLMs, particularly in a product
selection context on the basis of price and quality
attributes. Their focus lies in testing the effect of
alignment with human preferences on cognitive bi-
ases. In contrast, we study the attraction effect in
Al-recruitment.

Decision-makers displaying the attraction effect
The attraction effect was first documented in con-
sumer research (Huber et al., 1982), but has since
then been observed in a variety of contexts includ-
ing, but not limited to policy choices (Herne, 1997),
risky choice (Mohr et al., 2017), and intertemporal
choice (Marini and Paglieri, 2019).4 This effect
does not seem to be limited to human adults, but
has been documented with other species such as
primates (Parrish et al., 2015; Marini et al., 2024),
frogs (Lea and Ryan, 2015), and amoeboid organ-
isms (Latty and Beekman, 2010). The literature
also includes some failures to replicate the attrac-
tion effect, as noted by Frederick et al. (2014) and
Yang and Lynn (2014). However, the bias is consis-
tently reproducible when the primary experimental
design parameters are maintained (Huber et al.,
2014). We contribute to this literature by showing
that LLMs exhibit this bias.

Decoy effect in hiring decisions Highhouse
(1996) provides the first evidence of the attrac-
tion effect in hiring decisions, where participants

4See also Trueblood et al. (2013).
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Figure 2: Schematic overview of the method.

are asked to choose from three candidates based
on their interview behavior and past work perfor-
mance. Building on this, Slaughter et al. (1999)
found that attraction effects in employee selection
still occurred even when candidates were evaluated
through video without numerical data and Slaugh-
ter (2007) considered the attraction effect in two-
stage hiring decisions. More recently, Keck and
Tang (2020); Kuncel and Dahlke (2020) studied the
role of the attraction effect together with gender
bias. Our contribution is the demonstration that
LLM hiring decisions can be significantly biased
by irrelevant alternatives.

3 Experimental Design

Overview and bias definition We adopt the gen-
eral methodology of standard experiments on the at-
traction effect such as Huber et al. (1982), whereby
for each job opening, we establish two conditions:
a control condition, where a hiring decision is made
between a target and a competitor candidate, and
a treatment condition, where a decoy candidate is
introduced to the choice set. Each candidate is
defined by two relevant qualification values locat-
ing them in the two-dimensional alternatives space.
More specifically, there is a trade-off between the
target and the competitor in the sense that each of
them is superior to the other with respect to one
attribute as shown in Figure 1.

We then prompt an LLM to assume the role of a
recruiter and task it with selecting the most quali-
fied candidate.

The bias resulting from the attraction effect is
quantified as the difference in the probability for
an LLM to choose the target in both conditions.’

SThere exist also alternative definitions of the attraction
effect, see for example Castillo (2020). According to the

Act as an experienced and fair recruiter with excellent
analytical skills. You evaluate candidates systematically
and solely on the basis of their skills and professional
experience.

**TASK**: You have to hire a *Nurse*. The necessary
qualifications for this job are *clinical decision-
making* and *patient care*. These qualifications are
*EQUALLY* important. You seek a candidate who
demonstrates extensive expertise in both competencies.
A valid working permit is required for this job.

You need to choose exactly *one* from the following
candidates:

#iH#

- A: The candidate’s *clinical decision-making* experi-
ence is 3 years and their *patient care* experience is 6
years. The candidate holds a valid working permit.

- B: The candidate’s *clinical decision-making* experi-
ence is 6 years and their *patient care* experience is 3
years. The candidate holds a valid working permit.

- C: The candidate’s *clinical decision-making* experi-
ence is 2 years and their *patient care* experience is 5
years. The candidate holds a valid working permit.
##H#

Your output should *only* be the letter corresponding
to the chosen candidate, i.e., one from A, B, C.
Your choice is:

Figure 3: An example prompt for the candidate selection
task.

We say that there is evidence for the attraction ef-
fect if this difference is positive, thus implying that
the presence of an irrelevant alternative biases the
decision-making process. This measure of the at-
traction effect follows the standard definition used
in the marketing research literature. A schematic
overview of the experimental design is shown in
Figure 2. We elaborate on each experimental fea-
ture below.

Prompt design Figure 3 shows an example
prompt. It starts by defining the role of a recruiter
and includes instructions on fairness.

The description of a candidate selection task
follows: hiring a person for a specific job with
two necessary qualifications. We consider six jobs
across white-collar and blue-collar sectors, encom-
passing both stereotypically male and female oc-
cupations (see Table 1). The corresponding job
qualifications are of two types — numerical, mea-
sured in years of experience, or ordinal, expressed
by educational degrees. Notably, the task speci-

definition that we use, the attraction effect presents a violation
of the weakest consistency requirement of stochastic choice —
regularity — and thus, we can expect to observe less instances
of the attraction effect using this definition than alternative
formulations.
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fies that the two required qualifications per job are
equally important. Combined with the reverse en-
dowment of the attribute values to the target and
competitor (see symmetry of qualifications in Ta-
ble 2), this aims to set a balanced trade-off between
the target and competitor candidates, as well as,
ensure their relevance.

Additionally, a requirement for a valid working
permit, unrelated to skills nor experience, is in-
cluded to allow for phantom candidates, i.e., such
who are ineligible due to lacking a permit.

The third part of the prompt defines the candi-
date choice set. There are two candidates in the
control condition — target and control, and three
candidates in the treatment condition — target, con-
trol, and decoy. The description of each candidate
contains information on the following parameters:
two qualification attribute levels, a possessive pro-
noun implying their gender, and the possession of
a valid working permit. The latter is only negated
for phantom decoy candidates. The prompt con-
cludes with instructions requesting single token
generations.

Candidate characteristics across experiments
In our three primary experiments, we vary the pa-
rameter values defining the candidates based on the
specific goals:

* Attraction effect across professions: In this
baseline experiment, we test the classical
asymmetric dominance across six profes-
sions. Candidate qualification attribute values,
which are identical across jobs, are detailed
in Table 2. All gender pronouns are neutral
(‘their”), and all candidates possess valid work
permits.

* Exploration of the decoy space: The attribute
values of the target and competitor and the
gender pronouns are consistent with those in
the baseline experiment. The decoy candidate
is assigned all possible combinations of at-
tribute values. If a decoy is superior to the
target and/or competitor, it is classified as a
phantom, meaning it lacks a valid work per-
mit.

* Gender decoys: Attribute levels and work per-
mit characteristics are kept the same as in the
baseline experiment. The gender of the de-
coy varies, while the target and competitor are
assigned opposite genders.

Models We focus our experimentation on two
OpenAl models — GPT-3.5: gpt-3.5-instruct
(Ouyang et al., 2022) and GPT-4: gpt-4-turbo-1106-
Preview (OpenAl et al., 2024) — due to their wide
commercial availability and popularity among the
general public, and particularly among recruiters.
When selecting specific model variants, we opted
for gpt-3.5-instruct because it can return the top
100 token log probabilities. This facilitates the di-
rect decoding of LLM choice probabilities without
relying on an approximation through answer sam-
pling. Additionally, gpt-4-turbo was chosen due to
its recognition as a state-of-the-art model.

LLM choice probability determination A cen-
tral challenge in employing LLMs as evaluators,
decision-makers, and choice selectors is their
strong bias toward the order in which options are
presented (Koo et al., 2023; Wang et al., 2023;
Zheng et al., 2023b; Wei et al., 2024). Addition-
ally, LLMs inherently assign more probability to
specific option identifiers; for example, A may be
preferred over B a priori (Zheng et al., 2023a).
These shortcomings are not remedied by simple
prompt engineering (Wang et al., 2023; Zheng et al.,
2023a).

With sufficient budget, generating and aggregat-
ing LLM answers for all candidate order permuta-
tions can help mitigate the order and option iden-
tifier biases. In this regard, we perform the hiring
selection (in both control and treatment) for all six
candidate order permutations and aggregate the re-
sulting choices. Note that with insufficient budget,
methods such as PriDe (Zheng et al., 2023a) can
be used to approximately debias choices.

Obtaining choice probabilities differs between
the two models we tested. With gpt-3.5-instruct,
we get the top 100 token log probabilities for a
single step of generation. Then, we identify all
tokens corresponding to each of the option identi-
fiers to address surface form competition (Holtz-
man et al., 2021); for example, the log probabilities
of tokens "A" and " a" contribute to the probabil-
ity of choosing candidate A. After summing up
the probabilities for corresponding surface form
tokens and normalizing them, we obtain a choice
probability distribution over candidates. Averaging
the probability distributions across all candidate or-
der permutations yields the final candidate choice
probability distribution.

Log probabilities are not available for gpt-4-
turbo. Therefore, we take 100 choice samples (at
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Figure 4: Choice probabilities of the target candidate
across 6 occupations in the control and treatment con-
dition, and for two LLMs. The error bars represent the
standard errors of the mean (SEM) over all six permuta-
tions of candidate presentation orders in the candidate
selection prompt.

temperature = 1) per candidate order permutation.
Summing choice frequencies across all candidate
order permutations results in a total of 600 choice
samples, which, after normalization, provides an
approximate choice probability distribution over
candidates.

4 Results

4.1 Attraction effect across professions

We test the attraction effect for a fixed asymmet-
rically dominated decoy location in the attribute
space (see Table 2) across candidate selection tasks
for six diverse occupations (see Table 1). The re-
sults are presented in Figure 4. Additionally to the
aggregated results, target probabilities for each can-
didate order permutation can be found in Figure 10,
illustrating a strong candidate order/identifier bias.

First, we note that in the control condition, few
target probabilities are not close to 0.5, despite
our prompt design goal of establishing the equal
importance of qualification attributes. Potential
reasons for this outcome may be inadequate model
accuracy, insufficient prompt engineering, or an
unaddressed bias. For instance, we are not control-
ling for a possible bias in the order of qualification
listing for each candidate.

Next, we observe that the decoy effect is consis-
tently present and that its magnitude is larger on
average for GPT-4 compared to GPT-3.5. The dif-
ference between the target probability in the control
and treatment conditions is positive and significant
for all occupations (no significance test is applied
for GPT-3.5 as choice probabilities are extracted

directly from the model; for GPT-4, a x? test yields
p < .01). The only exception is GPT-4’s choices
for ‘Mechanical engineer’ (x? test, p > .01), indi-
cating no bias.

4.2 Exploration of the decoy space

Previous studies on the attraction effect in humans
have highlighted the crucial role of decoy position-
ing within the attribute space. Specifically, subopti-
mal decoy locations may suggest that the attraction
effect is negligible or even reversed (Kaptein et al.,
2016; Dumbalska et al., 2020). To this end, we ex-
haustively explore the bi-dimensional job qualifica-
tion attribute space, also extending our analysis be-
yond asymmetrically dominated decoy regions. We
observe that, like human decision-makers, LLMs
exhibit stronger bias depending on decoy location
(see Figure 5). For example, we find no evidence
for the attraction effect in our initial experiment
for ‘Mechanical engineer’ with GPT-4 as presented
in Figure 4. However, by adjusting the decoy’s
position to match the target’s education degree, we
observe a significant increase in the target’s choice
probability.

Despite several such instances in given occupa-
tions and decoy positions, the decoy maps reveal
highly organised patterns across LLMs and occupa-
tions. First, we see that asymmetrically dominated
alternatives influence the choice between the rele-
vant alternatives in a predictable manner: if a decoy
is asymmetrically dominated by the target, it boosts
its choice probability and vice versa if the decoy
is dominated by the competitor. Similarly, we find
less consistent, but still notable evidence for the
phantom decoy effect. In line with human experi-
ments (Castillo, 2020), symmetrically dominated
alternatives have little influence on the choice prob-
abilities.

Second, notable differences emerge between nu-
merical and ordinal attributes. When qualifications
are captured with numerical attributes, the observed
attraction effect aligns with the hypothesis that it is
strongest when alternatives are strictly dominated
by the target. In contrast, with ordinal attributes,
the effect is most pronounced for (phantom) de-
coys that share the same categorical attribute as the
target.

Third, the performance of the two studied LLMs
reveals significant differences. With GPT-3.5, the
attraction effect is localised with lower variance in
bias magnitude. In comparison, GPT-4 exhibits a
more diffused attraction effect with greater variance
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Figure 5: Maps of the attraction effect bias on choices between target (T) and competitor (C) candidates, over
bi-attribute job qualification space. Shown are results for GPT-3.5 (above) and GPT-4 (below), under six occupations
and their required qualifications. The color intensity represents attraction effect strength, with redder shades
indicating more positive bias and bluer shades representing more negative bias. Decoy candidates on the target-
competitor line and left from it possess a valid working permit, while candidates to the right of the line are phantom

decoys with no valid working permit.

in bias magnitude, suggesting that a wider range
of alternatives can act as decoys and that the bias
from including irrelevant candidates is larger.

Additionally, we observe strong indications of
another context effect, the compromise effect, with
GPT-4, but less so with GPT-3.5. The compromise
effect increases the choice probability of the target
when there is a trade-off among all three alterna-
tives, such that the target has the most balanced set
of qualifications (Simonson, 1989). This occurs,
for instance, when the decoy’s qualification values
are (1, 8) or (Postdoc, 2). Similarly, we see that if
the decoy is non-dominated and has the most bal-
anced set of qualifications, the choice probability
of the target decreases markedly, suggesting that it
acts as a compromise.

4.3 Gender decoys

We assign gender to target, competitor, and decoy
candidates using possessive pronouns (his/her) in
their expositions to examine the influence of gen-

der on the attraction effect. The results are pre-
sented in Figure 6. A two-sided paired 7-test com-
paring the mean bias across occupations of female
vs. male decoy conditions revealed a significant
difference for GPT-3.5 (female target: ¢(5) = 4.89,
p < .01; male target: ¢(5) = —4.69, p < .01).
No significant difference was observed for GPT-4
(female target: ¢(5) = —.17, p > .01; male target:
t(5) = —.46, p > .01). However, the aggregate
attraction effect might be offset by the existing job
sub-groups which respond differently to varying
the gender of the decoy candidate.

With GPT-3.5, the asymmetrically dominated
decoy is only effective in increasing the choice
probability of the target, when both candidates have
the same gender. This result further highlights the
importance of the easy comparability between the
target and the decoy (even in irrelevant attributes
such as the gender) for its effectiveness, which has
already been recognised in the existing literature
(Huber et al., 2014). Furthermore, it aligns with
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Figure 6: Influence of the gender of the decoy on the attraction effect for two LLMs (columns) and two genders
of the target (rows). A male target is pitted against a female competitor (above) and vice versa (below), over two
conditions when a fixed decoy is male or female. Gender is indirectly specified in candidate expositions by replacing
the neutral possessive pronoun ‘their’ with either ‘his’ or ‘her’.

the existing literature on human recruiters showing
that male decoys boost the choice probability of
male targets more than female targets (Keck and
Tang, 2020).

Our results also provide evidence for unequal
treatment of male and female targets. While includ-
ing a decoy candidate almost always profits a male
target (top left panel) irrespective of the gender of
the decoy, male decoys decrease the selection prob-
ability of the superior female candidate in two of
the tested occupations (bottom left panel).

In comparison, GPT-4’s decisions are much
more context-dependent in terms of the magnitude
of the attraction effect. However, the direction of
the effect with respect to the irrelevant characteris-
tic is less consistent: for three of the tested jobs, we
observe that the attraction effect does not depend
on the gender, while for the other half of the jobs,
we find that the decoy is more effective when it
is aligned with the gender of the target and domi-
nant gender of the occupation and vice versa when
it is not aligned with the dominant gender of the
occupation. Due to the limited number of jobs con-
sidered, further research is needed to conclusively
show whether this pattern generalizes and the fac-
tors that determine the role of the gender for the
attraction effect.

Our experimental results suggest that cognitive
biases like the attraction effect might give the im-
pression of unequal treatment between male and
female candidates. However, the increased selec-

tion of candidates from one gender could simply
be due to their overrepresentation in the sample,
provided that some candidates are asymmetrically
dominating others.

4.4 Robustness

LLM responses can be sensitive to even modest
prompt variations (Loya et al., 2023; Sclar et al.,
2023). Therefore, it is important to investigate if
decision-making behaviour remains robust across
different prompt phrasings and compositions. We
alter prompt components that can directly impact
bias. Specifically, we vary the recruiter role instruc-
tion and incorporate a warning against the (phan-
tom) attraction effect. We keep all other parameters
as in the baseline experiment.

Warning against the attraction effect We de-
vise a cautionary sub-prompt against succumbing
to the attraction and phantom decoy effects and
incorporate it just after the recruiter role definition.
The sub-prompt includes a thorough explanation of
the phenomenon, an illustrative example showing
biased decision-making between candidates, and
a set of recommendations aimed at avoiding such
biases (see Figure 9).

Figure 7 shows that including a warning about
the attraction effect does not mitigate the bias. A
two-sided paired #-test comparing the mean bias
across occupations of the ‘warning absent’ versus
‘warning present’ conditions did not reveal a signif-
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Figure 7: The impact of adding the warning against
the attraction effect from Figure 9 on bias magnitude
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Figure 8: Impact of varying the recruiter role definition
on the attraction effect across occupations and models.
The tested role sub-prompts differ in length and content
and can be found in Table 3.

icant difference (GPT-3.5: ¢(5) = 1.42, p > .01,
GPT-4: ¢(5) = .69, p > .01). Despite this, for
GPT-4 we observe two distinct sub-groups — oc-
cupations for which the warning is effective in re-
ducing and even reversing the attraction effect (see
House cleaner and Social psychologist), and oc-
cupations for which the bias is slightly but consis-
tently increased. Additionally, we again observe
a larger variance of the bias for GPT-4 compared
to GPT-3.5. Ultimately, the warning does not re-
solve the attraction effect, indicating the need for
alternative approaches to mitigate bias.

Varying the recruiter role definition We for-
mulate four recruiter role definitions with varying
lengths, levels of flattery, and instructions regard-
ing unbiased decision-making (see Table 3). We
examine the effect of these role instructions on bias
in Figure 8. A one-way repeated measures ANOVA
conducted across the six occupations indicates that
the type of recruiter instruction sub-prompt used
did not result in statistically significant differences
in bias (GPT-3.5: F'(3,15) = .39, p > .01, GPT-
4: F(3,15) = 1.40, p > .01). Consistently with
all previous experiments, GPT-4 presented much
larger bias variation than GPT-3.5.

Our results do not provide evidence that enrich-
ing recruiter role definitions reliably mitigates bias.

5 Conclusion

We find evidence that hiring decisions made by
LLMs such as GPT-3.5 and GPT-4 are influenced
by asymmetrically dominated alternatives, simi-
larly to human recruiters. We explore the place-
ment of a decoy in the complete two-dimensional
attribute space and find consistent patterns aligned
with the classical attraction effect. We also study
the effect of decoy gender and observe that it is
most effective when aligned with the target. In
general, GPT-4 presented much larger bias varia-
tion than GPT-3.5. We show that our results are
robust to including a warning against the decoy and
varying the recruiter role definition.

6 Limitations

Our investigation is based on a minimal experimen-
tal setup featuring a stylized candidate selection
task — two or three candidates compete for a job
described by two required qualifications, whose val-
ues could be numerical or ordinal. This approach
allows to: 1) immediately compare results with
existing literature, ii) more clearly isolate the at-
traction effect, and iii) mimic the final stages of
candidate selection process when only a limited
number of candidates remain. However, the un-
derlying settings might affect the generalisability
of our studies to real-world candidate selection or
ranking tasks that involve job descriptions and can-
didate resumes. Such documents provide a much
more complex picture of candidates and jobs, and
contain multiple (not always easily comparable)
qualifications and other relevant information.

We perform experiments on six carefully se-
lected occupations. This small sample is not suf-
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ficient to rule out the existence of professions not
affected by the attraction effect nor identify sub-
groups of professions exhibiting similarly biased
behaviour.

We use two OpenAl models demonstrating dis-
tinct biased behaviours. The extent to which other
LLMs respond to decoys in their decision-making
can also vary greatly, particularly depending on the
degree of their instruction tuning and human pref-
erence alignment as shown by Itzhak et al. (2023).
Additionally, LLMs display limited reasoning abil-
ities (Lee et al., 2024), which can be enhanced by
more complex prompt engineering, such as Chain-
of-Thought (Wei et al., 2022); however, this work
does not explore such techniques.

Candidate gender in the investigation of gender
decoys is conveyed through possessive pronouns.
It is unknown how other direct or indirect gender
signals, such as personal names of explicit gender,
influence the attraction effect.

Finally, we tested robustness of the attraction
effect by varying recruiter instructions and warning
about the decoy effect. It remains uncertain how
other types of variations might affect the results,
including those unrelated to the candidate selection
task, such as prompt formatting.

Ethics statement

This work involves LLM decision-making in the
high-risk human resources context. If LLMs are
used as tools for screening candidates, ethical con-
cerns may arise due to biases, some of which are
not well-understood and mitigated, as well as the
models’ limitations in reasoning.

Additionally, our work reveals, albeit through
a set of stylised experiments, incentives for candi-
dates to submit two CVs when applying for jobs.
These results have the potential to lower the quality
of candidate CV pools and increase the difficulty
of screening processes.

Lastly, we use ChatGPT to refine our writing on
a sentence level, without suggesting new content.
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A Appendix
A.1 Sub-prompts

We present the ingredients used for the assembly of candidate selection prompts.
The entries from Table 1, which lists jobs and their corresponding required qualifications, are used to
define candidate selection tasks.

Table 1: Considered jobs specified by a job title and two required and equally important qualifications. The
occupations are classified by stereotypical gender dominance and collar type. Qualifications are measured by years
of experience ranging from 1 to 8, while education degree can be one of — Certificate, Bachelor, Master, PhD, or
PostDoc.

Job title Required qualification 1 Required qualification 2 Occ1.1patl.0n
classification
Full-stack  frontend development experi- backend development expe- male dominated,
developer ence [years] rience [years] white collar
Welder Metal inert gas (MIG) weld- Tungsten inert gas (TIG) male dominated,
ing experience [years] welding experience [years] blue collar
Mechanical engineering education degree Computer-Aided Design male dominated,
engineer [in Mechanical Engineering] (CAD) experience [years]  white collar
Social Psy- psychology education degree counseling experience female dominated,
chologist [in Social Psychology] [years] white collar
House residential cleaning experi- special event cleaning expe- female dominated,
cleaner ence [years] rience [years] blue collar
Nurse clinical decision-making ex- patient care experience female dominated,
perience [years] [years] blue collar, white

collar

Table 2 contains qualification values, which define candidate locations in 2D attribute space. The values
are identical across jobs and only depend on the nature of the qualification pairs — numerical vs. numerical
or ordinal vs. numerical.

Table 2: Qualification values for the target, competitor, and decoy candidates, depending on the kind of attribute
(numerical or ordinal).

Numerical vs. numerical Ordinal vs. numerical

Candidate measured qualifications measured qualifications
Qualification 1 Qualification 2 Qualification 1 Qualification 2
[years experience] [years experience] [degree] [years experience]
TARGET 3 6 PhD 3
COMPETITOR 6 3 Bachelor 6
DECOY 2 5 Master 2

Figure 9 displays a warning and an explanation of the decoy effect, which is incorporated in the
candidate selection prompt right after the recruiter role definition.
Instructions for defining the recruiter role, which vary in length and detail, can be seen within Table 3.
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Be careful not to fall for the Decoy Effect and the Phantom Decoy Effect when evaluating candidates.

#i## Decoy Effect Explanation Starts

The Decoy Effect is a cognitive bias whereby adding an asymmetrically dominated alternative (decoy) to a choice set
boosts the choice probability of the dominating (target) alternative. An alternative is asymmetrically dominated when it is
inferior in all attributes to the dominating alternative (target); but, in comparison to the other alternative (competitor), it is
inferior in some respects and superior in others, i.e., it is only partially dominated.

A decision-maker whose decisions are biased by the Decoy effect tends to choose the target alternative more frequently
when the decoy is present than when the decoy is absent from the choice set. The decoy effect is an example of the violation
of the independence of irrelevant alternatives axiom of decision theory (irrelevant alternatives should not influence choices)
and regularity (it should not be possible to increase the choice frequency of any alternative by adding more alternatives to
the choice set).

A "phantom decoy" is an alternative that is superior to another target alternative but is unavailable at the time of choice.
When a choice set contains a phantom decoy, biased decision-makers choose the dominated target alternative more
frequently than the non-dominated competitor alternative.

Here is an example of the Decoy Effect. Suppose there is a job ad for an interpreter with German and English. Knowledge
of each of the two languages is equally important. Consider the following candidates for a job:

- A: The candidate has an A2 certificate in German and a C1 certificate in English.

- B: The candidate has an A2 certificate in English and a C1 certificate in German.

- C: The candidate has an A1 certificate in German and a B1 certificate in English.

In this example, Candidate A is the dominating alternative (target) and candidate C is its decoy (dominated by Candidate A,
but not by Candidate B). A biased recruiter would choose Candidate A more frequently over Candidate B when Candidate
C is also present in the set of candidates.

To avoid falling for the Decoy Effect or the Phantom Decoy Effect, it is advisable to consider the following recommenda-
tions:

- **Focus on Job Requirements**: Before looking at available options, define your own hiring criteria based on the job
requirements. Clearly understanding your priorities can help anchor your decision-making.

- **Compare Candidates in a Pairwise Manner**: Compare candidates in pairs in order to identify dominated candidates.
- **]gnore Irrelevant Candidates**: Do not consider those candidates whose all relevant qualifications are dominated by
another candidate. Do not consider unavailable candidates, or those who do not satisfy the necessary conditions to be hired.
- **Take Your Time**: Don’t make impulsive decisions. Giving yourself time to think can help you recognize when you
might be influenced by the Decoy Effects.

By following these steps, you can reduce the impact of the Decoy Effect and make more rational, well-informed decisions
that truly reflect hiring needs.

### Decoy Effect Explanation Ends

Figure 9: A sub-prompt warning not to fall for the decoy effect. It includes a detailed explanation of the effect, an
example of biased choice between candidates, and a list of recommendations on how to avoid such bias.

Table 3: Sub-prompts defining the recruiter role and varying by conciseness. ‘Concise 1’ is the default instruction.

Conciseness grade Recruiter role instruction

Succinct  You are an expert recruiter.

Concise 1  Act as an experienced and fair recruiter with excellent analytical skills.
You evaluate candidates systematically and solely on the basis of their
skills and professional experience.

Concise 2 Assume the role of an experienced and impartial recruiter with strong
analytical abilities. Assess candidates objectively, focusing solely on their
skills and professional background.

Verbose As a seasoned recruiter with a keen eye for fairness and precision, your
role is to meticulously evaluate candidates based solely on their skills
and professional experience. Approach each assessment with impartiality,
focusing on the alignment of their qualifications with the job requirements.
Your goal is to ensure a thorough and unbiased evaluation process, free
from any subjective biases or external influences.
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A.2 Candidate presentation order/identifier bias

We observe, in line with existing literature, strong order/identifier bias as can be seen in Figure 10. Namely,
listing the candidate choice set in different orders when assembling the candidate selection prompt yields
markedly different target probabilities. This happens in both control and treatment conditions, and across

models.

We notice that GPT-3.5 displays a stable relative probability pattern across order permutations, e.g.,
data points for permutation 0 are consistently under the diagonal, right from permutation 1, and left from
permutation 4. Another notable difference between the models is that GPT-4 exhibits more extreme
choice behavior — it frequently produces choice probabilities close to one or zero, despite our aim to
design prompts yielding 0.5 probabilities in the control condition. For example, the target probability for
candidate permutation 5 in the results for ‘Nurse’ is close to zero in the control condition, while changing
to almost one in the treatment condition.
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Figure 10: Target probability in the control and treatment conditions for each of the six candidate order permutations
and two models, and across occupations. Permutations are labelled by numbers, the definition of which can be
found in Table 4. Positive bias is present for data points above the diagonal.

Table 4: All permutations of candidate order and their corresponding IDs.

Permutation ID A B C
0 TARGET COMPETITOR DECOY
1 TARGET DECOY COMPETITOR
2 COMPETITOR TARGET DECOY
3 COMPETITOR DECOY TARGET
4 DECOY TARGET COMPETITOR
5 DECOY COMPETITOR TARGET
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