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Abstract

Chat-based large language models have the oppor-
tunity to empower individuals lacking high-quality
healthcare access to receive personalized informa-
tion across a variety of topics. However, users
may ask underspecified questions that require ad-
ditional context for a model to correctly answer.
We study how large language model biases are ex-
hibited through these contextual questions in the
healthcare domain. To accomplish this, we curate a
dataset of sexual and reproductive healthcare ques-
tions (CONTEXTSRH) that are dependent on age,
sex, and location attributes. We compare models’
outputs with and without demographic context to
determine answer alignment among our contextual
questions. Our experiments reveal biases in each
of these attributes, where young adult female users
are favored.

1 Introduction

With the rise in accessibility of chat-based large lan-
guage models (LLMs), the public increasingly uses
them as question-answering systems for personal-
ized answers. While many questions contain abso-
lute, objective answers (e.g., When was Benjamin
Franklin born?), some questions are contextual
and when underspecified, will produce incorrect
or incomplete answers that are dependent on miss-
ing information not stated in the question (Palta
and Rudinger, 2023; Min et al., 2020; Cole et al.,
2023; Li et al., 2020). These types of questions
are especially prevalent in the healthcare domain,
where an answer may depend on medical history or
the user’s attributes, such as age and biological sex.
For example, the question “Which is the best birth
control method for me?” does not have a single
correct answer and instead depends on both sex and
age, among other factors. However, an LLM’s an-
swer may not account for these factors and instead

Demographic Conditioning

Does the original answer align 
with the female or male answer?
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+ no 
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Original LLM Answer: “The 
most common symptom of a 

yeast infection is vaginal 
itching…Vaginal discharge 

that is thick, white…”

Question: Why does my yeast 
infection keep coming back?
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yeast infection is a 
common vaginal 

infection…symptoms 
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Question + female 
demographic 

context

Question + male 
demographic 

context

LLM Answer: 
“…common problem 

for both men and 
women…most 

commonly occur on 
the penis, foreskin…”

Figure 1: A model’s answer is biased toward the female
demographic when asked the question without context.

answer for the demographic most likely to ask the
question (Figure 1). Given that specific groups
with low healthcare access may utilize LLMs more
– minors, people with limited time or low-resource
backgrounds, and people in rural areas – we must
characterize these types of biases to avoid detri-
mental effects to users’ health (Wang et al., 2023;
Parray et al., 2023).

Previous studies have analyzed biases in NLP for
healthcare (Omiye et al., 2023; Zhang et al., 2020;
Logé et al., 2021) and evaluated how to better inte-
grate these models for patient use in the maternal
health domain (Antoniak et al., 2023). Shaier
et al. (2023)’s research is complementary and found
that including demographic information in non-
contextual questions altered model answers. Mean-
while, Jin et al. (2023) investigated information
disparities across languages for equivalent ques-
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tions. Similar to contextual questions, knowledge
conflicts can be seen as instances where the model
contains several conflicting answers. Related work
has evaluated these conflicts within the context of
parametric and external knowledge (Chen et al.,
2022; Kassner et al., 2021; Petroni et al., 2020;
Longpre et al., 2021; Xie et al., 2023) and ana-
lyzed how different prompts affect the outputs of
these conflicts (Zhou et al., 2023). In the health-
care setting, knowledge conflicts can pertain to
different symptoms and diagnoses across various
groups. However, previous work has not evaluated
how conflicts can result in biased answers that may
negatively affect distinct groups in this setting.

We study contextual questions in sexual and
reproductive healthcare and ask: Are LLM
responses to sexual and reproductive health
questions biased toward specific demographic
groups? We create a dataset of U.S.-based English
contextual questions, where each question is de-
pendent on the person’s age, biological sex, and/or
location. We analyze chat-based LLMs, quantita-
tively compare model responses with and without
additional demographic context, and perform a hu-
man evaluation to determine whether models are
susceptible to producing answers targeting certain
groups.

Our contributions are:

• Alongside public health and gender studies
experts, we create a dataset of sexual and re-
productive public health contextual questions
(CONTEXTSRH) that require additional in-
formation dependent on age, location, and/or
sex.

• We investigate whether LLM responses favor
certain demographic groups. We find biases
towards specific groups in each attribute (fe-
male, ages 18-30, living in Massachusetts)
consistent across multiple chat-based LLMs.

2 Data

We focus on contextual questions relating to sexual
and reproductive health, as these topics are often
stigmatized in American society (Hussein and Fer-
guson, 2019), and can depend on age, location and
sex. Users may turn to LLMs for these questions
since they can obtain information anonymously
without potential societal and familial repercus-
sions. We source our data from two public health
question-answering websites:

1. Planned Parenthood Blog1: Planned Parent-
hood is a nonprofit organization for sexual
and reproductive healthcare. The blog con-
tains questions asked by the public and mainly
focuses on female-related health issues, cov-
ering topics such as abortion, contraception,
and pregnancy. We collect English questions
from the “Ask the Experts” category.

2. Go Ask Alice2 is a blog-style question-
answering platform from Columbia Univer-
sity. A team of healthcare experts answer sub-
mitted questions on topics spanning drug use,
emotional health, nutrition, and sexual health.
We collect English questions from the “Sexual
and Reproductive Health” category.

After collecting questions from both sources, we
filter our dataset to contain context-dependent ques-
tions. We specifically focus on retaining questions
that are dependent on a person’s age, location, or
sex, as these can often affect the answers to these
types of questions. We label whether each question
is dependent on one or more of our three attributes,
with annotations verified by public health and gen-
der studies researchers. The final CONTEXTSRH
dataset contains 116 questions from Planned Par-
enthood and 71 from Go Ask Alice3. Of the 187
questions, 64 depend on sex, 106 on age, and 55
on location.

Public health and gender studies experts were
consulted in determining which groups to analyze.
We focus on milestone ages in the United States (10,
15, 18, 21, 25, 30, 40, 50, 60, 70) and aim to cover
topics that relate to our broad range of ages such
as puberty, contraception, and menopause. For
sex, we study people who are assigned one binary
sex at birth (Female and Male). While intersex
and additional genders exist (e.g., transgender, two-
spirit), we focus our initial study on the binary
female/male sex categories due to data constraints
with plans to expand to other groups in the future.

As our questions stem from U.S.-based web-
sites, and reproductive health and sex education
have state-level policies, we limit our locations
to U.S. states. Laws relating to parental consent,
healthcare accessibility, and sex education in public
school systems differ across states. Recent years
have seen more restrictive reproductive healthcare

1https://www.plannedparenthood.org/blog
2https://goaskalice.columbia.edu/
3While most of the questions contain the exact wording as

shown on the sites, some were reworded to remove context.
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laws arise in traditionally conservative states. As
such, we use Warshaw and Tausanovitch (2022)’s
study on the ideological preferences of Americans
to select the three most conservative – Wyoming
(WY), Idaho (ID), South Dakota (SD) – and liberal
– Massachusetts (MA), Vermont (VT), Hawaii (HI)
– states4. We specify our evaluations to laws in
effect at the end of 2023.

3 Biases in Context-Dependent Health
Questions

We hypothesize that asking context-dependent
questions without stating the user’s attributes as
context will reveal biases in answering questions
toward specific demographic groups. To analyze
this, we: 1) probe the model with the original ques-
tion from our dataset, 2) probe the model with the
question and a demographic group as context for
all groups within an attribute, and 3) compare the
answers produced by the model for each group
against the model’s answer to the question with-
out context (original answer). Our model infer-
ences use a temperature of 0. We evaluate GPT-3.5-
turbo5, LLaMA-2-70b-chat (Touvron et al., 2023),
and LLaMA-3-70b-chat67.

When comparing model outputs against the orig-
inal answer, we use sentenceBERT embeddings
(Reimers and Gurevych, 2019) to embed each gen-
erated answer and measure the cosine similarity of
each group’s answer to the original answer. This
is used as a measurement to then rank the answers
with context across demographic groups. These
measurements allow us to compare which demo-
graphic groups contain more contextually similar
answers to the original answers (the answers may
be more similar but are not necessarily equivalent).
While sentence similarity may not completely cap-
ture bias, it can help capture instances in which an-
swers from questions with context deviate greatly
from original answers (e.g. can contain different
or additional information). These significant devia-
tions can indicate instances of bias, where original
answers are more similar to answers given specific
groups of context (e.g. female sex). With these sim-

4Rankings are provided from a multilevel regression and
post-stratification model through responses from 18 large-
scale surveys that are adjusted for race, education, and gender.

5https://openai.com/blog/
introducing-chatgpt-and-whisper-apis

6https://ai.meta.com/blog/meta-llama-3/
7We provide additional results on chat-bison-001 and

gemini-pro in Appendix C. These are not included here due to
the models’ refusals to answer several questions.

ilarity scores, we calculate (formulas in Appendix
A.3):

• Average similarity scores: We calculate the
average cosine similarity scores across all rel-
evant questions for each attribute’s group.

• Percent win: For each question, we record
the group with the most similar answer to the
original answer and calculate how often this
occurs for each group within each attribute.
In some cases, multiple groups were tied for
the most similar answer and as such, the total
percentage across all groups is over 100%.

In our setting, we consider an unbiased model
to be one that presents comprehensive answers per-
taining to all relevant demographic groups (e.g.
all sexes) when asked an underspecified question.
When asked a question with demographic context,
the model would tailor the answer to that demo-
graphic. However, an unbiased model would still
have this demographic-specific information present
in its answer. As there are many situations in sex-
ual and reproductive health in which a user may
not want to include further identifying informa-
tion to maintain privacy, having a model that pro-
duces comprehensive answers pertaining to all de-
mographic groups allows these users to maintain
this privacy. Our metrics can be seen as a version of
demographic parity, where Percent Win indicates
how often each group has the most similar answer
to the original answer. In this case, an unbiased
model would have equal values across all groups
for an attribute.

Additionally, we perform a human evaluation
of the models’ answers to the original questions.
Annotators read a contextual question and model
response and determine for which groups is the
model correctly responding. For the sex-based
questions, we use healthcare annotators on Pro-
lific8. For location and age-based questions, we
manually annotate the results since location-based
questions require knowledge of current laws in the
U.S. Age-based questions are dependent on either
current U.S. laws or health-related context. How-
ever, we find that healthcare annotators on Prolific
contain the very biases we are examining in the
models (e.g. don’t associate pregnancy with indi-
viduals past age 40). As a result, we use internal
annotation for these two lists of questions. Two

8www.prolific.com
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GPT-3.5-turbo LLaMA-2-70b-chat LLaMA-3-70b-chat
Attribute Group Avg % Win % Human Avg % Win % Human Avg % Win % Human

Age 10 0.56 3.8 53.8 0.73 3.8 63.7 0.68 3.8 62.2
15 0.84 4.7 88.7 0.81 13.2 79.4 0.76 8.5 76.5
18 0.92 20.7 96.2 0.85 15.1 93.1 0.79 17.9 89.8
21 0.91 12.3 97.2 0.86 16.0 94.1 0.80 13.2 90.8
25 0.91 15.1 97.2 0.86 16.0 94.1 0.79 22.6 90.8
30 0.91 16.0 97.2 0.85 13.2 93.1 0.78 8.5 90.8
40 0.90 12.3 95.3 0.85 10.4 87.2 0.78 8.5 85.7
50 0.86 6.6 75.4 0.83 9.4 65.7 0.76 11.3 72.4
60 0.83 3.8 68.9 0.80 4.7 64.7 0.73 0.9 71.4
70 0.82 5.7 67.0 0.79 2.8 64.7 0.71 4.7 70.4

Sex Female 0.91 60.9 98.4 0.88 57.8 93.5 0.80 62.5 95.3
Male 0.88 39.1 83.9 0.87 42.2 82.2 0.77 37.5 75.0

Location HI (L) 0.78 14.5 64.8 0.80 9.1 76.9 0.72 16.4 78.7
ID (C) 0.80 23.6 64.8 0.81 18.2 57.7 0.71 12.7 70.2
MA (L) 0.81 36.4 85.2 0.84 40.0 100.0 0.75 32.7 97.9
SD (C) 0.79 5.4 72.2 0.82 23.6 63.4 0.72 25.4 89.4
VT (L) 0.79 7.3 85.2 0.79 7.3 96.1 0.72 18.2 100.0
WY (C) 0.78 12.7 87.0 0.80 12.7 88.5 0.69 5.4 97.9

Table 1: Average cosine similarity (Avg) and Percent win (% Win) scores between original questions’ answers and
answers from original questions with demographic context. % Human indicates human evaluation of the original
questions’ answers. States marked with (L) are ‘liberal’ and those marked (C) are ‘conservative’.

researchers each label the groups that each model’s
response answers correctly, given the related at-
tribute. We use groups selected by both annotators
in our results. Appendix B contains more details
and screenshots of our annotation surveys.

4 Results

Table 1 shows our results across all relevant ques-
tions for age, sex, and location. Across both mod-
els and all three metrics, the default model an-
swer is most similar to answers when given the
context that the user is between the ages of 18-
30. Though many age-dependent topics are asso-
ciated with younger ages (e.g., birth control, sexu-
ally transmitted infections, pregnancy), these top-
ics are still relevant for some older individuals. In
addition, older women go through many bodily
changes during menopause, which can make cer-
tain symptoms and their causes more likely and
affect answers. We find that including older ages
as context in pregnancy-related questions changes
model responses to highlight decreases in ovulation
frequency and low egg quality.

Differences across locations are not as sizeable
as those across ages and sexes, possibly because
changes and restrictions to sexual and reproductive
healthcare concerning states are changing at a more
rapid pace than for sex and age. Models do not con-
tain up-to-date information on many changes and
produce more generic answers, e.g., responding
that minors do not need parental permission in the
U.S. for the question “Can you get an IUD without

parent permission?” though contraceptive consent
laws differ across states9. Additionally, since there
exist a wider array of possible contexts for loca-
tions, the model may favor generic responses. How-
ever, models tend to produce answers more closely
aligned with those when Massachusetts is given as
the context. Though Massachusetts is selected as
a liberal state, its abortion and birth control pre-
scription laws are more moderate (e.g. parental
consent is needed for minors’ abortions). As many
of the location-dependent questions relate to abor-
tion and birth control, this may indicate the models’
moderate-leaning information regarding the topics.

When comparing sexes, we find that models pro-
vide female-leaning answers (example in Figure
1). Adding the male sex as context frequently
pushes models to generate information regarding
male anatomy rather than only female anatomy or
highlight birth control related to males. Though
sexual and reproductive healthcare is relevant to
both sexes, some of the topics are typically dis-
cussed more in the female context (e.g. birth con-
trol and yeast infections). This bias is consistent
with sexual and reproductive health service pro-
vision globally, as they are typically focused ex-
clusively on females. These societal biases may
affect the quality of answers given to male users or
suggest to male users that they do not have a role
in reproductive health, as information in this space
can drastically differ between the sexes.

9https://www.guttmacher.org/state-policy/
explore/minors-access-contraceptive-services
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Our qualitative human evaluation shows a strong
alignment with quantitative results in the age and
sex attributes, verifying this analysis. Meanwhile,
the location attribute has more variation, though
Massachusetts is highly favored in both.

We verify the statistical significance of differ-
ences in similarity scores across groups with Fried-
man’s test for age and location and Wilcox signed-
rank test for sex. Differences across the age and lo-
cation groups are statistically significant (p < 0.05)
for all models. Differences between male/female
are statistically significant for GPT-3.5-turbo and
LLaMA-3. We measure Cohen’s Kappa (Cohen,
1960) inter-annotator agreement for the location
and age annotations through binary label splits
across groups and obtain agreement scores (GPT,
LLaMA-2, LLaMA-3) of 0.78, 0.64, and 0.67 for
location and 0.37, 0.48, and 0.53 for age. While
location inter-annotator agreement is strong, age is
lower likely due to the large number of categories
(10) and age being a continuous variable.

5 Conclusion

We studied how social biases may arise through
underspecified contextual healthcare questions in
chat-based LLMs, illuminating the types of ques-
tions that may be susceptible to bias. Disparities
exist among model answers for different groups
across age, location, and sex attributes. Therefore,
it is crucial to ensure equality in models’ answers
in critical domains such as sexual and reproductive
healthcare. Future question-answering research can
work toward providing comprehensive answers that
are not tailored to certain demographics. This can
then help ensure user privacy when asking sensitive
questions by providing users with relevant knowl-
edge without asking for additional information.

Limitations

While we aim to be comprehensive in our work,
there are several limitations we discuss below.

First, our study is Western and specifically,
American-centric. Our questions are written in
English, and we limit the locations we study to the
United States. This is done for a variety of rea-
sons: 1) the language knowledge of the authors
and our need for internal human evaluation, 2)
U.S. health-related policy knowledge of our public
health and gender studies authors, and 3) differing
policies across U.S. states for sexual and reproduc-
tive healthcare. Future work can expand this to

other languages and other countries, as limited ac-
cess to healthcare knowledge is an ongoing concern
across the world.

A second limitation arises from the binary
male/female sex categories that we analyze. As
stated in Section 2, other sexes and gender iden-
tities exist, and these in turn can lead to differing
outputs for our questions. As an initial study, we
first aim to demonstrate an existing bias in sexual
and reproductive health binary sex-based questions.
We aim to expand this to other sexes and gender
identities in our future work to provide a more com-
prehensive analysis of these types of questions.

We limit our location-based groups to three con-
servative and three liberal states. While an ideal
analysis would evaluate all 50 states, this is not
feasible at scale with human annotations. How-
ever, our selected states have varying laws not only
between political polarities but within these two
groups as well (e.g., Wyoming has not banned abor-
tion and Hawaii has stricter minor consent laws
for individuals under 14). In addition, we fix our
location-based studies to laws in effect at the end of
2023. However, as state-based laws are constantly
changing, our results for these questions may differ
in the future. This shows that these types of ques-
tions should not be answered through a language
model’s internal knowledge and should instead be
aided by up-to-date external knowledge.

Ethical Considerations

When creating our dataset of sexual and repro-
ductive health questions, we scrape questions
that are already publicly available on Planned
Parenthood and Go Ask Alice. Our dataset is
available at https://github.com/sharonlevy/
ContextualQuestions. As this work is interdisci-
plinary, our team contains public health and gender
studies researchers who aid us in filtering and an-
notating our questions. A risk of our work is that
adversaries may intentionally use our results to se-
lect more biased LLMs for their applications.

We use internal researchers to annotate our loca-
tion and age-based questions for our human evalu-
ation. For the sex-based questions, we pay Prolific
workers to label model responses at a rate of $14
per hour. Workers are alerted in the task that they
are evaluating AI model responses instead of hu-
man responses to our questions.
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A Implementation Details

A.1 Data
We initially scraped over 1k questions from the two
sources. However, given our specific evaluation of
context-dependent questions in regard to our three
attributes, we filtered down the dataset, as many
questions were not contextual within the scope of
our study. Our quantitative study evaluates varia-
tions of each question with additional demographic
information. As such, we evaluate na x 10, nl x
6, and ns x 2 questions in our quantitative study
where na, nl, and ns refer to the number of ques-
tions dependent on age, location, and sex attributes,
respectively.

A.2 Prompting
We use LangChain10 for our quantitative experi-
ments. We use the OpenAI API for GPT-3.5-turbo
and together.AI API for LLaMA-2 and LLaMA-
3. When prompting the models with the orig-
inal questions, we do not include additional to-
kens/information in the prompt. When including
additional context, we use the following prompts:

• {original question} I am {AGE} years old.

• {original question} I live in {LOCATION}.

• {original question} I am a {SEX}.
10https://www.langchain.com/

We select a temperature of 0 for all inferences to
extract the deterministic behavior of the LLMs and
the related biases. Even with this low temperature,
almost all answers from the model are long-form
instead of yes/no answers and span at least one
paragraph.

A.3 Metrics
Average Similarity Score The average similarity
scores metric is formulated as

AverageSimilarityScorea,g =
1

na

na∑

i=1

CSSg,i

(1)
where CSS is the cosine similarity score, a ∈ A
refers to an attribute, g ∈ G refers to a group, and
na is the total number of questions for attribute a.

Percent Win The Percent Win metric is formu-
lated as

PercentWina,g =
1

na

na∑

i=1

g(x) (2)

where

{
g(x) = 1 if CSSg,i = max(CSSa,i))

g(x) = 0 if CSSg,i ̸= max(CSSa,i))

B Annotation

We use Prolific to annotate the sex-based original
questions. We filtered for fluent English annota-
tors based in the United States with an approval
rating above 95% who are healthcare professionals
working in either healthcare and social assistance
or medical/healthcare industries. We hired five an-
notators to evaluate each model’s answers. Each
annotator was required to fill out a Google survey
form containing the question/answer pairs. For
each original question from the dataset, we first
asked whether the question was relevant to one or
both sexes. Most sex-based questions are relevant
to both sexes but three are female-based questions
that can be plausibly asked by male users (e.g.,
“What is a Pap Smear and do I have to get one?”
may be asked by male users who are not familiar
with the procedure). The relevancy question is used
as a filter and attention check since we want to re-
move annotators that have the same biases we are
investigating in the models (e.g., removing annota-
tors who believe yeast infections are only relevant
to females). For annotators that pass the first ques-
tion, we use their answer for the second question
where we ask for which sex is the answer correct.
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The final answers we consider in our human evalu-
ation receive more than one vote after our filtering.
We provide screenshots of the sex-based annotation
task in Figures 2 and 3.

For the location and age-based questions, we
instruct two of our researchers to fill out each of
the corresponding Google forms. Both forms con-
tain the list of questions, model answers, and a list
of corresponding groups for each attribute. The
researchers are instructed to determine for which
locations/ages is the model correctly responding.
We provide researchers with resources on updated
state laws111213. We show screenshots of our age
and location-based human annotation surveys in
Figures 4, 5, 6, and 7. When measuring agreement
in the multilabel setting, we treat each question as
multiple questions, where each group has a binary
label. For n questions with m groups, we calculate
Cohen’s Kappa for n ∗ m questions that have bi-
nary labels that depend on whether the annotator
has selected the specific group.

C chat-bison-001 and gemini-pro Results

Our main goal in selecting the models to evaluate
is to analyze models that are popular public-facing
and user-friendly models. In addition, we evaluate
two variants of the open-sourced LLaMA series.
To further evaluate popular chat-based models, we
show additional quantitative results for Google’s
chat-bison-001 and gemini-pro models. These are
not included in the main portion of the paper, as
both models refuse to answer several questions,
even after some rewording. We show the results
for the subset of questions for which the models
do provide answers in Table 2. For gemini-pro,
we evaluate 66 age, 54 location, and 61 sex-based
questions. We evaluate 87 age, 30 location, and 58
sex-based questions for chat-bison-001. Our results
show that both models follow the same pattern of
results as GPT-3.5-turbo, LLaMA-2, and LLaMA-
3 across all three attributes. In addition, differences
in results for the average cosine similarity scores
are statistically significant for both models and all
three attributes except for the sex attribute in chat-
bison-001.

11https://www.guttmacher.org/state-policy/
explore/overview-minors-consent-law

12https://www.plannedparenthoodaction.org/
abortion-access-tool/US

13https://www.goodrx.com/
conditions/birth-control/
heres-how-to-get-birth-control-without-a-doctors-prescription

D Model Refusals

When we received the answer refusals from gemini-
pro and chat-bison-001, these were in the form of
no output response for the models. In the case of
gemini-pro, the model has a variety of flags that
catch toxic/dangerous inputs. We removed these
flags but were still unable to get outputs from the
model for several questions. For GPT and LLaMA-
based models, the models always provided outputs.
There were a minor number of cases where the
model generated output and refused to answer in
the text (e.g. “I cannot provide information on
this”). To catch these few cases, we included a
“Not Applicable” option in our human evaluation
and removed the questions from our evaluation for
the respective model. Given the small number of
instances of this type of model refusal, we were
able to proceed with our evaluation and compare
model biases.
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chat-bison-001 gemini-pro
Attribute Group Avg % Win Avg % Win

Age 10 0.76 4.6 0.54 4.5
15 0.89 9.2 0.76 6.1
18 0.90 10.3 0.82 18.2
21 0.92 20.7 0.84 22.7
25 0.92 21.8 0.86 16.7
30 0.92 24.1 0.83 28.8
40 0.89 23.0 0.84 22.7
50 0.83 1.1 0.81 13.6
60 0.80 5.7 0.79 7.6
70 0.80 2.3 0.73 13.6

Sex Female 0.92 53.4 0.87 62.3
Male 0.91 46.5 0.83 42.6

Location Hawaii (L) 0.76 6.7 0.65 13.0
Idaho (C) 0.79 30.0 0.69 13.0

Massachusetts (L) 0.80 36.7 0.70 53.7
South Dakota (C) 0.78 16.7 0.68 11.1

Vermont (L) 0.78 16.7 0.69 3.7
Wyoming (C) 0.77 3.3 0.68 5.5

Table 2: Average cosine similarity scores between the original question’s answer and the answer from the original
question with demographic context. The ‘% Win’ column is the percentage of answers that are most similar to the
original question’s answer across all relevant questions. L indicates liberal states and C indicates conservative states.

Figure 2: Sex-based annotations instructions for human evaluation.
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Figure 3: Example of a sex-based question from the survey for human annotations.
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Figure 4: Age-based annotations instructions for human evaluation.

Figure 5: Example of an age-based question from the Prolific survey for human annotations.
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Figure 6: Location-based annotations instructions for human evaluation.

Figure 7: Example of a location-based question from the Prolific survey for human annotations.
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