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Abstract

The widespread adoption of Large Language
Models (LLMs) and awareness around multi-
lingual LL.Ms have raised concerns regarding
the potential risks and repercussions linked to
the misapplication of Al-generated text, ne-
cessitating increased vigilance. While these
models are primarily trained for English, their
extensive training on vast datasets covering
almost the entire web, equips them with capa-
bilities to perform well in numerous other lan-
guages. Al-Generated Text Detection (AGTD)
has emerged as a topic that has already re-
ceived immediate attention in research, with
some initial methods having been proposed,
soon followed by the emergence of techniques
to bypass detection. In this paper, we re-
port our investigation on AGTD for an in-
dic language Hindi. Our major contributions
are in four folds: i) examined 26 LLMs to
evaluate their proficiency in generating Hindi
text, ii) introducing the Al-generated news
article in Hindi (AGy;) dataset, iii) evalu-
ated the effectiveness of five recently pro-
posed AGTD techniques: ConDA, J-Guard,
RADAR, RAIDAR and Intrinsic Dimension
Estimation for detecting Al-generated Hindi
text, iv) proposed Hindi Al Detectability In-
dex (ADIy;) which shows a spectrum to un-
derstand the evolving landscape of eloquence
of Al-generated text in Hindi. The code and
dataset is available at https://github.com/
ishank31/Counter_Turing_Test

TWork was done when the author was at the Al Institute,

University of South Carolina.

1 AGTD - The Necessity

With the rise in the number of LLMs capable
of generating text across languages, the risks as-
sociated with it have increased. Al-generated
text could result in misinformation and fake news
(Kreps et al., 2022), online manipulation can be
used to create fake reviews and social media posts
(Chernyaeva et al., 2022), Phishing and scams
where malicious actors may use Al-generated text
to generate phishing emails (Basit et al., 2021), etc.

In summary, as generative models grow, we need
comparable detection techniques. Al text detec-
tion is necessary to safeguard individuals, orga-
nizations, and society from the potential negative
consequences of malicious or misleading content
generated by Al systems. It plays a crucial role in
maintaining the integrity of online communication
and upholding ethical standards in the use of Al
technologies. We are the first to conduct exper-
iments for Al-generated news article generation
and detection techniques for the Hindi language.
Hindi is the fourth most spoken first language in
the world after Mandarin, Spanish, and English
(Wikipedia, 2023). Taking inspiration from re-
cent works of Al-generated text detection for En-
glish (Chakraborty et al., 2023a) where they dis-
cussed 6 detection techniques namely watermark-
ing, perplexity estimation, burstiness estimation,
negative log curvature, stylometric variation and
classification-based approach. We extend it to re-
gional languages like Hindi and cover five new
detection techniques to assess Al-generated text
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detection for Hindi.

OUR CONTRIBUTIONS: A Counter Turing Test

(CT?) and AI Detectability Index for Hindi (ADIy,;)

i |ntroducing the Counter Turing Test (CT?) for Hindi,
a benchmark that incorporates methods designed to
provide a thorough assessment of the resilience of
existing AGTD techniques in Hindi.

®  Conducting a thorough examination of 26 LLMs
to generate an Al-generated news article in Hindi.
(AGy;) dataset

% Presenting the Al Detectability Index for Hindi (ADI},;)
as a metric for Language Models to assess whether
their outputs can be identified as generated by artifi-
cial intelligence or not.

- Curated datasets and models is made available for
open-source research and commercial use.

2  Multilingual LLMs

In this paper, we investigate the effectiveness of
AGTD techniques on the Hindi language. This sec-
tion discusses our selected LLMs and elaborates
on our data generation methods.

2.1 LLMs: Rationale and Coverage

We chose a wide gamut of 26 LLMs that have
exhibited exceptional results on a wide range of
NLP tasks. They are: (i) GPT-4 (OpenAl et al.,
2024); (ii) GPT-3.5 (Chen et al., 2023); (iii) GPT-
2 (Base, Medium, Large, XL) (Radford et al.,
2019); (iv) BARD (now Gemini) (Bard, 2023);
(v) Bloom (560M, 3B, 7B) (BigScience, 2022)
(vi) Bloomz (560M, 1B, 3B, 7B) (Muennighoff
et al., 2022); (vii) mGPT (1.3B) (Shliazhko et al.,
2023); (viii) Mistral Instruct 7B (Jiang et al., 2023);
(ix) Gemma-1.1 (2B, 7B) (Team et al., 2024); (x)
mTO (Small, Base, Large, XL) (Muennighoff et al.,
2022); (xi) mT5 (Small, Base, Large, XL) (Xue
etal., 2021) .

As the field is in a constant state of evolution,
we acknowledge that this process will never reach
its finality but instead will persist in its expan-
sion. Therefore, we intend to maintain the Hindi
leaderboard benchmark as an open platform for

researchers, facilitating ongoing updates and con-
tributions.

2.2 Criteria of selection for Hindi LLM

We experimented with a total of 26 LL.Ms includ-
ing variation in their parameter size. We reject a
model if it generates no output, produces gibber-
ish, engages in code-switching or generates output
solely in English. Table 1 summarizes the rejection
criteria for these dismissed models. Additional de-
tails about the selection criteria are provided in
Appendix A.1.

Model No output  Gibberish output English output Code-switching

Bloom-560M v - v v
Bloom-3B v - - v
Bloom-7B v - v v

Bloomz-560M v - - -
Bloomz-1B v v - -
Bloomz-3B v - - v
Bloomz-7B v - - -

GPT-2 Base - v v v
GPT-2 Medium - v v v
GPT-2 Large - v v v
GPT-2 XL - v v v
mGPT-1.3B - v - -
Mistral-7B - ' - -
mT0 models v v - -
mT5 models v v - -

Table 1: Criteria used for rejecting the dismissed mod-
els. Bloom and Bloomz models fail to generate outputs
for most Hindi prompts. GPT-2 models produce gib-
berish or English outputs, with occasional instances of
code-switching. Encoder-decoder models, mT5 and
mTO either produce no output or generate gibberish.

Through our experimentation and observation
of the generated outputs, we rejected 21 models.
Some of the outputs from these models are present
in Appendix A.2. We have retained the responses
for 100 data points from BBC Hindi for the re-
jected models, thereby providing a valuable re-
source for future research endeavors. This dataset
exemplifies why certain models were deemed un-
fit for inclusion due to their inability to generate
coherent and meaningful text. In summary, out
of all the 26 LLMs tested for Al-generated news
articles in Hindi, we have considered 5 models
(BARD, GPT-3.5 Turbo, GPT-4, Gemma-1.1-2B-
it, Gemma-1.1-7B-it).
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Figure 1: Taxonomy of Al-Generated Text Detection techniques, showcasing various watermarking, feature-related,
statistical, and classification-based techniques for detecting Al-generated text.

2.3 Hindi AGTD (AG;;) dataset

In this section, we detail the methodology em-
ployed for generating our AGy,; dataset.

Human Written Articles: The human-written arti-
cles dataset is derived from BBC and NDTV news
platforms, encompassing various categories, in-
cluding India, international affairs, sports, Bolly-
wood, lifestyle, health, and more.

AlI-Generated Articles: To obtain Al-generated
responses, we employed state-of-the-art 5 LLMs.
The headlines collected from the human-written
articles were presented as prompts to these LLMs,
which generated text responses. The five selected
models for the curation of Al-generated articles,
resulted in a total of 29,627 Al-generated news
articles in Hindi from two Hindi news sources BBC
and NDTV as shown in Table 2. The details of
the prompts and the hyperparameters used while
producing the dataset are detailed in Appendix A.4.

Human Written Al Generated

Data Sources News Articles News Articles

BBC 1762 7390
NDTV 5281 22237
Total 7043 29627

Table 2: Statistics of human-written and Al-generated
news articles in Hindi. The dataset comprises a total of
36,670 news articles.

3 Related Works - SoTA methods

The current AGTD methods can be broadly
grouped into four categories: (i) Watermarking,
(ii) Methods based on features of Al-generated text
(iii) Classification based methods and (iv) Statisti-

cal methods, as illustrated in Figure 1.

Watermarking has long been an established
method in computer vision to identify the source
and ownership of content. Kirchenbauer et al.
(2023) were the first to present watermarking mod-
els for LLMs, though their initial proposal faced
criticism. Studies by Sadasivan et al. (2024) and
Krishna et al. (2023) demonstrated that paraphras-
ing can effectively eliminate the watermark, render-
ing this method ineffective. In response, Kirchen-
bauer et al. (2024) introduced a more resilient
method, which was more robust to paraphrasing.
However, this method can be circumvented by a
combination of replacing high entropy words and
paraphrasing (Chakraborty et al., 2023a). In this
paper, we are the first to discuss the balance be-
tween the distortion and detectability of the water-
mark in Section 4.

Recent studies suggest that salient features of
Al-generated text and operational characteristics
of the LLMs can be utilized to effectively detect
Al-generated content. In Section 5, we explore two
methods that leverage these features: (i) Intrinsic
Dimension Estimation (Tulchinskii et al., 2023)
and (ii) RAIDAR (Mao et al., 2024)

Classification methods address the problem of
Al-generated text detection by framing it as a bi-
nary classification task. Present studies utilize the
texts generated from LLMs to train the classifiers
(Lietal., 2023; Mao et al., 2024). We discuss three
such methods: (i) RADAR (Hu et al., 2023); (ii)
J-Guard (Kumarage et al., 2023) and (iii) ConDA
(Bhattacharjee et al., 2023) in Section 6.

Statistical methods leverage the discrepancies
in statistical characteristics of texts. They as-
sess the deviations in measures such as perplex-
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(a) Edit Distance

(b) BLEU Score

(c) BERTScore

Figure 2: Distortion of text vs detectability of watermark. We observe that the p-value increases even when
the percentage of watermarked tokens increases. (a) We see variation in p-values for edit distances below 2000.
However, for distances above 2000, p-values become constant and are not influenced by the percentage of tokens
watermarked (b) Higher similarity to the original text, indicated by a high BLEU score, correlates with lower
p-values (c) Semantic similarity does not influence p-values. However, p-values increase after 30% watermarked

tokens, reducing watermark detection reliability.

ity, burstiness (Tian and Cui, 2023), entropy and
n-gram frequency to differentiate between human
and Al-generated texts. DetectGPT (Mitchell et al.,
2023) makes use of the observation that the Al-
generated text lies in the negative curvature region
of an LLM’s log probability space to differenti-
ate between human and Al-generated text. Recent
studies, however, have criticized these methods
for their unreliability (Chakraborty et al., 2023a).
Therefore, we do not investigate them further.

There has been significant exploration of ways
to circumvent the detection techniques. Krishna
et al. (2023) and Sadasivan et al. (2024) have
shown that the watermarking technique is vulner-
able to paraphrasing attacks. Lu et al. (2024)
proposed a Substitution-based In-Context exam-
ple Optimization (SICO) method which can evade
Al detectors without relying on an external para-
phraser.

4 Testing the tradeoffs of distortion vs.
detectability in watermarking

To embed a watermark in text, targeted alterations
of specific text units are required. While it is in-
tuitive that increasing the number of alterations

enhances the strength of the watermark, excessive
changes can significantly distort the original text.
Therefore, an effective watermarking method re-
quires a delicate balance between distortion and
detectability. To our knowledge, no prior work has
addressed this issue comprehensively. Although
Kuditipudi et al. (2023) discussed distortion in the
watermarked text at a high level, they refrained
from quantifying this phenomenon. In this paper,
we empirically study the balance between distor-
tion and detectability based on the watermarking
methods proposed by Kirchenbauer et al. (2023).
We propose using Minimum Edit Distance to calcu-
late lexical distortion, BLEU score (Papineni et al.,
2002) for syntactic distortion, and BERTScore
(Zhang et al., 2019) for semantic distortion. For
detectability, we utilize z-score and p-value as pro-
posed by Kirchenbauer et al. (2023).

In our evaluation, we employ the Gemma-2B
model for paraphrasing responses by Gemma-7B.
We observe that after paraphrasing, the water-
mark present in the text becomes undetectable,
evidenced by p-values greater than 0.01 in Fig-
ure 2. Intuitively, one would expect that a higher
number of watermarked tokens would result in
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AGTD

. Performance
Technique

Pros Cons

- Different LLMs exhibit distinct MLE and PHD values.
- GPT-4, GPT-3 and BARD showcase intrinsic dimension

Intrinsic Dimension . .
similar to human text.

- Invariant property of text
- Language agnostic technique

- Models producing human-like responses share similar
intrinsic dimension as human text, making their outputs

Estimation - Difference in intrinsic dimension of Gemma outputs and - No training required harder to detect.
human text make the responses more discernible.
- Responses of Gemma models are highly detectable - Laneuage agnostic technique B i?;ndpf‘l(::[lle(;‘:arlesf:zgccs vary depending on the LLM
RAIDAR - The method fails to detect GPT-4, GPT-3, and BARD suage agnost d 5 Fewriting.
. . - N - No training required - Performance is sensitive to both the model chosen for
responses, with a significant performance drop of 24-32%. L .
rewriting and the prompt provided.
- Detection accuracy of GPT responses drops below 50%,
p.erformmg.\»{orse than a random classifier. . - Identifies human text with great
- Higher precision than recall suggests the model classifies recision
RADAR human-written text well but struggles to detect precis 5 - Not trainable
- Trained on paraphrased data along
Al-generated text. ith trainine data
- Consistently low accuracy and F1-scores indicate RADAR’s wi ining
difficulty in accurately identifying Al-generated text.
- Outperforms other methods, likely due to its focus
on journalistic features and news article data. _ Computationally easy to train
- Cross-model analysis shows a 10-27% performance dip P X y easy - Specifically designed to detect Al-generated news articles.
J-Guard R - Performs better than other models . .. e
when trained on the BBC dataset and tested on NDTV. X B - Performance is sensitive to the training data.
. . . considered in the study
- The model is less efficient when trained on data from
Gemma models compared to GPT or BARD data.
- ConDA's performance metrics, all below 50%, highlight ° Ullllzeslunsuperwsed dome.un
its difficulty in handling the task effectivel adaptation and self-supervised
ConDA - Y & X Y- contrastive learning to leverage labeled - Significantly low performance on Hindi text

- Low precision and recall indicate frequent misclassification
of Al-generated and human-written text.

data from the source domain and unlabeled
data from the target domain effectively.

Table 3: A brief description of performance, pros and cons of each AGTD technique.

paraphrasing having a lower impact on the water-
mark. However, our observations indicate that sam-
ples with the highest percentage of watermarked
tokens (50%) still exhibit high p-values, indicat-
ing almost complete elimination of the watermark.
The semantic distortion of the text, as quantified
by BERTScore, does not significantly affect water-
mark detectability. Additionally, we noticed that as
the BLEU score increases, indicating that the para-
phrased text is syntactically similar to the original,
the p-value decreases, suggesting more reliable wa-
termark detection compared to samples with lower
BLEU scores.

S Methods based on salient properties of
Al-generated texts

This section discusses the methods which leverage
the distinct features of the Al-generated text for
detection.

5.1 Intrinsic Dimension Estimation

Intrinsic Dimension estimation (Tulchinskii et al.,
2023) introduces an invariant property for human-
written text—namely, the intrinsic dimension of
the underlying embedding manifold. The authors

focus on the Persistence Homology Dimension
(PHD) which belongs to the class of fractal dimen-
sion approaches. They chose PHD due to its ability
to capture both local and global dataset properties
efficiently and robustly against noise. The hypoth-
esis is that the human-texts exhibit higher PHD
than that of Al-generated texts enabling a clear
differentiation between the two. Tulchinskii et al.
(2023) show that the PHD of most European lan-
guages is approximated to be 9+1. However, our
experiments reveal that Hindi texts have a lower
PHD, ranging from 6 to 7. Moreover, the maxi-
mum likelihood estimation (MLE) values lie in the
range of 9 to 10.

5.2 RAIDAR

Generative Al Detection via Rewriting (RAIDAR)
(Mao et al., 2024) method suggests that text gen-
erated by auto-regressive generative models typi-
cally maintains a consistent structure, often leading
other such models to perceive this Al-generated
text as high quality. RAIDAR observes that gener-
ative models alter Al-generated text less frequently
compared to human-written text during rewriting.
RAIDAR focuses on the symbolic word outputs
of large language models (LLMs) over other fea-
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tures, leveraging the minimal character edit dis-
tance between original and rewritten text. In our
experiments, we utilized six prompts and applied
Gemma-2B to rewrite samples from the dataset.
Additional details on the prompts are available in
Appendix B.4.

6 Classification Based Methods

This section discusses classification-based meth-
ods for detecting Al-generated text. These meth-
ods utilize a range of techniques such as adver-
sarial learning, self-supervised learning, and sty-
lometry while training on both human-written and
Al-generated text.

6.1 RADAR

Robust Al-text detector via adversarial learning
(RADAR) (Hu et al., 2023) is a novel frame-
work that employs adversarial training to enhance
AGTD. RADAR presents a paraphraser and a de-
tector as two opposing agents inspired by adversar-
ial machine learning techniques. The paraphraser
aims to generate realistic content that can bypass
Al-text detection, whereas the detector is trained
to enhance the detectability of the Al-generated
text. The paraphraser rewrites the text generated
by the LLMs to evade detection as Al-generated.
Conversely, the detector learns to distinguish be-
tween human and Al-generated text using both the
training data and the paraphraser’s output.

6.2 J-Guard

Journalism Guided Adversarially Robust Detec-
tion of Al-generated News (J-Guard) (Kumarage
et al., 2023) is a framework designed to tackle
the growing issue of Al-generated news. J-Guard
leverages stylistic cues derived from journalistic
features to distinguish human-written articles from
Al-generated news articles. The premise is that
deviation from the Associated Press (AP) Style-
book standards can indicate that an article is Al-
generated. The framework extracts various journal-
istic features to quantify these deviations including,
organization and grammar standards such as mean

99.

BBC GPT-3.5

BBC Gemma-2B
BBC Gemma-7B 95,
NDTV GPT-4
NDTV GPT-3.5
NDTV BARD
NDTV Gemma-2B
NDTV Gemma-78
hi

BBC BARD [IeE]
o

Trained on

w0 a @ ) ¥ 0 o Q @

BBC GPT-

BBC GPT-3.

BBC BARI

BBC Gemma-2I

BBC Gemma-7I
NDTV GPT-4

NDTV GPT-3.

NDTV BARI

NDTV Gemma-2i

NDTV Gemma-7i

Tested on

(a) J-Guard cross-model F1 scores

123 H 1307 455
. 116 1728 14 .

" Predicted Predicted

(c) RAIDAR (d) RADAR

(b) ConDA

Figure 3: (a) Models trained on BBC dataset and tested
on NDTYV dataset show a significant drop of 10-15%
in F1 score. ConDA and RAIDAR (b, c) misclassi-
fies Al-generated text as human-written and vice versa,
leading to high number of false positives and false neg-
atives. RADAR (d) frequently classifies a given text as
human-written, leading to misclassification of majority
Al-generated text.

word count, word count of leading paragraph, punc-
tuation use and standard formatting violations such
as date, time and number formats.

6.3 ConDA

The Contrastive domain adaptation framework
(ConDA) (Bhattacharjee et al., 2023) addresses the
problem of Al-generated text detection by framing
it as an unsupervised domain adaptation task where
the domains are different LLMs. The framework
assumes access to labeled source data and unla-
beled target data. This framework blends standard
domain adaptation techniques with the representa-
tion power of contrastive learning to learn domain
invariant representations that are effective for the fi-
nal unsupervised detection task. ConDA leverages
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Figure 4: Perplexity estimation for models. The perplexities of the responses generated by these LLMs are nearly
identical to those of human texts. This similarity in perplexity makes it an unreliable factor for distinguishing

between human and Al-generated text.

the power of both, unsupervised domain adaptation
and self-supervised representation learning.

7 Opverall Analysis

Table 4 provides a summary of the results for the
AGTD techniques. Our experiments highlight the
fragility of existing AGTD methods. RADAR and
ConDA exhibit poor performance in effectively
detecting Al-generated text. While intrinsic di-
mension estimation can effectively differentiate
the responses of certain models as Al-generated,
its performance is not consistent across models.
This is evident from the variation in intrinsic di-
mensions across models. J-Guard outperforms the
other techniques, but struggles in cross-model sce-
narios, revealing its limitations, as seen in Figure
3. Additional results are provided in Appendix B.

We found that responses generated by black-
box LLMs such as GPT-4, GPT-3.5 and BARD
are particularly challenging to detect, possibly due
to their large parameter sizes. In contrast, outputs
from open-source models like Gemma are easier to
identify. Interestingly, we did not observe a signifi-
cant difference in detectability across open-source
models with varying parameter sizes. As the LLMs
increasingly generate human-like text, detection
becomes more difficult, since most techniques rely
on comparing Al-generated text to human-written
content.

8 Al Detectability Index for Hindi (ADI},;)

Given the rapid advancements in LLMs, the exist-
ing AGTD techniques may prove to be ineffective

for the newer models. We propose Al Detectability
Index for Hindi (ADI};) as a benchmark to assess
and rank LLMs according to the detectability of
the model’s responses.

Intrinsic Dimension Estimation

RAIDAR
RADAR
J-Guard
ConDA

&
ADI Value

Figure 5: Right: ADI Spectrum of a diverse set of
LLMs based on their detectability. Left: Bars represent
Al-generated text detectability by a specific method.
Blue indicates fully detectable, orange indicates unreli-
able detection, and red indicates not detectable.

8.1 Limitations of ADI proposed by
Chakraborty et al. (2023a)

Previous work by Chakraborty et al. (2023a) fo-
cuses on perplexity and burstiness as the factors to
quantify the detectability of the model responses.
However, the text generated by the newer LLMs
is indistinguishable from human-written text. Fur-
thermore, the perplexity and burstiness of larger
models like GPT-4, GPT-3.5 and BARD resem-
ble human-written text with a small variance, as
illustrated in Figure 4. Liang et al. (2023) and
Chakraborty et al. (2023b) have shown that per-
plexity and burstiness are not reliable detectors
of human writing. To overcome this, we assess
the divergence between the Al-generated text and

4908



Detection News Source 1 News Source 2
Techniques Models [BBC Data] [NDTYV Data]
Accuracy Precision Recall Fl-score Accuracy Precision Recall F1-score
GPT-4
GPT-3.5
RADAR BARD 72.211 53.380
Gemma-2B | 50.748 52.448 53.557 61.423
Gemma-7B = 62.103 71.616 64.415
GPT-4
GPT-3.5
J-Guard BARD
Gemma-2B
Gemma-7B
GPT-4 51.856 52.736
GPT-3.5 50.587 50.899
ConDA BARD 55.245 57.030
Gemma-2B 53.700 53.985 59.679 63.607
Gemma-7B | 52.353 52323 52995  52.657 57.491 59.537
GPT-4 66.147 65.833 67.134  66.48 69.584 67.814  74.551  71.023
GPT-3.5 64.589 64.345 65439  64.888 60.549 60.43 61.116  60.771
RAIDAR BARD 74.22 74.085 74504 < 74.294 89.64 88.582  91.012  89.781
Gemma-2B
Gemma-7B 94.231  94.686
MLE PHD MLE PHD
Human 10.016 6.967 9.592 6.781
written
Intrinsic GPT-4 9.541 7.002 9.416 6.900
Dimension GPT-3.5 9.796 6.882 9.549 6.720
BARD 7.272 3.120 7.061 3.105
Gemma-2B 4.368 3.004 4.537 3.118
Gemma-7B 5.354 3.597 5.577 3.744

Table 4: Results showcasing the efficacy of various Al-Generated Text Detection (AGTD) methods. Results
compare performance metrics across different techniques, highlighting their effectiveness in accurately identifying

Al-generated text versus human-written text

human-written text to quantify the detectability of
the model.

8.2 ADI - Proposed by us

For every pair of human-written article and Al-
generated article in our AGy,; dataset, we identify
the common set of words between them, denoted
as V. For each word w; in V, we extract the sen-
tences Sy, and S,;; from the human-written and Al-
generated text respectively, containing w;. Using
these sentences, we generate the co-occurrence
vectors Cy, and Cy;.

This helps us capture the semantic, syntac-

tic, and lexical features of the text. These co-
occurrence vectors are then transformed into prob-
ability distributions by normalizing the frequency
counts. A detailed explanation of this can be found
in Appendix C.1 To quantify the divergence be-
tween these distributions we initially employed
KL-divergence (KLD) (Csiszar, 1975). However,
KLD lacks the capability to handle zero values
in the probability distribution. This results in the
divergence values escalating to infinity, causing
the models to cluster closely together and overlap,
rendering the spectrum discernible. To address
this we adopt Jenson-Shannon divergence (JSD)
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Figure 6: Comparison of Divergence values using KL-Divergence and Jenson-Shannon Divergence.
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mGPT138
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mT5-Small
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JS-Divergence

When

employing KL-divergence, all the divergence values cluster around a point. In contrast, using JS-Divergence reveals
a more distributed spectrum of values. Note: The divergence values of 1000 in the KL-divergence case are merely

indicative; the actual value approaches infinity.

(Jenson-Shannon-Divergence), a more robust and
symmetric version of KL-divergence. Figure 6 il-
lustrates the comparison between the performance
of KLLD and JSD. To assess overall divergence,
summation has been taken over all the data points
U as depicted in Equation 1. After calculating
the mean divergence of all 26 models initially, we
adopt Yeo-Johnson power transformation (Yeo and
Johnson, 2000) to make the data more normally
distributed. This is crucial for balanced and unbi-
ased scaling. Finally, the values are scaled between
0-100 using the min-max normalization (Normal-
ization) for better readability and interpretability.
The resulting ADIs are then ranked and scaled
providing a comparative spectrum as presented in
Figure 5. A higher value of ADI; corresponds
to greater difficulty in detecting the model’s re-
sponses as Al-generated.

U 14 1

1 i i
ADL = 5. DREAA ARG

Three groups of models can be observed from
the ADI spectrum, namely: easy-to-detect, de-
tectable and difficult-to-detect. The mTO and mT5
models are situated in the realm of easy-to-detect
range while models like Bloom, Bloomz and GPT-
2 are detectable. The remaining models are re-

garded as nearly undetectable using the existing
SoTA AGTD techniques.

From the methods we considered, it is unlikely
that any of them would be effective for models
with high ADI, as shown by our experiments and
results. With advancements in LLM technology,
the current AGTD methods would become more
ineffective. Recognizing this, the ADI spectrum
will serve as a crucial tool for assessing the de-
tectability of LLMs.

9 Conclusion

Our research contends that SOTA AGTD tech-
niques are susceptible to fragility. These tech-
niques, while effective in English often struggle or
perform poorly when applied to Hindi, highlight-
ing the need for language-specific considerations
in Al-generated text detection. We experimented
with 26 distinct LLMs to create the AGy,; dataset
and support the assertion. We introduce the Al
Detectability Index for Hindi (ADI};), and present
a means to assess and rank LL.Ms based on their
detectability levels. The excitement and success of
LLMs have resulted in their extensive proliferation,
and this trend is anticipated to persist regardless of
the future course it takes. In light of this, the C_T2
benchmark and the ADI;,; will continue to play a
vital role in catering to the scientific community.
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10 Discussion And Limitations

In this paper, we address the critical issue of Al-
generated text detection in the context of the Hindi
language. Despite the valuable contributions, there
are certain limitations inherent in this work as dis-
cussed in the following points.

* Exploring the temperature hyperparameter: We
experiment with temperature hyperparameters
while selecting the LLMs. However, we gener-
ate AGy; considering a constant temperature. In-
vestigating the influence of temperature on the
detectability of the generated text would provide
valuable insights.

* Text consistency in experiments: We generate only
a single response per headline while forming the
dataset. However, future work can involve gen-
erating multiple responses for each headline and
evaluating the detectability of these responses.

* Temporal Limitations: Due to the absence of an
archive feature on the BBC and NDTV websites,
we opted to compile a varied set of headlines with-
out being bound by temporal limitations. How-
ever, our selection criteria for LLMs focuses on
the quality of the text generated. Furthermore,
none of the AGTD techniques evaluated in the
study assess the text based on its factuality. There-
fore, this decision does not affect the validity of
our results.

Generalization to other languages: The study pri-
marily focuses on the Hindi language, and the
findings may not be directly applicable to other
languages with distinct linguistic characteristics.
Future research could explore the extension of
these insights to a broader range of languages.

Evolution of LLMs: The rapidly evolving nature
of LLMs raises the possibility that newer models,
not included in the study, may exhibit different
behaviors. As such, the generalizability of the
findings to future LLMs may be limited.

* Dynamic Al-generated text detection landscape:
The research evaluates AGTD techniques based
on the current state of detection methods. How-
ever, the dynamic nature of the Al-generated text
detection methods suggests that new strategies
may emerge, potentially impacting the long-term
efficacy of the proposed techniques.

11 Ethical Considerations

Our experiments reveal the constraints of AGTD
methods in Hindi. It is crucial to note that while
we envision ADIy; as a tool for constructive pur-
poses, there exists the potential for misuse by
malicious entities, especially in generating Al-
generated text like fake news that is indistinguish-
able from human-written content. We strongly
caution against any such misuse of our findings.
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Appendix

This section provides supplementary material in the form of additional examples, implementation details,
etc. to bolster the reader’s understanding of the concepts presented in this work.

A Model Selection and Data Generation

In this section we provide additional information about criteria for model selection, methods used for
data generation and hyperparameters applied in generating the dataset.

A.1 Acceptance and Rejection criteria

The criteria used to determine acceptance or rejection of a model are as follows:

Language Consistency: If the response is only in English, the model is rejected.

Code-Switching: If the response starts in Hindi but later switches to English, the model is rejected.
Gibberish Output: Models that produce unintelligible or gibberish responses are rejected.

No Output: Models producing no output are trivially rejected.

The news headline along with an instruction is prompted to the LLM. We assess a hundred responses from
the LLM manually and reject a sample if it produces only English responses, engages in code-switching,
generates gibberish output, or fails to produce any output. Besides these criteria, the model must generate
five unique Hindi sentences. Therefore, responses that repeat sentences are excluded. If over 70 out of
100 responses meet these rejection criteria, the model is rejected.

A.2 Examples from AG,; dataset
We present articles generated by both accepted and dismissed models in Fig 14, 14, 15 and Fig 16,
showcasing various types of rejection criteria along with specific examples.
A.3 Prompts for Data Generation
For better responses we add an instruction along with the headlines while prompting the LLMs. We
experimented with various prompts for generating news articles in Hindi. Some examples include:

1. Expand this headline into a Hindi news article.

2. Write a Hindi news article for the headline.

3. Consider the given headline and write a news article for it in Hindi.

4. Generate a Hindi news article from the given headline.

We also experiment with Hindi instructions but observe that while larger models like GPT-4, GPT3.5 and
BARD were able to generate the desired responses, other models either failed to generate any response
or produced responses falling mainly in the rejection criteria mentioned in Section 2.2. The use of
Hindi instructions increased the number of responses falling under the aforementioned rejection criteria,
therefore, we chose to use English instructions exclusively for our experiments.

Although GPT-4, GPT-3.5 and BARD were able to generate all responses in Hindi, Gemma models could
not. Hence, we only consider Hindi responses from these models in our experiments. Table 5 summarizes
the statistics for each model’s responses included in AGy; dataset.
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Data source

Model BBC NDTV
GPT-4 1762 5280
GPT-3.5 1762 5280
BARD 1762 5280
Gemma-2B 468 1715
Gemma-7B 1636 4679
Total 7390 22234

Table 5: Data samples statistics for individual models. The combined BBC and NDTV datasets contain a total of
29,624 Al-generated data points, providing a substantial basis for evaluating the performance and generalization
capabilities of the models.

A.4 Hyperparameters for models

We list the hyperparameters employed during text generation for the included models. Various hyper-
parameters were tested to evaluate the rejected models, but their outcomes did not meet our criteria,
resulting in exclusion from further consideration. Table 6 provides a comprehensive overview of all the
hyperparameters for the models.

Model Hyperparameters
temperature: 1
GPT-4 max_tokens: 500

frequency_penalty: 0
temperature: 1
GPT-3.5 Turbo max_tokens: 500
frequency_penalty: 0

BARD ]
temperature: 1

Gemma-2B max_tokens: 500
Gemma-7B temperature: 1

max_tokens: 500

Table 6: Hyperparameters used to generate text from different models. No hyperparameters are available for BARD
as the data was collected directly from the website.

B Results

In this section, we discuss additional results from the aforementioned AI-Generated Text Detection
techniques.

B.1 Main Results
The confusion matrices of all the methods can be found in Fig 9, Fig 10, Fig 11 and Fig 12.

B.2 Results from Intrinsic Dimension Estimation

The results from intrinsic dimension estimation are presented as box plots in Fig 7 and 8. We present the
distribution of MLE and PHD estimations across datasets.
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Figure 7: Maximum Likelihood estimation (MLE) of various models across datasets. MLE values of GPT models
align closely with human MLE values, while BARD responses are slightly lower. In contrast, MLE values of
Gemma models significantly differ from human values, facilitating easier identification of Gemma responses as
Al-generated by MLE estimation.

B.3 Results from J-Guard

We present the cross-domain performance metrics like accuracy, precision, recall and F1 score for the
J-Guard framework in Fig 7, Fig 8, Fig 9 and Fig 10 respectively. In this evaluation, the model undergoes
training on a specific dataset and is subsequently tested on each distinct dataset. This method provides
insights across various domains, exhibiting the model’s ability to generalize to a dataset not encountered
during the training phase.

B.4 Results from RAIDAR

We experiment with the prompts used by (Mao et al., 2024) for rewriting the text samples from the
dataset. We employ Gemma-2B for this purpose. To rewrite the articles in Hindi itself, we modify the
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Figure 8: Persistence Homology Dimension (PHD) estimation of various models across datasets. Two distinct
clusters can be observed: one comprising GPT-4, GPT-3.5, and human-written PHD values, and the other comprising
BARD, Gemma-2B, and Gemma-7B. The stark difference between these two groups, making the second group
easily distinguishable from human text.

prompts accordingly. We observe that the prompts used significantly affect the output language of the
rewritten text. We add an instruction along with the text while prompting it to the LLM. The following
instructions were effective in generating rewritten articles in Hindi:

1. Concise this for me in Hindi only and keep all the information.
2. Help me polish this in Hindi only.

3. Make this fluent in Hindi only while making minimal changes.
4. Refine the following paragraph for me in Hindi only.
5

. Revise this in Hindi only with your best efforts.
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Testing Dataset

BBC Dataset NDTYV Dataset
GPT-4 GPT-3.5 BARD Gemma-2B Gemma-7B  GPT-4 GPT-3.5 BARD Gemma-2B Gemma-7B
GPT-4 98.44  97.731  88.963 97.333 96.87 81.013 81297 73.674 81.341 83.44
BBC GPT-3.5  99.149 99.291  98.44 96.8 97.023 70403  79.64  76.752 84.475 87.42
Dataset BARD 99.574  98.156  99.007 98.667 98.168 81.013 80.919 79.072 85.714 86.699
Gemma-2B  97.73 96312  97.73 99.467 99.237 83.807 84.706  90.009 88.12 91.587
Training Gemma-7B  96.879  95.603 98.014 99.733 99.237 83.617 85369 93.466 88.557 88.916
Dataset GPT-4 99.574  99.433  99.574 97.6 98.55 99.242  98.438  99.006 91.327 90.598
NDTV GPT-3.5 99.574 99.574 99.433 98.4 98.626 99.432  98.958  99.006 92.128 91.159
Dataset BARD 98.156  97.589  99.291 98.933 98.626 94366  94.602  99.29 90.743 88.622
Gemma-2B  99.007 99.007 99.433 100 99.237 86.127 86.127  84.991 99.344 98.985
Gemma-7B  99.149  99.574  99.433 100 99.771 85227 86.08  85.038 99.781 99.733

Table 7: J-Guard Cross-model accuracy.
testing on text generated by other models and slightly outperforms the J-Guard model trained on GPT-4 data.

J-Guard trained on GPT-3.5 data demonstrates high accuracies when

Testing Dataset
BBC Dataset NDTYV Dataset
GPT-4 GPT-3.5 BARD Gemma-2B Gemma-7B  GPT-4 GPT-3.5 BARD Gemma-2B Gemma-7B
GPT-4 99.718  99.696 100 100 98.594 74.557  75.099  69.726 76.847 78.413
BBC GPT-3.5 98.904 99.128  99.706 100 99.057 71.069 71.296  69.259 80.126 82.656
Dataset BARD 99.724  97.96  99.709 100 98.336 72701  73.063  71.165 81.633 82.113
Gemma-2B  97.796  96.755 97.983 99.454 99.545 84.8 85.215  86.961 86.183 90.547
Training Gemma-7B 9723  96.988  97.994 100 99.246 88.616 88.949  92.293 90.347 94.548
Dataset GPT-4 100 100 100 100 99.538 99.229  99.404 99.9 99.312 98.865
NDTV GPT-3.5 100 100 100 100 99.692 99.613  99.606 99.8 98.829 98.759
Dataset BARD 100 99.695 100 100 99.087 99.462  99.566  99.505 97.32 97.552
Gemma-2B  98.901 99.123  99.712 100 99.545 78.37 7896  77.283 98.996 98.745
Gemma-7B  98.904  99.133  99.145 100 100 76.969 78318  76.677 99.568 99.529

Table 8: J-Guard Cross-model Precision. Models trained on the NDTV dataset and tested on the BBC dataset
consistently demonstrate high precision, with many achieving 100%. This indicates a low rate of misclassifying
human text as Al-generated.

6. Rewrite this in Hindi only.

C Al Detectability Index for Hindi (ADI};)
C.1 Probability Distribution Generation

In this section, we outline the process to calculate the probability distributions essential to calculate the
JSD.

For each word w; in V, we extract sentences S and S;; from the human-written and Al-generated texts,
respectively, containing w;. To evaluate the contextual similarity of these words, we create V.omp by
taking the union of the word sets from Sj, and S,;, which helps assess the surrounding context of w; in both
types of texts. We then generate co-occurrence vectors C;, and C,;, which record the frequency of words
from V,omp in their respective sentences. These vectors are normalized to form probability distributions
P, and P,;, and we calculate the Jensen-Shannon Divergence (JSD) between the two distributions. The
detailed algorithm for calculating ADI}i can be found in Algorithm 1.

Vcomb = V(Sh) U V(Sai) (2)
Ch(w) = frequency of win S, VYw € Veomp 3)
Cui(w) = frequency of win S5 Yw € Veomp 4)
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Testing Dataset

BBC Dataset NDTYV Dataset
GPT-4 GPT-3.5 BARD Gemma-2B Gemma-7B  GPT-4 GPT-3.5 BARD Gemma-2B Gemma-7B
GPT-4 97.245  95.627  77.65 94.536 95.173 93.16  92.121  80.02 90.173 93.007
BBC GPT-3.5 99.449 99417 97.135 93.443 95.023 97.977 97.374 92913 92.052 95.216
Dataset BARD 99.449 98251 98.281 97.268 98.039 98.266 96304  94.98 92.486 94.374
Gemma-2B  97.796  95.627 97.421 99.454 98.944 81.696 82.977 93.209 91.04 93.165
Training Gemma-7B  96.694 93.878  97.994 99.454 99.246 76.493  79.864 94.291 86.561 82.965
Dataset GPT-4 99.174  98.834  99.14 95.082 97.587 99.229  97.374  98.032 83.382 82.44
NDTV GPT-3.5 99.176  99.125 98.854 96.721 97.587 99.229  98.249  98.13 85.405 83.649
Dataset BARD 96.419  95.335  98.567 97.814 98.19 89.017 89.3 99.016 83.96 79.6
Gemma-2B  99.174 98.834  99.14 100 98.944 99.133 97471 97.441 99.711 99.264
Gemma-7B  99.449 100 99.713 100 99.548 99.807 98.735  99.016 100 99.947

Table 9: J-Guard Cross-model Recall. We observe consistently high recall values across training and testing on
both BBC and NDTYV datasets, with only a few exceptions. This indicates that the model effectively minimizes
missed detections of Al-generated text, irrespective of the dataset used. This robust performance suggests that the
model’s ability to accurately identify Al-generated text.

Testing Dataset
BBC Dataset NDTYV Dataset
GPT-4 GPT-3.5 BARD Gemma-2B Gemma-7B  GPT-4 GPT-3.5 BARD Gemma-2B Gemma-7B
GPT-4 98.466 97.619 87.419 97.191 96.853 82.827 82.744 74519 82.979 85.089
BBC GPT-3.5 99.176  99.272  98.403 96.61 96.998 82.382 82.319  79.361 85.676 88.493
Dataset BARD 99.586 98.108  98.99 98.615 98.187 83.572 83.089 81.366 86.721 87.818
Gemma-2B  97.796  96.188  97.701 99.454 99.244 83.219 84.081 89.976 88.545 91.837
Traini Gemma-7B  96.961 95407 97.994 99.726 99.246 82.11 84.162  93.281 88.413 88.379
Dataset GPT-4 99.585 99.413  99.568 97.479 98.553 99.299 98.378  98.957 90.652 89.908
NDTV GPT-3.5 99.585 99.561 99.424 98.333 98.628 99.421 98.923  98.958 91.628 90.578
Dataset BARD 98.177  97.466  99.279 98.895 98.636 93.95  94.154  99.26 90.147 87.666
Gemma-2B  99.037  98.978  99.425 100 99.244 87.537 87.244 86.199 99.352 99.004
Gemma-7B  99.176  99.565  99.429 100 99.773 86913 87.349 86.426 99.784 99.738

Table 10: J-Guard Cross-model F1 score. We observe that models trained on the BBC dataset and tested on the
NDTYV dataset exhibit lower performance compared to other combinations. Futhermore, models trained on Gemma
responses struggle in detecting responses from GPT models and BARD.
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Figure 9: RAIDAR Confusion Matrices. GPT models exhibit higher misclassification rates compared to other
models. Similar numbers of false positives (FP) and false negatives (FN) across models and datasets indicate a
trade-off-aware approach of the model.
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Figure 10: RADAR Confusion Matrices. A significant disparity can be observed in predictions between Al-
generated and human-written classes, with Al-generated classes being predicted much less frequently. This
suggests that the model exhibits a bias towards identifying text as human-written rather than Al-generated,
reflecting a potential challenge in accurately distinguishing between the two classes.
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Figure 11: J-Guard Confusion Matrices. The models trained and tested on the same model responses are able to
distinguish Al-generated text from human-written text with a few exceptions. Instances of false positives and false

negatives are minimal.
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Figure 12: ConDA Confusion Matrices. The confusion matrices reveal various misclassifications of text. Notably,
Gemma model responses are slightly more detectable compared to those generated by GPT models and BARD.

4921



Algorithm 1 ADI;; Calculation

Require: Human-written text 7j, Al-generated text T,
Ensure: ADIj; spectrum

1:

NN RN

Extract vocabularies V, from 7, and V,;; from T;;

Compute word intersection V =V, NV,;

Extract sentences S from 7}, and S,;; from 7; containing w;

Compute Vepmp =V (Sp) UV (Sai)

Create co-occurrence vector Cy, for S, and C,; for S,; with respect to Vpp
Normalize C;, and C,; to create probability distributions P, and Py;
Compute the Jensen-Shannon Divergence:

1 1
JSD(Py, Pyi) = EDKL(PhHM) + EDKL(Pai”M)

where M = %(Ph +Py)

8: Repeat steps 3-7 for each word w; in V
9: Compute average JSD across all words in V:

10:
11:
12:

Apply Yeo-Johnson power transformation to ensure normal distribution
Perform min-max normalization to scale values between 0 and 100
Output the ADI,,; spectrum
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Field ‘ Content
Headline | U AT & I SR o 91 3 o AT DY =i i

PR 1T 7 U IR fhR Ui A1 IR ST §g I WIS ugdr & foly faer I/ R S
BT 3TRIY R 2. ot & FarehT 7 37 TRIT T SIS AR & Siafch IS T8 7 39
HIRITSH IR 8. dIT A et 8 417 SR R U 9. el 40 Aall H fohell AR
T BT J TSeTT SINT T, SO USel TIeT 1983 H YR Pl dceplei= TeTHAT SRy mief)
it agell off it spear W &6 7 v & foe e wu § St o €. die A1 7 fiw
H oy | TETPR PET T T TGl 18 ARG o fh=it Ter=T T M 37T garm 2. foR off, A e
e | TR e b exré @ g€ 8, 1 € Redt i wioheft ¥ S e o 2 gy e 23 R

o1 frg & T Aarst & Grer o 38 a1e off e A1 7 i F A 3o e & R,
dies A SfAT SrpiepT H AT gU e F=ier & dled §¢ A g o1 3iR 3Hd qRd
91 I I GRS & ITTIT & Fereprc et off. @ifhet o Hifdm SR 3 et
PRIHH b FTAV[S HIRA H B IR I8 P DUl b oY 1R Fi¥ ugaes figd At &
wuwﬁmﬁvaﬁﬁaﬂﬁagqﬁ@zﬁaﬁ@#mﬁﬁmmsﬁ%qvmé?
TR ST & oY arfeeRal 7 aReR R sl 9 Jettard &,

T R At & srfer M SR & a1 ATIRS S § SIS THE b A 6 G T4

81 <& §1 39 SR &7 9T 3Meayur o1 fausfi Tee &t Aot ofR et JeanT & =Y

3T 7 fRAR | R & |1 YR & Hae YRIRS Y J A9 %2 8, 3R T IR & gRT
SR TS ol BT TAR 2T | gt A1t 7 I & Iorifas ged iR @maRe wfaffey
& 12l T araf B, R s e AR iR Tl TP 31Y) ifdhd 37 Ha 9
S J% 98T IR IR T, I8 T 31! HE I 1IN fRAR JIS1 | 3T g, Sif fob
AR & TIE ST 5 § TP &, I8 TAIae] SHRCIR, afolRedd, Hofl HFe H U
Ugd QI I Tere H 81 39 &R P aRM, TR b H1e g FHsidl A ! G Dl Pv Tacaqul
ORATSTTRIT & oIy AR —f3Hel & S1a¥R UTH U1 STHSR! & 3gHR, e Fg U9 5 41
Hofl, NE STATHE 3MR 317 Gt Trar ot gRATSITRN & fFaer axe &7 35 &

GPT-4

Figure 13: Samples of articles generated by accepted models (GPT-4, GPT-3.5, BARD, Gemma-2B and Gemma-
7B).
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Field

Content

Headline ‘ WW%W@%WW%W@W@

GPT-3.5

T TR AIST & FHIe M SR Aherardd G976 81 g &l 39 R 7 STFRIA & e 9

T T IOTS © foreh BRI 39 TR § I8 FaTel I3 &7 © fob dee A1t & 9 A1 SR & 18 1
3T & A I Taf B Tal 1 TR ATIRT iR IR Jober arfret s, e SR H
YR T TS &R AT 91 8, MU Falerd U J1eel AMRS & S F AT U6 9 b

&1 ITh! FhEIT P PRI =i SR FaTall & §Ta AfCAeTe deral & wd F et ol 81 57
RS & eIy, TerET A1 iR goher R & A THMHY 9 IS §U B 39 SRy ofik wad
HITRIST P e digT A1 7 &TeT 8 5 U ranggfie iR AdHad F a1 6 8, S A &
3feIe |1eTRA 8l XU 81 39 I & BRYI, 3RGERI, HifSAT § e s R U= =i 8l @ 2l

die AT & 3 M &R 3 BId U SIh IS IR TR THED, JheT T T AT ST 8311 TR
| fousht ST 7 T TURT 3R ST Jobel FaTT & A1 | ARATIANT UATd I BT R
SRTIT 81 I STaT R & foh TETHAT 7 AT & SR & P H1e ATITNG IR Pl JmaT T 2
TP ST, T B PV TR maRes IS & qea &g Tl o Gan off o1 W& £
TEHHAT ARG HIal  $9 ARIY BT B! (el B U el & b U e Tefd AR & 3R S ff Fosila
gU &, I TTas T JUT Ih ATTNG SRI & W gV &, T favelt IIerifies aama o1 37
IR HRIHH, TARIET SR T & qTavfE, T facer § ot & wied, arfored, S¥R aref!
ferer, fai @l &1 e, I ST BT Het R AT, SRISFRT X B & IR H Halel SorIT 1T
1 3T & AT 6 At B J U Tt © fob AT T H g ot iR 37l Jai iR =af
81 R8T 8| JEET Hiel & 417 SR Bl HeherdT 3R 3! & TH ¥ IS el Pl &I H G §Y, QAR
3 g off e w8 &1 § 6 s R e # e 9t fhaect &1 gafan, garEE & A |
IS ¥1¥9 SR & 18 31&HT & T Sl T TS B | 961 21 [ET H de ql, G Al b I Tm
& 9IS FT TS &b AT DI a8 TEl 8, SHDT JT BRI IP R TTfeld TR IRl § 9
oA BH | 81 3 31T, Te=HaT 3iR Ieufc goer srarit & dtar & Ter Redt 3 39 =af &
3ifR oft ST & Fer B

Figure 14: Samples of articles generated by accepted models (GPT-4, GPT-3.5, BARD, Gemma-2B and Gemma-

7B).
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Field ‘ Content
Headline ‘ WW%W@%%WW%W@W@7

IRA & YA 9% Al 4 20 JaATs, 2023 B PG DT =1 Dl | $H IHT $ SRH, 7o 14
o TR FHrebferd R TEFHT fcaIcT e & JATdId Bl $7 Jeltbrl & AR, I aell
&% &A1 H HEdNT eI TR FeH(d S Bl 3 Hedfadl § § U@ JGHT g B! M F fraer a
T HHTT TR == Mt oft| ST TG U TR TGRSR I & St giaral o, S,
uRaed, 3R 3T &3 § B axdl g1 SIS TE &b W a9 TR it GG W 7@l 89 &
q1G, 3! & A 6t 7t IR | % &1 TS| I 941 B DRI ¥ &l &l &l Th DRV I8 & &
ST g ARPT el F8] fioil (92 21 g T PoT HURT T 150 3R SIeR & JFaT
T 7 el 35 auf § IR § o 93t uRAHIN # e fm &, o dews, &4 otg, ok
Tl FCeM aMfTet &1 SERT PRI IE & & SIS T R PV faara) T AT BT U8 @ 2
$ famal 7 ore g & IR o folt TReR § SR T HTH $- & R A1 &
e AT & 1’7 SR & 915 ST &b T B 7€ $ PO TS DRV 9 IPR &:

ST g & I H a9 R B WA IR T 81 W, SIS g B IR & dTER U g9t
et 19 & TR feT o 81 3G §g W fJaTai & 9, et & A &t 9t § faarai
P 3R IGH BT GAT 2| NS T o 19 3 199 T Ht GG R 7@l 89 ¥, IR iR M
& ST Heil Pl AoIgd I H G et Febct o1 ST T o J19 H e R S G 1
IR 3R M I 9 & felg Aecayut anfefe iR e fifzare 8 dad 2|

e A1t o fte SR & a1 S1e & A &Y Tt @

291 8 fiug 91} & M R $ 91 ST T B Taf F BEY 37 W &1 SH SN H, e Bl YR

4 I} & RISt & BY H A BT SR T 7 81 39 SR & 918 3G b A1 Dl D AN

o I 1 81 89 | F© AN 3FaT! Bl U Fqo0 AR (AT Afth b w0 H T &, STd1h

Gemma.2B 3 ANT SIS DY e AT 31K Ik afeh & U H A9 &1 39 IR & 918 3! &b AT i
BT TR 5 TETD 5 A §: TSI HT IRTING Fag Fed At 0, S o fer iR

3FI¥E, 3TCT T T 3IR 4T, SIS T STHTIATT iR Taeedl 39 aR & d1Q JGHT &l

IRA H 119 & St & HY H A BT 3R ST AT &1 845 | PO AN 3! Dl T 90

3iR fafaa eafeh & HUH A €, i 3 ANT T & Tah 3ifaam™ 3iR o afes & wu o

qd &l

e w1t o 3t SR & 91 S1eT & A 6 Tt @

3PS, 10 TR — TGH HIal P I SR P 918 3! g P A &I ool I g3 &1 IR P

SR, Hrel 3R 11 & G & g Fe FE B Iy U FHSilaT §oT o7l SR & 918, 3faT!

g & PRI H IBI <@ T 2| B fAATSH b1 AT & 5 ore g & fg Mgk s I &

Gemma 7B 3ERI H GIR T &1 IS TG & folg I SR o 18 & 3R § GIR A &1 HIHH At &
19 SR & 918 31T & AT 6T T4 B PO PRI &: AT AR AT & fi9 FHiEL &R b SR,

AT SR A & JEFE P 9 SR G & folt U |wsiial gaTT AT | FHsial & SR, 3!

g 1N 5 0@ g Hienfidht & foig T wenfid oxm oie & Rl H I8t R & ag, 3reHT

g & MR A IBI <@ 7T B IS b1 AT P& FALASSAT T A1 © {6 S1eTT 8 o el

1’7 SR & 1S & SR § IR A &1 ST T o folt I/ SR & 918 & SaeRi § IR A &

BARD

Figure 15: Samples of articles generated by accepted models (GPT-4, GPT-3.5, BARD, Gemma-2B and Gemma-
7B).
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Field Content
YT YPT BATHIS: AN FAUTST 3R IFehT UHT b SIcT ST &bl HETI.

3R 2023 At 78, 2003 B TRETS & daniea wt aRE gferd srfarert va @
- . I35 H IET 9. A P IR I F oI Y&l 3 93P H 3T o7 I 10 A Pl &R
MR | o gy et g v & e Y TR o et 8wl o, wed & cert e
aTel BRI AN & $ oIl 1 YRETT FIERAT TGS Yot & foly sHerm | gArd!
<@l off

May 15, 2017 The article was written by a journalist who was not a journalist.
The article was published on May 15 and was published in the Hindustan Times.

Headline

QPT-2 In the article, the journalist said that the BJP government has been trying to get
(English output) X
the Congress to give the Congress a platform to run the country.
@jamesharan_nagar @jameshaan_nao
TEHAT IYGT FATDHIS: IFRAMNT YIS iR I U & STl W Dl HET BT & B
GPT-2 XL | ‘\‘T{If\ 1< \n\nThe article is written in Hindi and the headline is written as

In the above example, the Hindi word is used to
indicate the noun . The word is used for the adjective . The adjective is
also used for . The noun is used in the article to indicate a noun.

. T BT FATDIS: IFRHATD FHUTSt 3R IThT Uit & S ST bl BaTHT HGATAT
M.IStial'ZB I TITHIS AT DI ITDT AA S Dl BB 8| ITeh Aa| ST FiAcT TR Q=T
(G'bbl;rs' rl?c Y TR BT ITALIH BT | ITDT oIl A bl HE! Tl 21 TToIhet T b
1 ish output) .
3T I el AT Dl FHT Te| fehal STl 2

(Code-switching)

Figure 16: Examples illustrating outputs corresponding to different rejection criteria. We show outputs from GPT-2,
GPT-2 XL and Mistral-7B instruct.
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