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Abstract

Characters are at the heart of every story, driv-
ing the plot and engaging readers. In this study,
we explore the understanding of characters in
full-length books, which contain complex nar-
ratives and numerous interacting characters.
We define two tasks: character description,
which generates a brief factual profile, and
character analysis, which offers an in-depth in-
terpretation, including character development,
personality, and social context. We introduce
the BOOKWORM dataset, pairing books from
the Gutenberg Project with human-written de-
scriptions and analyses. Using this dataset, we
evaluate state-of-the-art long-context models
in zero-shot and fine-tuning settings, utilizing
both retrieval-based and hierarchical process-
ing for book-length inputs. Our findings show
that retrieval-based approaches outperform hi-
erarchical ones in both tasks. Additionally, fine-
tuned models using coreference-based retrieval
produce the most factual descriptions, as mea-
sured by fact- and entailment-based metrics.
We hope our dataset, experiments, and analysis
will inspire further research in character-based
narrative understanding.

1 Introduction

Stories play a key role in shaping our understanding
of the world, serving as a medium to share expe-
riences, communicate ideas, teach, and entertain.
The two main building blocks of every story are
the plot and characters (Phelan, 1989). Characters
are particularly important, as they form the primary
means through which readers engage and relate to
the story.

Understanding characters is also necessary from
a computational perspective, if models are to sum-
marize, analyse, or generate stories effectively.
Over the past decade, the field of natural language
processing has developed computational methods
to understand narratives from a character-centric

perspective. Previous work has focused on detect-
ing characters (Chen and Choi, 2016), understand-
ing latent personas (Bamman et al., 2013), their
emotions (Kim and Klinger, 2019), and their rela-
tionships (Chaturvedi et al., 2017). Another line of
work has attempted to describe characters with a
set of attributes (Zhang et al., 2019) or personality
types (Sang et al., 2022). Most prior research stud-
ies characters in short stories or adopts relatively
simplistic analysis methods (e.g., summaries) when
it comes to long narratives.

In this paper, we focus on analyzing charac-
ters in long-form stories, a relatively understudied
area that presents unique challenges not found in
short stories. Firstly, long stories typically contain
a large number of characters with complex rela-
tionships and interactions which have a key role
in the plot. Secondly, characters in long stories
are dynamic (Chaturvedi et al., 2017): they de-
velop throughout the story and their personalities,
motivations, and relationships change as the plot
evolves. Finally, long narratives exceed the input
length that many current transformer-based archi-
tectures (Vaswani et al., 2017) can process, making
the problem technically challenging.

We work towards addressing these challenges
and study characters from a text-generation per-
spective, focusing on two tasks: (1) character
description produces a general profile of a char-
acter (e.g., their actions, relationships, attributes)
and (2) character analysis produces an in-depth
interpretation of a character’s personality and be-
haviour (e.g., how the character’s personality devel-
ops, their motives, or the social context). The char-
acter description task has been introduced with the
release of the LiSCU dataset (Brahman et al., 2021),
which contains literary book summaries paired with
human-written character descriptions. However, us-
ing summaries to describe characters significantly
simplifies and restricts the task. Summaries contain
limited information about the overall story, usually
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Book: Bleak House by Charles Dickens, Character: Esther Summerson
Description: The narrator and protagonist. Esther, an orphan, becomes the housekeeper at Bleak House when she, Ada, and
Richard are taken in by Mr. Jarndyce. Everyone loves Esther, who is selfless and nurturing, and she becomes the confidante of
several young women. Although she eventually does find her mother, circumstances prevent them from developing a relationship.
At first a hesitant, insecure narrator, Esther’s confidence in her storytelling grows, and she controls the narrative skillfully.
Analysis: Esther Summerson, the narrator and protagonist of Bleak House, [..] she proves to be a confident narrator who never
misses the opportunity to relate others’ compliments of her.[..] As her narrative gains breadth and depth, her confidence as a
narrator grows. She deliberately withholds information or delays including it to give her story coherence and dramatic effect.
And even though she is for the most part a reliable narrator (a narrator we can trust to accurately tell the story), she is less reliable
when relaying information about her romantic life. Esther nurtures everyone around her, and her first instinct is to be motherly,
perhaps because she has never had a caring mother figure of her own. [..] Ironically, Esther, for all her caring and tenderness, is
the unwitting cause of great unhappiness. [..] Because of Esther’s illegitimate birth, Lady Dedlock was forever estranged from
her sister, Miss Barbary, and was forced to carry a painful secret. Because other unhappinesses, [..] we could argue that Esther is
indirectly responsible for these as well.

Figure 1: Examples of character description and analysis. Both refer to the transformation of Esther Summerson
from a hesitant to a confident narrator. However, the analysis provides more detail focusing on her skill as a narrator
(red). The description includes Esther’s attributes and behaviour, referring to her as a selfless and nurturing figure,
while the analysis provides an interpretation of this trait based on her background (green). The character description
briefly touches on Esther’s background, while the analysis demonstrates how, ironically and indirectly, she causes
pain to others (grey), adding a moral and psychological dimension.

only the salient events, and important details are
omitted. At the same time, a book summary cannot
be used to describe every character of a narrative,
but only those important enough to figure in the
summary.

For these reasons, our work focuses exclusively
on describing characters attested in full-length
books. In addition, we propose character analy-
sis as a new task, which complements and extends
character description in that it requires a more in-
depth understanding of characters. It goes beyond
just describing surface-level traits, critically analyz-
ing the character’s depth, complexity, and evolution
within the narrative context. Character analyses
also typically explore the social, political, or histor-
ical context relevant to understanding a character
and their behaviour. We show an example of these
two tasks in Figure 1. Additional examples can be
found in Appendix A.

While previous work has made a significant ef-
fort to understand characters individually, treating
them as isolated entities is a simplification. Charac-
ters have their own arcs in a story, but they are also
interconnected – their actions, motivations, and re-
lationships are all intertwined within the narrative
(Weiland, 2016). Based on these observations, we
introduce Joint Character Description, a variation
of the character description task, where the model
has to generate a description for every character
sequentially. Our analysis shows that although cur-
rent state-of-the-art language models can benefit
from knowing all characters in a story, they struggle
with joint character understanding.

Our contributions in this work are as follows:

• We propose BOOKWORM, a new dataset
which enables fine-grained character compre-
hension for long-form texts and supports the
tasks of character description (in isolation and
jointly) and analysis.

• We establish baseline performance by training
various state-of-the-art long context models,
combined with different approaches to retriev-
ing character information from long texts.

• Our experiments show that retrieval-based
models lead to better performance on both
tasks, despite hierarchical processing (Chang
et al., 2024) being the de facto approach for
book summarization in the literature.

• We expose limitations in the understanding
capabilities of current models whose perfor-
mance degrades when they attempt to reason
about characters jointly.

2 Related Work

Narrative Structure Existing work has studied
narratives and their plot structure, focusing pri-
marily on summarization. Several datasets have
been developed for narrative summarization. Ex-
amples include TRIPOD (Papalampidi et al., 2019),
which contains movie scripts annotated with salient
scenes or turning points. NarraSum (Zhao et al.,
2022) has summaries of movies and TV series,
while BookSum (Kryściński et al., 2021) is a collec-
tion of literary artefacts (e.g., novels, plays) paired
with summaries. Summarization is related to our
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character description and analysis tasks, but there
are significant differences (Brahman et al., 2021).
A summary captures the entire plot of a story and
includes all main characters, while a character de-
scription focuses on a single character, their prop-
erties and actions, incorporating plot elements only
when they help describe the character.

Character Understanding Some prior research
has studied narratives from a character-centric per-
spective, focusing on a variety of tasks: the identi-
fication of character personality (Sang et al., 2022;
Bamman et al., 2013), prediction of character emo-
tions (Brahman and Chaturvedi, 2020) and rela-
tionships (Chaturvedi et al., 2017), character detec-
tion (Chen and Choi, 2016), grounding (Liu and
Keller, 2023), and the generation of character de-
scriptions (Brahman et al., 2021). Another line of
research has used characters as a means to generate
new stories (Liu et al., 2020) or summaries (Zhang
et al., 2019) of existing narratives. However, most
existing research focuses on characters of short
stories and studies only specific aspects (e.g., re-
lationships, emotions). In this paper, we focus on
characters of full-length books (with an average
length of approximately 100k tokens), and study
them more holistically, from the perspective of un-
derstanding their attributes, actions, and behavior
(description task) and how are these interpreted in
the context of the narrative (analysis task).

Character Description Previous work (Zhang
et al., 2019) has found that character descrip-
tions occur commonly in human-written story sum-
maries, thus advocating the identification of a set
of character attributes as a useful intermediate step
for automatic summarization. Chen and Gimpel
(2022) introduced TVStoryGen, a dataset aiming to
generate TV episode recaps based on summaries
and character descriptions. Carlsson et al. (2021)
released Gandalf, a dataset containing descriptions
paired with multiple character names, with the task
of choosing the correct one. Brahman et al. (2021)
created LiSCU, a dataset which contains book sum-
maries and human-written character descriptions.
A part of this dataset includes full books, however,
it has not been publicly released and the work fo-
cuses on describing characters from summaries, not
books. The current paper contributes to this litera-
ture by introducing BOOKWORM, a new dataset for
understanding characters based on the full-length
books, without assuming that summaries are avail-
able. We also introduce the new task of character

analysis, which aims to generate a more detailed
account of a character’s personality, motives, de-
velopment, and social context. We compare our
dataset with LiSCU in Section 3.2.

Long-context Models Several papers have fo-
cused on alleviating the memory requirements of
transformers, which increase quadratically with the
input length. Sparse attention approaches like Big-
Bird (Zaheer et al., 2021), Longformer (Beltagy
et al., 2020), and Reformer (Kitaev et al., 2020)
combine local windowed attention with global at-
tention on a subset of tokens, enabling modelling
of much longer sequences. Transformer-XL (Dai
et al., 2019) introduces segment-level recurrence
as another technique for capturing longer-range
dependencies.

Another line of research has sought to over-
come the limitations of input length by employing
retrieval-augmented generation; Xu et al. (2023)
show that retrieval can outperform long context
transformers even when using shorter input. Other
work (Wu et al., 2021; Chang et al., 2024) pro-
cesses long documents hierarchically by segment-
ing the input into shorter chunks and generating
intermediate responses, which are then aggregated
into a final summary. We propose several retrieval-
augmented models for our tasks, exploring differ-
ent content extraction strategies (e.g., based on
characters or a retrieval engine like BM25), and
show they are superior to hierarchical generation.

3 The BOOKWORM Dataset

3.1 Data Collection

Following previous work (Kryściński et al., 2021;
Brahman et al., 2021), we collect books from the
Gutenberg Project1, which contains classic books,
including novels, plays, and works of poetry. To
obtain character descriptions and analyses, we
scrape five different websites, namely Sparknotes,
Litcharts, Gradesaver, Cliffnotes, and Shmoop.2

These websites contain complete studies of literary
books, mainly for educational purposes. For our
work, we use Litcharts, Sparknotes, Gradesaver
and Cliffsnotes as sources for character descriptions
and Sparknotes, Shmoop and Cliffsnotes as sources
for character analyses. For websites that are used in
both tasks, there is a clear distinction between the

1https://www.gutenberg.org/
2https://www.sparknotes.com/lit/, https://www.

litcharts.com/, https://www.gradesaver.com/, https:
//www.cliffsnotes.com/, https://www.shmoop.com/
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Dataset Books Samples Avg. Characters Avg. Input Length Avg. Output Length
words sentences words sentences

BookSum 187 405 — 108,477.13 5,195.34 1,151.86 54.84
LiSCU-summary — 9,499 5.56 1,022.32 48.82 184.57 8.56
LiSCU-book 204 2,052 — — — — —

BOOKWORM (description) 324 5,869 9.74 97,685.82 4,481.16 88.79 3.97
BOOKWORM (analysis) 133 1,328 5.69 95,758.79 4,541.39 602.65 25.71

Table 1: Satistics for BOOKWORM and comparison with related datasets (LiSCU and BookSum). We show the total
number of books, sample counts, and average length of input and output in terms of words and sentences.

different texts, for instance, Sparknotes contains a
character list with descriptions and then more de-
tailed and longer analyses entitled “in-depth analy-
sis”. For websites that are used only for description
(e.g., Gradesaver) or analysis (e.g., Shmoop), we
proceed to this selection after manually inspect-
ing the corresponding text, their content, level of
detail and length. To pair the books with their cor-
responding character descriptions and analyses, we
match titles (after removing punctuation and lower-
casing) and then manually verify that the authors
are the same. We exclude books which belong to
the genre “philosophy” as they do not have char-
acters in the traditional sense. Additionally, we
filter out character descriptions that are less than
30 words and character analyses that are less than
200 words to avoid short samples that do not fit the
purposes of the tasks; usually, these correspond to
minor characters in a story.

We split the data (for both tasks) into train/vali-
dation/test (80/10/10) partitions based on the book
titles to avoid data leakage. All books in our dataset
are in the public domain and do not have any copy-
right restrictions. We are not allowed to redistribute
data from literature websites and thus use the Web
Archive3 to save scraped URLs, preserving the
snapshot used in our experiments. We release our
corpus to encourage future work on our tasks 4 (see
examples in Figure 1 and in Appendix A).

3.2 Data Analysis
We present various statistics on BOOKWORM in
Table 1 and compare it with the related LiSCU
dataset (Brahman et al., 2021). For completeness,
we also report statistics for BookSum5 (Kryściński
et al., 2021), a book summarization dataset.

Firstly, we note that the average book length
for the description and analysis tasks is approxi-

3http://www.web.archive.org/
4https://github.com/apapoudakis/BookWorm
5We show statistics for the book-level partition.

mately 95k words, which is challenging even for
current state-of-the-art transformer-based models.
Additionally, we observe significant differences
in task requirements; the average length of a de-
scription is 88 words, whereas the average anal-
ysis is 602 words. We have 324 and 133 unique
books paired with 5,869 character descriptions and
1,328 character analyses, respectively. The LiSCU-
summary partition has 9,499 samples, but contains
only the summary of the story and not the full
book; obtaining whole books is significantly harder
than just collecting book summaries. Although
the LiSCU-book partition is not publicly available,
we report numbers from the corresponding paper
(Brahman et al., 2021) in Table 1.

Following Kryściński et al. (2021), we show the
literary genres represented in BOOKWORM in Fig-
ure 2. We observe similar trends across tasks: the
books are mostly novels and plays, with some short
stories, novellas and poetry collections; other gen-
res (children’s books, biographies and historical
books) are sparsely represented.

4 Modeling Experiments

We conduct a series of experiments to benchmark
the performance of current models and analyze
their abilities across different dimensions. Initially,
we explore the limits of simple extractive heuris-
tics. Next, we evaluate an instruction-tuned model
in a zero-shot setting and contrast its performance
against fine-tuned models. Additionally, across our
experiments, we evaluate different retrieval strate-
gies that are generic or rely on domain-specific
information and compare them with the hierarchi-
cal approach, which uses the full story.

4.1 Extractive Heuristics

We adopt the Lead-k baseline (Narayan et al.,
2018), which traditionally extracts the first k sen-
tences from a source document. We adjust this
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Figure 2: Distribution of genres in BOOKWORM for
character description and analysis tasks.

baseline experiment to our task, extracting the first
k sentences in which the character of interest is
mentioned. We use the coreference model of the
BookNLP library6 to identify character mentions.
Similarly, we define a Random baseline by ran-
domly extracting k sentences in which the char-
acter is mentioned. To define an upper bound of
the extractive experiments, we develop an Extrac-
tive Oracle baseline, selecting the k sentences with
the highest average rouge score against the gold-
standard (Narayan et al., 2018). For the description
task, we set k equal to four, while for the analysis
task, we set k to 25, based on the average number
of sentences for each task in BOOKWORM.

4.2 Zero-shot Abstractive Models

All zero-shot experiments use Llama-3-8B-
Instruct (Dubey et al., 2024) as a backbone model,
with an input context of 8,192 tokens.7 As a simple
baseline, we feed the model with the lead 8,192
tokens, truncating the rest of the input.

We further develop retrieval-augmented mod-
els, following an extract-and-generate approach.
In one variant, we use the statistical BM25
method (Robertson et al., 1995) to extract relevant
context. Specifically, we use the character’s name
as a query and select the 80 paragraphs with the
highest score. In another variant, we use a corefer-
ence model from the BookNLP library to identify
character mentions and extract paragraphs in which
the target character is mentioned, following prior
work (Brahman et al., 2021; Maddela et al., 2022).
We then concatenate these paragraphs and feed
them into the language model.

We compare retrieval-augmented models to a
6https://github.com/booknlp/booknlp
7We opted for 8k context as the model has been pre-trained

with maximum sequences of this size.

hierarchical approach in which all the book infor-
mation is processed. Following previous work (Wu
et al., 2021; Chang et al., 2024), we split the book
into chunks of 8k tokens and generate a description
for each chunk. We then concatenate these inter-
mediate descriptions and feed them to the language
model, which merges them into a final description.
We experimented with adding more steps to the
hierarchical approach, but we did not observe an
improvement, and thus only report the results of
single-step hierarchical processing in this paper.
We show the prompts used for our zero-shot mod-
els in Appendix B.

4.3 Fine-tuned Abstractive Models
We experiment with two architectures: the encoder-
decoder LongT5-base model (Guo et al., 2022)
with 16,384 tokens input context and the decoder-
only Llama-3-8B-Instruct model (Dubey et al.,
2024) with 8,192 tokens context length.

Analogously to our zero-shot models, we com-
pare the fine-tuned models to a simple baseline,
which truncates the input story at the maximum
length the model can process. In addition, we eval-
uate the two retrieval strategies mentioned earlier,
namely using BM25 or the coreference model from
the BookNLP library. We fully fine-tune LongT5,
while for Llama-3, we do parameter efficient fine-
tuning using LoRA (Hu et al., 2021). We report the
hyperparameters and additional training details in
Appendix B.

4.4 Generation Settings
We report experiments in two settings. The first set-
ting is common in previous work (Brahman et al.,
2021) and aims to generate a description or anal-
ysis for a character in isolation. In addition, we
explore an alternative formulation where we col-
lectively describe or analyse all the characters in a
story. We call this setting joint character descrip-
tion. We also explore a variant where the model
has to describe every character separately, but all
the characters from the story are given as input in
the prompt, so as to ensure parity of context for the
two alternative task formulations.

For the joint description setting, we employ
the hierarchical approach in a zero-shot fashion
as described in Section 4.2. We use Llama-3-
70B-Instruct as the base model because we find
that smaller models fail to describe the characters
jointly and output descriptions for each. This is
particularly problematic for books with many char-
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acters. In this case, we adjust and prompt the model
to describe five characters at a time instead of all
characters together. If the model still struggles to
follow the required template, then we describe the
characters individually. We report the prompts used
for these experiments in Appendix B.

4.5 Evaluation Metrics
Automated evaluation metrics are crucial for our
task and for related book-length applications where
human evaluation is extremely labor-intensive,
costly, and difficult to design (Krishna et al., 2023).
As there is no single agreed-upon metric for auto-
matically measuring character understanding, we
evaluate output quality along different dimensions
and report several complementary metrics.

We use Rouge F1 (Lin, 2004) against the refer-
ence descriptions as a way of assessing the infor-
mativeness of descriptions or analyses. We report
Rouge-1 (unigram overlap), Rouge-2 (bigram over-
lap), and Rouge-L (longest common subsequence
between the model output and the gold-standard
description). We also report entity mention recall
following prior work (Bertsch et al., 2023), which
counts the percentage of named entities (e.g., per-
son names, locations) present in the reference that
are covered by the model output. Additionally, we
use BERTScore (Zhang et al., 2020), which calcu-
lates token similarity using contextual embeddings
instead of string matching.

As token-matching evaluation does not always
correlate well with the quality of the generated
text (Fabbri et al., 2021), we also use QA-based
evaluation, following existing literature (Deutsch
et al., 2021; Fabbri et al., 2022). Specifically, we
create a set of question-answer pairs based on the
reference descriptions and then use the model out-
put to answer these questions. We expect factual
descriptions to correctly answer a higher percent-
age of questions. We first prompt GPT-3.5, asking
it to generate question-answer pairs based on gold-
standard descriptions. Since question-answering
models are typically trained on data different from
the narrative domain, such as Wikipedia passages,
we fine-tune a RoBERTa-large encoder (Liu et al.,
2019) using QA pairs from our dataset. We dis-
card low-quality questions through round-trip fil-
tering (Alberti et al., 2019), i.e., we check whether
the generated questions can indeed be answered
using the reference description. We employ exact
match and F1 (Rajpurkar et al., 2016) to evalu-
ate all QA models. We present examples of the

question-answering evaluation in Appendix D.
As all the above metrics are reference-based, we

also use an entailment-based metric, which predicts
whether the input story entails the model output.
Specifically, following Narayan et al. (2022) and
Laban et al. (2021), for each generated sentence,
we calculate its maximum entailment score against
the paragraphs of the input story. If a paragraph
is longer than 512 tokens, we split it into shorter
paragraphs. We also transform the entailment prob-
ability into 0 or 1 using a 0.5 threshold. Then, we
calculate the average entailment score across the
model output. As an entailment model for our ex-
periments we use T5-XXL (Raffel et al., 2020) fine-
tuned on the Adversarial NLI dataset (Nie et al.,
2020).

Previous research has also used LLM-as-a-
judge pipelines to assess the quality of generated
text (Mahon and Lapata, 2024; Min et al., 2023;
Song et al., 2024; Zheng et al., 2023). In this paper,
we adopt the PRISMA metric (Mahon and Lapata,
2024) using a large language model to evaluate
the factuality of the generated outputs. Specifi-
cally, we calculate PRISMA-precision by extract-
ing facts from the generated output and then using
the gold-standard to judge whether these facts are
supported or not. Similarly, we calculate PRISMA-
recall by extracting facts from the gold-standard
and then using the model output to assess these
facts. PRISMA-F1 is then derived from these pre-
cision and recall values. We used GPT-4o-mini to
extract facts and judge their factuality.

Additionally, we evaluate factuality across dif-
ferent character dimensions, by classifying the ex-
tracted facts into six distinct categories: Role (the
part the character plays in the story), Relationship
(connections the character has with others, e.g.,
friendships or family ties), Personality (the charac-
ter’s behavior, traits or attributes), Event (actions
and decisions the character is involved in), Men-
tal State (the character’s state of mind, e.g., be-
liefs, intentions, and emotions), and Other Fact
(any fact that does no belong to the above cate-
gories). We chose this categorization based on
prior work (Brahman et al., 2021) and after hav-
ing manually inspected examples of extracted facts.
We again used GPT-4o-mini to classify facts into
the above categories. To assess the reliability of the
model’s classification, we conducted a human anno-
tation process where the authors of this paper classi-
fied 200 facts extracted from character descriptions
and analyses. We found a strong agreement among
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the annotators with a Fleiss’ Kappa of 74.64. We
also found that GPT-4o-mini correlates highly with
the majority of the human annotators, achieving a
Cohen’s Kappa of 62.47. Additional details for the
fact-based evaluation are in Appendix B.

4.6 Implementation Details

All experiments were run on a single Nvidia A100
or H100 GPU, except for the joint description ex-
periments, which used two H100s. We used pre-
trained models from HuggingFace and trained our
models for four epochs selecting the checkpoint
with the lowest validation loss. During inference,
we used sample decoding with a temperature of
0.4. We report additional implementation details in
Appendix B.

5 Results

There is no lead bias in book-length charac-
ter understanding. Our experimental results are
summarized in Table 2. Lead-k performs poorly,
even though it is a strong baseline in standard sum-
marization tasks (Nallapati et al., 2016; Narayan
et al., 2018). It achieves substantially lower scores
in terms of Rouge compared to zero-shot and fine-
tuned models. Random selection performs simi-
larly, achieving marginally worse scores than the
Lead baseline in both tasks.

The extractive oracle heuristic achieves the high-
est Rouge scores across all experiments in both
tasks. There is a bigger performance gap when
it comes to the analysis task, where oracle exper-
iment is ostensibly better, especially in Rouge-1
and Rouge-2, compared to zero-shot and fine-tuned
models. This result is expected as the oracle model
uses gold-standard texts to extract sentences. When
considering Entity Mention recall, we observe that
the Oracle model is worse at the description task
than zero-shot and fine-tuned models. Interestingly,
in the analysis task, while the Oracle model scores
lower than zero-shot models in Entity Mention re-
call, it surpasses the fine-tuned models in this met-
ric. This result demonstrates that there is still space
for improvement in the way that our experiments
retrieve context and use salient entities.

BERTScore results for the Oracle model are
comparable to the Lead and Random heuristics,
and lower compared to abstractive models. This is
an expected outcome, as the Oracle fails to capture
the semantic information of the reference descrip-
tions, even if it matches the gold-standard tokens.

Retrieval-augmented models perform best in
both character description and analysis. In
our zero-shot experiments, we observe that the
retrieval-based methods consistently improve per-
formance in both tasks. Specifically, the coref-
erence approach outperforms BM25 in the de-
scription task while BM25 performs better in the
analysis. The hierarchical approach improves re-
sults compared to the Lead baseline in the descrip-
tion task but does not match the performance of
retrieval-based methods. In the analysis task, the
performance is slightly worse than in the Lead ex-
periment. We hypothesize that this occurs because
retrieving relevant information is more crucial than
processing the entire story for tasks like character
description and analysis, which resemble query-
based summarization more than generic summa-
rization.

For our fine-tuned models, we observe trends
similar to the zero-shot ones. Specifically, both the
BM25 and coreference-based retrieval lead to bet-
ter descriptions and analyses, with the exception of
LongT5 in the analysis task, where the differences
are only marginal. Llama-3 consistently outper-
forms LongT5 across both tasks. While fine-tuning
leads to consistent improvements in the description
task, this is not the case for the analysis task where
fine-tuning is either comparable or inferior to the
zero-shot setting. We hypothesize that there are
two reasons for this, the training samples are fewer
in the analysis task and the level of data contami-
nation is higher (see Appendix C).

Fine-tuned Llama with coreference-based re-
trieval is the most faithful. We report QA-based
and NLI-based evaluation results in Table 3. We
focus on fine-tuned models as these performed bet-
ter in most cases than zero-shot ones and extrac-
tive baselines, according to reference-based met-
rics (see Table 2). QA-based metrics reward Llama
most when enhanced with coreference-based re-
trieval in both tasks. In general, performance im-
proves when relevant context is retrieved in both the
LongT5 and Llama models. Llama consistently out-
performs LongT5, and coreference-based retrieval
yields better results than extraction using BM25.

The NLI metric has a clear preference for models
fine-tuned on coreference-based input. In particular
for Llama, we observe a large jump in entailment
accuracy over BM25. Retrieving relevant context
helps achieve higher entailment scores for both
tasks. The only exception is the entailment accu-

4477



Description Analysis
Model R-1 R-2 R-L EntMent BS R-1 R-2 R-L EntMent BS

H
eu

ri
st

ic Lead 20.64 2.08 12.23 24.08 49.33 25.20 2.22 10.96 12.89 45.87
Random 19.67 1.65 11.58 22.62 49.34 25.00 2.22 10.91 11.68 45.82
Oracle 34.38 8.97 21.46 21.46 50.75 42.16 14.03 17.86 21.13 48.74

Z
er

o-
sh

ot Llama-3 27.89 5.00 17.24 28.15 55.21 32.48 6.18 16.34 20.70 54.16
+ BM25 29.69 5.95 18.28 31.60 57.29 33.59 6.68 16.75 24.22 54.56
+ coref 29.86 5.98 18.55 32.27 57.90 33.36 6.60 16.60 22.80 54.70
+ hier 28.46 5.67 17.72 29.44 56.74 31.47 6.09 15.69 23.16 53.79

Fi
ne

-t
un

in
g

LongT5 28.62 5.53 17.91 26.73 54.91 33.03 6.27 15.38 11.86 50.01
+ BM25 29.98 5.84 18.61 28.69 56.27 32.19 6.02 15.49 12.80 48.98
+ coref 29.19 5.84 17.82 31.15 55.43 32.38 6.13 15.18 10.27 49.56

Llama-3 27.90 5.62 18.74 29.59 55.34 33.59 6.32 15.49 16.60 52.86
+ BM25 29.78 6.42 19.67 34.80 56.93 34.10 6.53 15.62 18.09 52.87
+ coref 30.36 6.75 19.84 35.78 57.63 33.93 6.55 15.67 18.28 53.10

Table 2: Results on character description and analysis tasks on our BOOKWORM dataset. We use Rouge, entity
mention recall (EntMent) and BERTScore (BS). Best model per metric is boldfaced (excluding the oracle).

Description Analysis
Model EM F1 NLI EM F1 NLI

LongT5 8.69 12.20 7.94 6.17 7.78 7.25
+ BM25 9.62 12.83 10.28 6.75 8.33 2.84
+ coref 9.53 13.78 16.10 7.14 9.25 13.33

Llama-3 8.16 12.04 16.87 5.58 8.39 14.15
+ BM25 10.41 15.28 22.70 6.94 11.19 13.06
+ coref 13.29 17.36 40.21 8.49 11.27 50.85

Reference – – 65.27 – – 61.43

Table 3: Question answering and entailment-based eval-
uation for fine-tuned models. We report exact match
(EM), F1, and natural language inference metric (NLI).
Best model per metric is boldfaced.

racy of LongT5 combined with BM25 on the anal-
ysis task, where performance decreases compared
to LongT5 on its own. The coreference resolution
approach is consistently better than BM25.

Facts related to events and relationships are
hard to get right. We report the fact-based eval-
uation in Table 4. We observe that retrieval-
augmented models demonstrate higher overall fac-
tuality, leading to improvements across nearly all
character dimensions for both tasks. An exception
is the LongT5 model for the character analysis task,
where the lead baseline outperforms BM25 and
coreference-based models. The coreference-based
model surpasses BM25 in description and analysis,
while the Llama model consistently outperforms
LongT5. Across both tasks, facts related to events
and character relationships are the least factual. In

contrast, facts concerning a character’s role and
personality achieve the highest scores. Mental state
and other facts perform similarly, but they fall be-
low those related to personality and role. Our re-
sults demonstrate that models struggle with the
more dynamic aspects of characters, such as events
and relationships, while handling more static di-
mensions like role and personality more effectively.
Examples of the fact-based evaluation are in Ap-
pendix D.

It is easier to talk about one character than
about many. Table 5 presents results in the two
generation settings: joint and separate character de-
scription.8 For this comparison, we employ the hi-
erarchical method in a zero-shot setting with Llama-
3-70B-instruct (see Section 4.4), as we observed
that smaller models could not follow instructions
for the joint task.

The model generally struggles with the joint task,
performing consistently worse across metrics com-
pared to describing each character individually. As
we can see in Table 5, the model benefits from hav-
ing a list of the characters in the story. We observe
performance gains across metrics when character
names are included in the input. We believe the
joint description task is too difficult for the model
which is now required to understand the story from
beginning to end instead of being able to focus on
a single character. Aside from understanding being

8We do not perform joint experiments for the analysis task,
as this would be extremely challenging.
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Model
Description Analysis

Role Relat. Person. Event Mental S. Other Overall Role Relat. Person. Event Mental S. Other Overall

LongT5 19.90 16.68 29.71 10.49 23.25 22.23 19.98 26.49 17.83 28.63 13.20 23.52 19.73 22.54
+ BM25 28.51 21.03 32.00 13.56 25.31 24.72 22.34 26.15 17.70 24.90 12.19 18.69 25.06 20.60
+ coref 33.41 26.43 32.33 14.53 25.72 28.14 25.46 24.29 18.32 25.15 11.08 18.88 20.69 19.72

Llama-3 38.77 20.99 40.61 27.02 32.70 37.25 34.89 48.53 34.17 42.11 29.57 35.59 37.60 36.56
+ BM25 51.88 38.99 51.84 34.04 39.80 45.41 42.80 50.71 33.34 44.11 29.29 37.35 37.82 37.20
+ coref 53.66 41.31 53.50 34.54 43.39 47.91 52.68 52.12 36.65 46.11 29.48 36.85 39.28 37.95

Table 4: PRISMA evaluation results on description and analysis tasks for the fine-tuned models. We report the
overall PRISMA-F1 score along with the F1 score of each subcategory (Role, Personality, Relationship, Event,
Mental State and Other Fact). Best model per metric is boldfaced.

Model R-L EntMent QA-F1

Separate 17.82 29.92 14.37
+ character names 18.36 31.71 14.63

Joint 16.62 23.39 12.78

Table 5: Character description results in separate and
joint generation settings. We report Rouge-L, entity
mention recall (EntMent) and question answering F1.
We use the hierarchical approach with zero-shot Llama-
3-70B-Instruct. Best model per metric is boldfaced.

harder, generation is also more challenging, as the
output is quite long in this setting. Even Llama-3-
70B struggles to describe all the characters. Exam-
ples of generated outputs are in Appendix D.

6 Discussion

Our experiments underline the importance of re-
trieving relevant context; we found that even simple
methods such as statistical retrieval with BM25 or
coreference-based retrieval lead to consistent im-
provements in all our experiments. Notably, while
the hierarchical approach is considered state-of-
the-art for book summarization, our experiments
revealed it performs worse than retrieval in both de-
scription and the analysis tasks. The difference be-
tween retrieval-based and hierarchical approaches
is significant even for character analysis. One
might conjecture that processing the whole book
would be beneficial, however, this is not corrobo-
rated by our results.

Until now, characters have been studied sepa-
rately in the literature, which is a significant sim-
plification. Our experiments with joint understand-
ing of characters show that a separate description
model can benefit from knowing all the different
characters in a story if we list them in the initial
prompt. However, our experiments also demon-
strate that models struggle to understand characters
jointly, having to “read” a book multiple times to

be able to describe each character separately.

7 Conclusions

In this work, we created BOOKWORM, a new
dataset which contains books from the Gutenberg
project and human-written character descriptions
and character analyses from literature websites.
Character descriptions are short and factual, while
character analyses are longer; they explore the mo-
tives, personality, and development of a character
and often also comment on the social, historical,
or political context. We established a set of base-
lines using simple extractive heuristics as well as
retrieval-based and hierarchical long-context mod-
els, in both zero-shot and fine-tuning settings. Our
experiments highlight the importance of retrieving
relevant context, which leads to consistent improve-
ments and outperforms hierarchical methods.

We hope our findings will inspire future research
on character analysis, and text generation from
long documents more generally. We plan to de-
velop a better suited model for the joint character
description task, by keeping track of characters
and their relations as the narrative evolves. Evalua-
tion is another avenue for future work. Entailment-
based metrics are good indicators of model per-
formance for retrieval-augmented approaches, but
are computationally challenging for book-length
inputs. Question-answering evaluation helps as-
sess the factuality of the generated text but is con-
strained by the availability of references, and can be
too punitive (in cases where model predictions have
no lexical overlap with the reference). We used a
LLM as a judge to perform a fact-based evaluation
and gain a deeper understanding of the factuality of
the different character dimensions. However, these
results are again solely based on reference texts.
In the future, there is a need to explore evaluation
metrics that consider the full input text and are at
the same time efficient and scalable.
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Limitations

Our dataset contains publicly available books dis-
cussed widely across multiple sources (reviews,
critical essays, literary commentaries, etc). Even
if models have not been trained on the description
and analysis tasks, it is likely that they have been
exposed to these literary texts or related informa-
tion during pre-training. To mitigate the risk of
data contamination, future work should consider
using books that are not publicly available.

In this paper, we relied on automatic metrics
such as Rouge, QA-based evaluation, entailment
and fact-based scores, entity mention recall and
BERTScore to assess the quality of generated de-
scriptions and analyses; however, the majority of
these metrics are reference-based and do not con-
sider book-length input to evaluate different as-
pects of model output. Future work could focus
on reference-free evaluation metrics and efficient
methods to conduct human-based evaluation.

Moreover, current language models used in this
paper do not provide any explanation about the
generated text. Future research could focus more
on attributable language models that generate text
pointing to specific parts of the input. This would
also mitigate the difficulty of conducting human
evaluation, especially for tasks like character de-
scription or analysis, where many responses can be
produced, but it is important to evaluate whether
they are faithful.

Our work considers simple retrieval-based strate-
gies such as BM25 and the use of an off-the-self
coreference model. A natural next step would be to
explicitly train a retriever model for the two tasks
in the BOOKWORM dataset. Finally, we present ex-
periments with only one type of hierarchical model
in the joint character description setting. Follow-on
work could study this setting in more depth.
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Wojciech Kryściński, Nazneen Rajani, Divyansh Agar-
wal, Caiming Xiong, and Dragomir Radev. 2021.
BookSum: A Collection of Datasets for Long-
form Narrative Summarization. arXiv preprint.
ArXiv:2105.08209 [cs].

Philippe Laban, Tobias Schnabel, Paul N. Bennett, and
Marti A. Hearst. 2021. SummaC: Re-Visiting NLI-
based Models for Inconsistency Detection in Summa-
rization. arXiv preprint. ArXiv:2111.09525 [cs].

Chin-Yew Lin. 2004. ROUGE: A Package for Auto-
matic Evaluation of Summaries. In Text Summariza-
tion Branches Out, pages 74–81, Barcelona, Spain.
Association for Computational Linguistics.

Danyang Liu and Frank Keller. 2023. Detecting and
Grounding Important Characters in Visual Stories.
arXiv preprint. ArXiv:2303.17647 [cs].

Danyang Liu, Juntao Li, Meng-Hsuan Yu, Ziming
Huang, Gongshen Liu, Dongyan Zhao, and Rui Yan.
2020. A Character-Centric Neural Model for Auto-
mated Story Generation. Proceedings of the AAAI
Conference on Artificial Intelligence, 34(02):1725–
1732. Number: 02.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
RoBERTa: A Robustly Optimized BERT Pretrain-
ing Approach. arXiv preprint. ArXiv:1907.11692
[cs].

4482

http://arxiv.org/abs/2407.21783
http://arxiv.org/abs/2407.21783
http://arxiv.org/abs/2007.12626
http://arxiv.org/abs/2007.12626
http://arxiv.org/abs/2112.08542
http://arxiv.org/abs/2112.08542
http://arxiv.org/abs/2112.08542
http://arxiv.org/abs/2112.07916
http://arxiv.org/abs/2112.07916
http://arxiv.org/abs/2006.03654
http://arxiv.org/abs/2006.03654
http://arxiv.org/abs/2106.09685
http://arxiv.org/abs/2106.09685
https://doi.org/10.18653/v1/N19-1067
https://doi.org/10.18653/v1/N19-1067
https://doi.org/10.18653/v1/N19-1067
https://doi.org/10.18653/v1/N19-1067
http://arxiv.org/abs/2301.13298
http://arxiv.org/abs/2301.13298
http://arxiv.org/abs/2105.08209
http://arxiv.org/abs/2105.08209
http://arxiv.org/abs/2111.09525
http://arxiv.org/abs/2111.09525
http://arxiv.org/abs/2111.09525
https://aclanthology.org/W04-1013
https://aclanthology.org/W04-1013
http://arxiv.org/abs/2303.17647
http://arxiv.org/abs/2303.17647
https://doi.org/10.1609/aaai.v34i02.5536
https://doi.org/10.1609/aaai.v34i02.5536
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1907.11692


Ilya Loshchilov and Frank Hutter. 2019. Decou-
pled Weight Decay Regularization. arXiv preprint.
ArXiv:1711.05101 [cs, math].

Mounica Maddela, Mayank Kulkarni, and Daniel
Preotiuc-Pietro. 2022. EntSUM: A Data Set for
Entity-Centric Extractive Summarization. In Pro-
ceedings of the 60th Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 1: Long
Papers), pages 3355–3366, Dublin, Ireland. Associa-
tion for Computational Linguistics.

Louis Mahon and Mirella Lapata. 2024. A modular
approach for multimodal summarization of tv shows.
Preprint, arXiv:2403.03823.

Sewon Min, Kalpesh Krishna, Xinxi Lyu, Mike Lewis,
Wen-tau Yih, Pang Koh, Mohit Iyyer, Luke Zettle-
moyer, and Hannaneh Hajishirzi. 2023. FActScore:
Fine-grained atomic evaluation of factual precision
in long form text generation. In Proceedings of the
2023 Conference on Empirical Methods in Natural
Language Processing, pages 12076–12100, Singa-
pore. Association for Computational Linguistics.

Ramesh Nallapati, Bowen Zhou, Cicero Nogueira dos
santos, Caglar Gulcehre, and Bing Xiang. 2016.
Abstractive Text Summarization Using Sequence-
to-Sequence RNNs and Beyond. arXiv preprint.
ArXiv:1602.06023 [cs] version: 5.

Shashi Narayan, Shay B. Cohen, and Mirella Lap-
ata. 2018. Don’t Give Me the Details, Just the
Summary! Topic-Aware Convolutional Neural Net-
works for Extreme Summarization. arXiv preprint.
ArXiv:1808.08745 [cs] version: 1.

Shashi Narayan, Joshua Maynez, Reinald Kim Am-
playo, Kuzman Ganchev, Annie Louis, Fantine Huot,
Dipanjan Das, and Mirella Lapata. 2022. Conditional
Generation with a Question-Answering Blueprint.
arXiv preprint. ArXiv:2207.00397 [cs].

Yixin Nie, Adina Williams, Emily Dinan, Mohit Bansal,
Jason Weston, and Douwe Kiela. 2020. Adversar-
ial NLI: A New Benchmark for Natural Language
Understanding. In Proceedings of the 58th Annual
Meeting of the Association for Computational Lin-
guistics, pages 4885–4901, Online. Association for
Computational Linguistics.

Pinelopi Papalampidi, Frank Keller, and Mirella Lapata.
2019. Movie Plot Analysis via Turning Point Identi-
fication. In Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natu-
ral Language Processing (EMNLP-IJCNLP), pages
1707–1717, Hong Kong, China. Association for Com-
putational Linguistics.

James Phelan. 1989. Reading people, reading plots:
Character, progression, and the interpretation of nar-
rative. University of Chicago Press.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,

Wei Li, and Peter J. Liu. 2020. Exploring the Lim-
its of Transfer Learning with a Unified Text-to-Text
Transformer. arXiv preprint. ArXiv:1910.10683 [cs,
stat].

Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and
Percy Liang. 2016. SQuAD: 100,000+ Questions for
Machine Comprehension of Text. In Proceedings of
the 2016 Conference on Empirical Methods in Natu-
ral Language Processing, pages 2383–2392, Austin,
Texas. Association for Computational Linguistics.

Stephen Robertson, S. Walker, S. Jones, M. M. Hancock-
Beaulieu, and M. Gatford. 1995. Okapi at trec-3.
In Overview of the Third Text REtrieval Conference
(TREC-3), pages 109–126. Gaithersburg, MD: NIST.

Yisi Sang, Xiangyang Mou, Mo Yu, Dakuo Wang, Jing
Li, and Jeffrey Stanton. 2022. MBTI Personality Pre-
diction for Fictional Characters Using Movie Scripts.
arXiv preprint. ArXiv:2210.10994 [cs].

Yixiao Song, Yekyung Kim, and Mohit Iyyer. 2024.
VERISCORE: Evaluating the factuality of verifiable
claims in long-form text generation. arXiv preprint.
ArXiv:2406.19276 [cs].

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention Is All
You Need. arXiv preprint. ArXiv:1706.03762 [cs].

K.M. Weiland. 2016. Creating Character Arcs. Pen-
ForASword Publishing.

Jeff Wu, Long Ouyang, Daniel M. Ziegler, Nisan Sti-
ennon, Ryan Lowe, Jan Leike, and Paul Christiano.
2021. Recursively Summarizing Books with Human
Feedback. arXiv preprint. ArXiv:2109.10862 [cs].

Peng Xu, Wei Ping, Xianchao Wu, Lawrence McAfee,
Chen Zhu, Zihan Liu, Sandeep Subramanian, Evelina
Bakhturina, Mohammad Shoeybi, and Bryan Catan-
zaro. 2023. Retrieval meets Long Context Large Lan-
guage Models. arXiv preprint. ArXiv:2310.03025
[cs].

Manzil Zaheer, Guru Guruganesh, Avinava Dubey,
Joshua Ainslie, Chris Alberti, Santiago Ontanon,
Philip Pham, Anirudh Ravula, Qifan Wang, Li Yang,
and Amr Ahmed. 2021. Big Bird: Trans-
formers for Longer Sequences. arXiv preprint.
ArXiv:2007.14062 [cs, stat] version: 2.

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q.
Weinberger, and Yoav Artzi. 2020. BERTScore:
Evaluating Text Generation with BERT. arXiv
preprint. ArXiv:1904.09675 [cs].

Weiwei Zhang, Jackie Chi Kit Cheung, and Joel Oren.
2019. Generating Character Descriptions for Au-
tomatic Summarization of Fiction. Proceedings
of the AAAI Conference on Artificial Intelligence,
33(01):7476–7483. Number: 01.

4483

http://arxiv.org/abs/1711.05101
http://arxiv.org/abs/1711.05101
https://doi.org/10.18653/v1/2022.acl-long.237
https://doi.org/10.18653/v1/2022.acl-long.237
https://arxiv.org/abs/2403.03823
https://arxiv.org/abs/2403.03823
https://doi.org/10.18653/v1/2023.emnlp-main.741
https://doi.org/10.18653/v1/2023.emnlp-main.741
https://doi.org/10.18653/v1/2023.emnlp-main.741
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1808.08745
http://arxiv.org/abs/1808.08745
http://arxiv.org/abs/1808.08745
http://arxiv.org/abs/2207.00397
http://arxiv.org/abs/2207.00397
https://doi.org/10.18653/v1/2020.acl-main.441
https://doi.org/10.18653/v1/2020.acl-main.441
https://doi.org/10.18653/v1/2020.acl-main.441
https://doi.org/10.18653/v1/D19-1180
https://doi.org/10.18653/v1/D19-1180
http://arxiv.org/abs/1910.10683
http://arxiv.org/abs/1910.10683
http://arxiv.org/abs/1910.10683
https://doi.org/10.18653/v1/D16-1264
https://doi.org/10.18653/v1/D16-1264
https://www.microsoft.com/en-us/research/publication/okapi-at-trec-3/
http://arxiv.org/abs/2210.10994
http://arxiv.org/abs/2210.10994
http://arxiv.org/abs/2406.19276
http://arxiv.org/abs/2406.19276
http://arxiv.org/abs/1706.03762
http://arxiv.org/abs/1706.03762
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2310.03025
http://arxiv.org/abs/2310.03025
http://arxiv.org/abs/2007.14062
http://arxiv.org/abs/2007.14062
http://arxiv.org/abs/1904.09675
http://arxiv.org/abs/1904.09675
https://doi.org/10.1609/aaai.v33i01.33017476
https://doi.org/10.1609/aaai.v33i01.33017476


Chao Zhao, Faeze Brahman, Kaiqiang Song, Wen-
lin Yao, Dian Yu, and Snigdha Chaturvedi. 2022.
NarraSum: A Large-Scale Dataset for Abstrac-
tive Narrative Summarization. arXiv preprint.
ArXiv:2212.01476 [cs].

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan
Zhuang, Zhanghao Wu, Yonghao Zhuang, Zi Lin,
Zhuohan Li, Dacheng Li, Eric P. Xing, Hao Zhang,
Joseph E. Gonzalez, and Ion Stoica. 2023. Judging
LLM-as-a-Judge with MT-Bench and Chatbot Arena.
arXiv preprint. ArXiv:2306.05685 [cs].

4484

http://arxiv.org/abs/2212.01476
http://arxiv.org/abs/2212.01476
https://doi.org/10.48550/arXiv.2306.05685
https://doi.org/10.48550/arXiv.2306.05685


A BOOKWORM Descriptions and
Analyses

We identify the subset of BOOKWORM that in-
cludes characters featured in both the description
and analysis tasks. We then compare the two tasks
by calculating the percentage of novel n-grams in
descriptions compared to analyses. We present
these statistics in Table 6.

Novel n-grams %
Unigrams Bigrams Trigrams

BOOKWORM 49.60 83.81 95.96

Table 6: Percentage of novel n-grams (unigrams, bi-
grams, trigrams) in character descriptions compared to
analyses.

We show examples of gold-standard descriptions
and analyses in Tables 7–10.

B Implementation Details

We fully fine-tune LongT5-base (250M), which
takes approximately 10 GPU hours for the descrip-
tion task and 4 GPU hours for the analysis task.
For Llama-3-8B, we use parameter-efficient fine-
tuning with LoRA, which takes roughly 8 and 3
GPU hours for the description and analysis tasks,
respectively. We fine-tune our models using the
AdamW (Loshchilov and Hutter, 2019) optimizer.
We use batch size equal to 1 and a gradient accu-
mulation step equal to 4. For LongT5, we use a
constant learning rate of 1e-4, while for the Llama-
3 model, we use a learning rate of 2e-5 with linear
decay. For Low-Rank fine-tuning, we use a rank of
8 and an alpha of 16.

For evaluation, we use a publicly available
Rouge-score implementation9 and for BERTScore
we use DeBERTa-Xlarge (He et al., 2021). We cal-
culate entity mention recall using a named-entity
recognition module from Spacy10.

We present the prompt used for extracting facts,
which is adapted from the VeriScore metric (Song
et al., 2024) to suit our specific tasks in Table 11.
The prompt used to verify whether a fact is sup-
ported is shown in Table 12. We provide the prompt
for classifying facts in Table 13 and the instructions
given to the human annotators in Table 14.

9https://github.com/google-research/
google-research/tree/master/rouge

10https://spacy.io/

For our experiments, we use the following
prompts:

D e s c r i b e c h a r a c t e r : {
c h a r a c t e r _ n a m e } g i v e n t h e
f o l l o w i n g c o n t e x t . C o n t e x t :
[ . . ]

Character Description Prompt

Analyse in − d e p t h c h a r a c t e r : {
c h a r a c t e r _ n a m e } g i v e n t h e
f o l l o w i n g c o n t e x t . C o n t e x t :
[ . . ]

Character Analysis Prompt

The f o l l o w i n g s t o r y has t h e s e
c h a r a c t e r s : { l i s t _ o f _ c h a r a c t e r
} d e s c r i b e c h a r a c t e r : {
c h a r a c t e r _ n a m e } g i v e n t h e
f o l l o w i n g c o n t e x t . C o n t e x t :
[ . . ]

Character Description Prompt with character names

D e s c r i b e t h e f o l l o w i n g c h a r a c t e r s
: { l i s t _ o f _ c h a r a c t e r } g i v e n
t h e f o l l o w i n g c o n t e x t and
r e t u r n your o u t p u t a s i n t h e
f o l l o w i n g examples \ n \ n {
example_1 } \ n \ n { example_2 } \ n
\ n { example_3 } . C o n t e x t : [ . . ]

Joint Character Description Prompt

C Additional Experiments

We ran a “no-context” experiment where only the
initial prompt was provided, without including any
part of the story. This is a way of testing how
much of the story has been memorized by the pre-
trained LLMs we use for our work. This provides
an indication of the degree of data contamination
that is present.

In another experiment, we used a summary of
the story as input instead of the book text. This
is the setup that has been used by other work on
character description generation, most notably by
Brahman et al. (2021). We ran these experiments
using the Llama-3-8B model in a zero-shot way.

We also evaluate the performance of the closed-
source model, GPT-4o-mini, in two different ways,
first processing the lead 128k tokens of the in-
put story and second extracting context with the
coreference-based approach.
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The results are presented in Table 15 and com-
pared against the performance of the coreference-
based approach. For the description task, the
no-context setting performs competitively, though
it falls behind the coreference-based approach.
The summary-based model outperformed the no-
context approach, being slightly better in Rouge-L
than the coref-based model and has a clear advan-
tage in terms of PRISMA score. However, it un-
derperforms compared to the retrieval-augmented
method in entity mention recall and question an-
swering metric. GPT-4o-mini with 128k input con-
text achieves the highest scores in entities recall and
question answering F1, although it has a slightly
lower Rouge-L than the Llama experiments. GPT-
4o-mini with retrieved-context is worse than the
Lead-128k experiment but surpasses the Llama ex-
periments in entities recall and QA-F1 while being
weaker in Rouge-L.

For the analysis task, the no-context model out-
performs the retrieval-augmented approach across
all metrics. This indicates a high degree of con-
tamination for this task, i.e., the pretrained mod-
els have seen the texts in the BOOKWORM testset
during pretraining. The summary-based approach
achieves increased scores surpassing both the no-
context and retrieval-augmented models. This im-
provement can likely be attributed to the fact that
the summaries were sourced from the same web-
sites used to scrape the description and analysis
data, leading to high lexical overlap and thus pro-
viding an unintended advantage. Similar to the
description task, GPT-4o-mini obtains the highest
results in entities mention recall and QA-F1 metrics
but falls behind in terms of R-L. The coreference-
based GPT-4o-mini model is only marginally worse
than the full context experiment.

D Example Output

We show examples of model output for the charac-
ter description task in Tables 16–18, for the anal-
ysis task in Tables 19–21 and for joint character
description in Table 22.
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Character: Alice Book: Alice in Wonderland by Lewis Carroll

Source: GradeSaver
Description: The heroine of the story. Her adventures begin with her fateful jump down the rabbit hole,
and the tale is an extended metaphor for the challenges she will face as she grows into an adult. She
possesses unusual composure for a child, and she seems bright but makes many charming mistakes. She
grows more confident as the book progresses.

Source: SparkNotes
Analysis: Alice is a sensible prepubescent girl from a wealthy English family who finds herself in
a strange world ruled by imagination and fantasy. Alice feels comfortable with her identity and has
a strong sense that her environment is comprised of clear, logical, and consistent rules and features.
Alice’s familiarity with the world has led one critic to describe her as a “disembodied intellect.” Alice
displays great curiosity and attempts to fit her diverse experiences into a clear understanding of the
world. Alice approaches Wonderland as an anthropologist, but maintains a strong sense of noblesse
oblige that comes with her class status. She has confidence in her social position, education, and the
Victorian virtue of good manners. Alice has a feeling of entitlement, particularly when comparing
herself to Mabel, whom she declares has a “poky little house,” and no toys. Additionally, she flaunts
her limited information base with anyone who will listen and becomes increasingly obsessed with the
importance of good manners as she deals with the rude creatures of Wonderland. Alice maintains a
superior attitude and behaves with solicitous indulgence toward those she believes are less privileged.
The tension of Alice’s Adventures in Wonderland emerges when Alice’s fixed perspective of the world
comes into contact with the mad, illogical world of Wonderland. Alice’s fixed sense of order clashes
with the madness she finds in Wonderland. The White Rabbit challenges her perceptions of class when
he mistakes her for a servant, while the Mad Hatter, March Hare, and Pigeon challenge Alice’s notions
of urbane intelligence with an unfamiliar logic that only makes sense within the context of Wonderland.
Most significantly, Wonderland challenges her perceptions of good manners by constantly assaulting
her with dismissive rudeness. Alice’s fundamental beliefs face challenges at every turn, and as a result
Alice suffers an identity crisis. She persists in her way of life as she perceives her sense of order
collapsing all around her. Alice must choose between retaining her notions of order and assimilating
into Wonderland’s nonsensical rules.

Table 7: Example of gold-standard description and analysis in BOOKWORM.

4487



Character: Katherine Book: The Taming of the Shrew by William Shakespeare

Source: SparkNotes
Description: The “shrew” of the play’s title, Katherine, or Kate, is the daughter of Baptista Minola,
with whom she lives in Padua. She is sharp-tongued, quick-tempered, and prone to violence, particularly
against anyone who tries to marry her. Her hostility toward suitors particularly distresses her father. But
her anger and rudeness disguise her deep-seated sense of insecurity and her jealousy toward her sister,
Bianca. She does not resist her suitor Petruchio forever, though, and she eventually subjugates herself
to him, despite her previous repudiation of marriage.

Source: SparkNotes
Analysis: Widely reputed throughout Padua to be a shrew, Katherine is foul-tempered and sharp-tongued
at the start of the play. She constantly insults and degrades the men around her, and she is prone to wild
displays of anger, during which she may physically attack whomever enrages her. Though most of the
play’s characters simply believe Katherine to be inherently ill-tempered, it is certainly plausible to think
that her unpleasant behavior stems from unhappiness. She may act like a shrew because she is miserable
and desperate. There are many possible sources of Katherine’s unhappiness: she expresses jealousy
about her father’s treatment of her sister, but her anxiety may also stem from feelings about her own
undesirability, the fear that she may never win a husband, her loathing of the way men treat her, and so
on. In short, Katherine feels out of place in her society. Due to her intelligence and independence, she
is unwilling to play the role of the maiden daughter. She clearly abhors society’s expectations that she
obey her father and show grace and courtesy toward her suitors. At the same time, however, Katherine
must see that given the rigidity of her social situation, her only hope to find a secure and happy place
in the world lies in finding a husband. These inherently conflicting impulses may lead to her misery
and poor temper. A vicious circle ensues: the angrier she becomes, the less likely it seems she will be
able to adapt to her prescribed social role; the more alienated she becomes socially, the more her anger
grows. Despite the humiliations and deprivations that Petruchio adds to her life, it is easy to understand
why Katherine might succumb to marry a man like him. In their first conversation, Petruchio establishes
that he is Katherine’s intellectual and verbal equal, making him, on some level, an exciting change from
the easily dominated men who normally surround her. Petruchio’s forcible treatment of Katherine is
in every way designed to show her that she has no real choice but to adapt to her social role as a wife.
This adaptation must be attractive to Katherine on some level, since even if she dislikes the role of wife,
playing it at least means she can command respect and consideration from others rather than suffer
the universal revulsion she receives as a shrew. Having a social role, even if it is not ideal, must be
less painful than continually rejecting any social role at all. Thus, Katherine’s eventual compliance
with Petruchio’s self-serving “training” appears more rational than it might have seemed at first: by the
end of the play, she has gained a position and even an authoritative voice that she previously had been
denied.

Table 8: Example of gold-standard description and analysis in BOOKWORM.
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Character: Prospero Book: The Tempest by William Shakespeare

Source: GradeSaver
Description: The rightful Duke of Milan, though his kingdom and title were usurped by his brother
Antonio. Prospero was able to survive a plot on his life, and he and his daughter Miranda were set
aboard a wrecked craft, but managed to land safely on the island. Prospero is able to gain control of
the spirits of the island, and uses his vast knowledge and control over the spirits to direct acts of magic
as he pleases. He is ruler of the island, after taking control of it from its rightful heir, Caliban, and he
makes sure that Alonso’s ship wrecks on the island, so he can get his revenge on his brothers for their
wrongdoing.

Source: Cliffnotes
Analysis: Prospero is the rightful duke of Milan. Twelve years earlier, he found refuge on this island
after his younger brother, Antonio, seized Prospero’s title and property. Prospero functions as a god
on the island, manipulating everyone within his reach. He is helpless against his enemies until they
appear on a ship nearby; but when they are close enough, he can use his magic to create a storm and
bring them under his control. Prospero’s magic is the white magic of nature, not the black magic of
evil men. This former duke of Milan is a complex personality. Although he refuses to free Ariel and
enslaves Caliban, Prospero is really a beneficent ruler, never intending to injure even his enemies. Early
in the play, Prospero appears callous and cruel, especially in his treatment of Ariel and Caliban. He is
also autocratic in his treatment of Ferdinand, but Prospero realizes that Ferdinand and Miranda will
value one another more if there are a few impediments to their courtship. Prospero’s humanity is clearly
obvious in his treatment of Antonio, whom he calls traitor but whom he declines to treat as a traitor.
Another example of Prospero’s goodness is when he stops Alonso from apologizing to Miranda, telling
him that there is no need for more amends. By the play’s conclusion, it is clear that Prospero is just and
fair, in addition to intelligent.

Table 9: Example of gold-standard description and analysis in BOOKWORM.
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Character: Stephen Dedalus Book: Ulysses by James Joyce

Source: GradeSaver
Description: An aspiring poet in his early twenties. Stephen is intelligent and extremely well-read, and
he likes music. He seems to exist more for himself, in a cerebral way, than as a member of a community
or even the group of medical students that he associates with. Stephen was extremely religious as a
child, but now he struggles with issues of faith and doubt in the wake of his mother’s death,which
occurred less than a year ago.

Source: Cliffnotes
Analysis: In A Portrait of the Artist as a Young Man, Stephen was treated with both irony and sympathy.
Joyce admired his young protagonist’s battle against orthodoxy, but he also found Stephen’s intolerant
cynicism a bit pompous. In Book Five of A Portrait, Stephen became a mock Christ figure, preaching
his gospel of aesthetics to bored and sometimes gibing apostles. In Ulysses, Stephen is a more human
figure than he appeared to be at the end of the earlier novel. He has returned from Paris, his destination
at the end of A Portrait, having been summoned home by word of his mother’ s incipient death from
cancer; now he finds himself emotionally drowning as surely as his mother literally drowned in her own
green bile. In Ulysses, he sees himself as an Icarus-like figure, one who flew too high and burned his
wings in the sun; as "Daedalus," he parallels himself with the archetypal flying ace.
In Ulysses, Stephen is beset with many problems, some of them stemming from his emotional distance
from those around him, whom he cannot accept. Although he lives in the Martello Tower with Haines,
the Oxonian, and with Buck Mulligan, a Dublin medical student, he knows that he cannot remain in
this habitat: Haines has bizarre nightmares that keep Stephen awake, and Mulligan, with his coarse and
brutal treatment of Stephen, has "usurped" Stephen’s place in the Tower. At the end of "Telemachus,"
he meekly surrenders the Tower’s key to Mulligan and begins to walk his own path. Compared to the
physical Mulligan, Stephen feels himself to be inept and weak. Stephen is afraid of water (symbolically,
baptism), while Mulligan plunges into life. In many ways, Stephen is physically withdrawn, fearing
dogs and thunder, while Mulligan once saved a man from drowning. The facile Mulligan can handle the
visiting milk woman in "Telemachus," although he looks down upon her, while Stephen sits brooding
upon the lost past of Ireland. Stephen’s estrangement is also seen in his teaching at Mr. Deasy’s school,
where he does not seem to care, really, that his students are inattentive and obstreperous.
Stephen’s sense of abstraction, of distance, forces him to turn inward for answers, and, it is through
Joyce’s presentation of Stephen’s vexed psyche and soul, especially in "Proteus," that we see his young
man’s bewilderment over the changing, "protean," nature of reality. Divested of his former stringent
religious beliefs, wishing to become a famous writer though sometimes doubting his ability to do so,
Stephen, in "Proteus," is searching for his origins. He imagines that the two old women that he sees on
the beach are midwives; he projects an image of navel cords linking all humanity and ending with Eve,
"belly without blemish." He wonders who his real father is: Simon, whose part in Stephen’s conception
was physiological; or God Himself, Who may have planned the event from all eternity.
Stephen’s ruminations lead him to feel a great sense of guilt, which is augmented by his tender
conscience, one that focuses upon blemishes and ignores virtues. Stephen feels guilty for many things:
he refused to pray at his dying mother’s bedside; he smokes Haines’s tobacco, yet he treats him with
disdain; he borrowed a pound from the theosophist George Russell (A. E.) and spent it on a prostitute;
as the eldest Dedalus child, he abandoned his starving sisters to a poverty which was worsened by an
alcoholic father who spends his time in bars while the family barely survives; he led a false existence
when he was a youth, pretending so well that he was deeply pious that he was singled out for training in
the priesthood, yet all the time, he was thinking of naked women. [truncated]

Table 10: Example of gold-standard description and analysis in BOOKWORM.
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You are trying to verify how factual a piece of text is. To do so, you need to break down a sentence and
extract as many fine-grained facts mentioned in the sentence as possible.

Extract fine-grained facts from the sentence marked between <SOS> and <EOS>. You should focus
on the named entities and numbers in the sentence and extract relevant information from the sentence.
Other sentences are only context for you to recover pronouns, definite phrases (e.g., "the victims" or
"the pope"), and so on. Each fact should be understandable on its own and require no additional context.
This means that all entities must be referred to by name but not pronoun. Use the name of entities rather
than definite noun phrases (e.g., ’the teacher’) whenever possible. If a definite noun phrase is used, be
sure to add modifiers (e.g., a embedded clause, a prepositional phrase, etc.). Each fact must be situated
within relevant temporal and location whenever needed. Keep each fact to one sentence with zero or at
most one embedded clause. You do not need to justify what you extract.

Here are some examples: {examples}

Text: {snippet}
Sentence to be focused on: {sentence}
Facts:

Table 11: Prompt used to extract facts for a given sentence. This prompt is adjusted based on the VeriScore
metric (Song et al., 2024).

Classify the following fact as either true or false based on the provided context.

Examples: {examples}
Your task

Context: {context}

Fact:{fact} True or False?

Output:

Table 12: Prompt to verify a fact given the context. The prompt is adapted from the FactScore metric (Min et al.,
2023).
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Can you classify the following fact of a given character description/analysis in one of following
categories: Role, Relationship, Event, Personality, Mental State or Other Fact.

Role: defines what part the character plays in the story, narrator, major/minor character.
Relationship: describes the connections the character has with others, such as friendships or family ties,
which influence their actions and decisions.
Personality: Personality encompasses the character’s behavior, traits, and attributes, shaping how they
think, act, and interact with others.
Events: key actions and decisions the character is involved in throughout the story, driving the plot
forward.
Mental State: state of mind of a character including cognition, beliefs, intentions and emotions. Mental
state can fluctuate (in contrast with personality which is something more permanent). Common verbs to
express mental state would be ’think’, ’believe’, ’know’.
Other Fact: any other fact that doesn’t belong to the above categories. Return as output just a single or
two words.

Character Description/Analysis: {description}

Fact: {fact}
Output:

Table 13: Prompt used to classify the extracted facts in one of the subcategories.

Facts Annotation

Instructions
You will be given character descriptions/analyses along with their corresponding extracted facts. Your
task is to classify each one of the facts in one of the following categories: Role, Relationship, Event,
Personality, Mental State, Other Fact.
Role: defines what part the character plays in the story, narrator, major/minor character.
Relationship: connections the character has with others, such as friendships or family ties.
Personality: character’s behavior, traits, and attributes.
Events: actions and decisions the character is involved in throughout the story.
Mental State: state of mind of a character including cognition, beliefs, intentions and emotions. Mental
state can fluctuate (in contrast with personality which is more permanent). Common verbs to express
mental state would be "think", "believe", "know".
Other Fact: any other fact that doesn’t belong to the above categories.

In facts where two categories are relevant try to choose the one which is the best fit. Also, if none of the
categories corresponds to a fact please choose the category Other Fact.

Examples To further explain the annotation task, bellow, you will find an example character description
along with the corresponding extracted facts and their correct classifications. A set of examples is also
provided to demonstrate edge cases.

You will classify 7 character descriptions with 100 facts in total and 2 character analyses with 100 facts
in total.

Table 14: Instructions provided to human annotators for the classification of facts type.
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Model
Description Analysis

R-L EntMent QA-F1 PRISMA R-L EntMent QA-F1 PRISMA

Llama (No-context) 18.32 31.39 15.12 51.31 16.97 28.78 15.10 52.30
+ Summary 18.76 26.55 15.28 63.24 17.03 29.05 15.05 55.89
+ Coref 18.55 32.27 16.43 52.59 16.60 22.80 14.63 52.04

GPT-4o-mini 18.15 37.01 18.66 — 16.19 31.02 16.91 —
+ Coref 17.30 34.51 18.12 — 16.15 30.72 16.16 —

Table 15: Zero-shot performance of Llama-3-8B model with no context as input, using the story’s summary and a
coreference model to extract context. Performance of the closed-source GPT-4o-mini model using the lead 124k
input context and the retrieved context from the coreference model. We report Rouge-L, entity mention recall
(EntMent), question answering F1 and PRISMA-F1 score. We do not compute PRISMA scores for the GPT-4o-mini
experiments, as prior work has shown that LLM judges are biased towards their own predictions (Zheng et al.,
2023).
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Character: Admetos Book: Alcestis by Euripides

Reference Description: Admetos is the King of Thessaly, a small kingdom in northern Greece. He is
married to Alcestis. Before the play begins, Admetos is doomed by the Fates to an early death, but his
friend and guest, Apollo, tricks the Fates into sparing him. However, someone must die in his place, and
Alcestis volunteers. Admetos is plunged into despair at her death and vows never to remarry or even
to enjoy his life ever again. Admetos is portrayed as being genuinely hospitable, generous, and a good
friend; at the same time, he is also used to getting his way and has never suffered much before, so he
can display an entitled, selfish attitude. He misleads his friend Herakles regarding Alcestis’s death, but
Herakles loyally fights Death and brings Alcestis back from the dead to repay his friend’s hospitality. In
the process, with the help of the chorus and chorus leader, Admetos realizes that he cannot spend his life
dodging death, that love brings suffering, and that he can only know happiness once he accepts mortality.
It’s only after he has learned these lessons that he and Alcestis are reunited, prompting Admetos to declare
a feast and reform his life.

Llama-3 (zero-shot), Hierarchical: King Admetos is a complex character in the play "Alcestis" by
Euripides. He is the king of Pherae in Thessaly and the husband of Alcestis, who has died in his place
after being granted a special privilege by Apollo. Admetos is a gallant prince who has won the affection
of great guests such as Apollo and Heracles, but he is also shown to be selfish and unwilling to accept the
reality of his wife’s death.

QA pairs:
Who is the King of Thessaly? Prediction: Admetos Answer: Admetos
Who tricks the Fates into sparing Admetos from an
early death?

Prediction: Apollo Answer: Apollo

Who volunteers to die in Admetos’s place? Prediction: Alcestis Answer: Alcestis
Who brings Alcestis back from the dead to repay
Admetos’s hospitality?

Prediction: Apollo Answer: Herakles

Llama-3 - coref: King Admetos is a character who is described by the Third Elder as being the bravest
and truest of husbands. He is a king who has been saved from death by the sacrifice of his wife, Alcestis.
He is a devoted husband and father who is grateful for the gift of life that his wife has given him. He is
also a king who is willing to make sacrifices for his family, as he has given up his life to save his son.

QA pairs:
Who is the King of Thessaly? Prediction: Admetos Answer: Admetos
Who tricks the Fates into sparing Admetos from an
early death?

Prediction: Alcestis Answer: Apollo

Who volunteers to die in Admetos’s place? Prediction: Alcestis Answer: Alcestis
Who brings Alcestis back from the dead to repay
Admetos’s hospitality?

Prediction: Third Elder Answer: Herakles

Table 16: Examples of generated descriptions and questions with correct and wrong answers based on them.
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Character: Mary Book: Clotel; or, The President’s Daughter by William Wells Brown

Reference Description: Mary is the daughter of Clotel and remains behind once her mother has been
sold off as a result of Horatio marrying Gertrude. Left behind to fill the role of a household slave she
receives the full brunt of the white Mrs. Green’s residual jealousy toward her mother. The lousy treatment
that Mary receives as the Greens’ servant serves to inspire her to take the chance to help a mulatto servant
in the home named George escape. As a result of this action, Mary is sold at the New Orleans slave
market but is rescued from sharing the same fate as his mother and grandmother by a Frenchman named
Devenant with whom she escapes to Europe and marries. After the death of Devenant, George, and Mary
cross paths again and wind up marrying to bring the novel to the closest thing to a happy ending that is
probably possible.

Llama-3 (zero-shot), Hierarchical: Mary is the daughter of Clotel, a slave who is sold to a slave trader.
She is treated poorly by her mistress, but eventually gains her friendship. Mary is beautiful and intelligent,
and she falls in love with George, a slave who is also her father’s slave. She helps him escape from prison
and they plan to run away together, but Mary is sold to a slave trader and taken to New Orleans. She is
eventually reunited with George, and they get married.

QA pairs:
Who is Mary’s mother? Prediction: Clotel Answer: Clotel
Where is Mary sold after helping George
escape?

Prediction: New Orleans Answer: New Orleans

Who rescues Mary from a similar fate as
her mother?

Prediction: George Answer: Devenant

Who does Mary end up marrying? Prediction: George Answer: George.

Llama-3, Lead: Mary is the daughter of Thomas Jefferson and a slave. She is a quadroon and is very
beautiful. She is the sister of Clotel and Althesa. Mary is very intelligent and is able to read and write.
She is also very knowledgeable about politics and is able to discuss the issues of the day with great skill.
Mary is very determined and is able to overcome many obstacles in her life. She is also very kind and is
able to help many people.

QA pairs:
Who is Mary’s mother? Prediction: Thomas Jefferson Answer: Clotel
Where is Mary sold after helping George
escape?

Prediction: slave Answer: New Orleans

Who rescues Mary from a similar fate as
her mother?

Prediction: slave Answer: Devenant

Who does Mary end up marrying? Prediction: Thomas Jefferson Answer: George

Table 17: Examples of generated descriptions and questions with correct and wrong answers based on them.
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Character: Tita Bordereaux Book: The Aspern Papers by Henry James

Reference Description: She is a tall, thin, middle-aged, American lady, and Juliana’s niece. When the
narrator broaches the subject of the papers to her, she timidly agrees to help him search for them. After her
aunt dies, she cannot decide whether to respect Juliana’s privacy, or give the narrator the papers. Towards
the end, Tita puts forth the idea of marriage, but is rebuffed by the narrator, and she delights in telling him
how she burnt the papers one by one. Seeing her in a new light, the narrator now claims that she is "plain,
dingy, elderly," but not "hard or vindictive." In 1908, the Aspern Papers were revised, and Tita is called
Tina.

Llama-3 + Coref (fine-tuned): Tita Bordereaux is the niece of Juliana Bordereaux. She is a spinster and
lives with her aunt in the old palace in Venice. She is shy and timid. She is the one who answers John
Cumnor’s letter, and she is the one who is responsible for showing the narrator around the palace. She is
in love with the narrator and wants to marry him. She is very interested in flowers and gardening.

Facts:
Tita Bordereaux is the niece of Juliana Bordereaux. Prediction: True Type: Relationship
Tita Bordereaux is a spinster. Prediction: True Type: Other Fact
Tita Bordereaux lives with her aunt, Juliana Bor-
dereaux, in the old palace in Venice.

Prediction: True Type: Relationship

Tita Bordereaux is shy. Prediction: True Type: Personality
Tita Bordereaux is timid. Prediction: True Type: Personality
Tita Bordereaux answers John Cumnor’s letter. Prediction: False Type: Event
Tita Bordereaux is responsible for showing the narra-
tor around the palace.

Prediction: False Type: Event

Tita Bordereaux is in love with the narrator. Prediction: False Type: Mental State
Tita Bordereaux wants to marry the narrator. Prediction: False Type: Relationship
Tita Bordereaux is very interested in flowers. Prediction: False Type: Other Fact
Tita Bordereaux is very interested in gardening. Prediction: False Type: Other Fact
Tita Bordereaux is very attached to her aunt, Juliana
Bordereaux.

Prediction: True Type: Relationship

Tita Bordereaux is very devoted. Prediction: False Type: Personality

Table 18: Example of generated description with the corresponding extracted facts and their types. Facts are
classified as supported or not given the reference text.
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Character: Gloucester Book: King Lear by William Shakespeare

Reference Analysis: Gloucester’s story runs parallel to Lear’s. Like Lear, Gloucester is introduced as a
father who does not understand his children. He jokes about Edmund and calls him a “whoreson” (I.i.)
when Edmund is standing right next to him. In his first soliloquy Edmund reveals how much he resents
the way his father treats him. While the audience understands that Gloucester shouldn’t trust Edmund,
Gloucester himself is blind to his son’s true motivations. Just as Lear falls for Goneril and Regan’s
flattery, Gloucester falls for Edmund’s deception. Lear banishes Cordelia, the daughter who loves him,
and Gloucester tries to execute Edgar, the son who loves him. Both Lear and Gloucester end up homeless,
wandering on the beach near Dover. The close similarity between Gloucester’s story and Lear’s serves to
underline that Lear’s fate is not exceptional. In the bleak universe of King Lear, it’s normal for old men
to suffer at the hands of their own children and to end up with nothing. The justness or unjustness of
Gloucester’s fate remains unclear. Edmund, who deliberately sets out to destroy Gloucester, claims that
he is acting in the name of natural justice: “Thou, Nature, art my goddess. To thy law / My services are
bound” (I.ii.). Before he blinds Gloucester, Cornwall admits that it is unjust to harm him without a proper
trial. Edgar argues that Gloucester deserves to lose his eyes for fathering an illegitimate son. Gloucester
himself comes to believe that the world is unjust and cruel: “As flies to wanton boys are we to th’ gods /
They kill us for their sport” (IV.i.). Gloucester’s blinding is one of the most violent and shocking scenes
in any of Shakespeare’s plays, but the fact that no two characters can agree if or why Gloucester deserves
blinding suggests that the act is not only unjust, but random and meaningless.

LongT5 + Coref (fine-tuned): The character of Gloucester is a significant figure in Act I of "The Tragedy
of King Lear". He is the Earl of Gloucester, a nobleman who is loyal to King Lear and has a deep sense of
duty and responsibility. Gloucester is a complex character with a rich inner life, and his interactions with
other characters reveal his thoughts, feelings, and motivations. Gloucester’s relationship with Lear is one
of loyalty and respect. He is deeply devoted to the king and is willing to do whatever it takes to support
him, even if it means going against his own interests. This is evident when Gloucester agrees to help Lear
by providing him with a map of the kingdom and offering to serve as his guide. Gloucester’s loyalty to
Lear is unwavering, and he is willing to risk his own life to protect the king. Gloucester’s relationship
with his illegitimate son, Edmund, is also significant. Edmund is a manipulative and deceitful character
who seeks to overthrow his legitimate brother, Edgar, and claim the title of Earl of Gloucester for himself.
Gloucester is unaware of Edmund’s true nature and is initially fooled by his son’s charm and wit. However,
as the play progresses, Gloucester becomes increasingly suspicious of Edmund’s motives and eventually
discovers his treachery. Gloucester’s character is also marked by his sense of duty and responsibility. He
is deeply concerned about the welfare of his legitimate son, Edgar, and is determined to protect him from
Edmund’s machinations. Gloucester’s sense of highlighting the king’s flaws and weaknesses. Gloucester’s
loyalty and sense of duty are in stark contrast to Lear’s foolishness and lack of judgment. Gloucester’s
character also serves as a reminder of the consequences of Edmund’s treachery, and his fate serves as a
warning to Lear and other characters about the dangers of unchecked ambition and deceit.

QA pairs:
Who does Gloucester joke about and call a "whore-
son"?

Prediction: Edmund Answer: Edmund

What does Gloucester realize about his son Edmund
in his first soliloquy?

Prediction: manipu-
lative and deceitful

Answer: Resents treat-
ment

Who does Gloucester fall for a deception similar to
Lear falling for flattery?

Prediction: Edmund Answer: Edmund

According to Edmund, who is his goddess? Prediction: Lear Answer: Nature
Who claims that Gloucester deserves to lose his eyes? Prediction: Edmund Answer: Edgar
What does Gloucester come to believe about the
world?

Prediction: confused
and uncertain

Answer: Unjust and cruel

What does Gloucester’s blinding scene suggest about
the act?

Prediction: dangers Answer: Meaningless and
random.

Table 19: Examples of generated analysis and questions with correct and wrong answers based on them.4497



Character: Jacomo Book: The Jew of Malta by Christopher Marlowe

Reference Analysis: Jacomo is the friar who converts Barabas’s daughter Abigail into a nun. Twice.
And that’s his high point: later, he and Friar Bernadine both get caught up in one of Barabas’s murder
plots after they (really awkwardly and incompetently) confront him about his involvement in the recent
deaths in Malta. And that’s not to mention his greed. Jacomo and Bernadine are from rival orders, and
when Barabas pretends to want to convert they resort to really petty squabbling over whose order will
get to receive him and, more importantly, his money. Jacomo is ultimately a pretty sleazy guy. He all
but licks his lips over Barabas’s wealth. And then, when Barabas tricks him into believing that he’s
murdered Bernadine, his first thought is how to escape punishment. He even claims that, since he’s a
"sacred person," Barabas can’t touch him. In the end, Jacomo’s brilliant plan of, um, running away doesn’t
work. Barabas successfully frames him for Bernadine’s murder before the Maltese court and Ithamore
later attends his execution. Even though Jacomo isn’t actually responsible Bernadine’s death, you’re not
exactly crying when you find out he’s been executed.

Llama-3 (fine-tuned): Jacomo is a servant of the Governor. He is the one who tells Ferneze that the Jew
is dead. He also tells Fernez that the Governor’s son, Lodowick, is in the Jew’s house. He then tells the
Governor that the Turks are coming and the Governor tells him to warn the Knights. Jacomo is the only
servant mentioned in the play. He has no lines and is only mentioned in passing. He does not appear on
stage. He seems to be just a minor servant who is only there to carry out the orders of the high-ranking
officials. He may be a representative of the common people, who are not really represented in the rest of
the play. It is worth noting that Jacomo’s name is Italian. This may be because the play is set in Malta and
Italy is a neighboring country. It could also be because Marlowes’ play is a comedy and he wanted to add
a bit of Italian flavor to the play, even though it is set on the island of Malta and not in Italy. Marlow’s
use of Italian names and phrases in his play may be an attempt to make the play seem more exotic and
exciting. It may also be a way for Marlow to show that the play’s setting is near Italy and to add to the
sense of place and setting that he is trying to create in the audience. The use of an Italian name for a
servant may also add to Marlow’s attempt to show the multicultural nature of the society in which the play
takes place. It is worth nothing that the other servants in the Governor’s household are called by English
names. This could be a sign that Marlow is trying show that there are different cultures in the society of
the time. It also shows that Marlov is trying use the play to comment on the society that he lives in. He
uses the play as a way to comment of the multicultural society of his time. He shows that there is diversity
in the world around him and he also shows the negative effects of this diversity. It could also mean that
Marlo was trying to show how the society was changing. The play is written in the 16th century and the
society at that time was changing and becoming more multicultural. Marlov may have been trying to
comment in his own way on the changes that were happening in the time in which he lived. He could
have been using the play in order to show his own views on the multiculturalism of his society

QA pairs:
Who converts Abigail into a nun twice? Prediction: Jacomo Answer: Jacomo
What is Jacomo’s reaction when he believes
Barabas has murdered Bernadine?

Prediction: dead Answer: Escape punishment

Who successfully frames Jacomo for Berna-
dine’s murder?

Prediction: Ferneze Answer: Barabas

How does Jacomo meet his fate? Prediction: Turks Answer: Execution

Table 20: Examples of generated analysis and questions with correct and wrong answers based on them.
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Character: Gloucester Book: King Lear by William Shakespeare

Llama + Coref (fine-tuned): Gloucester is the most important character in the play. He is the one who is
the only one who can be trusted to be honest and fair. He has a good sense of humor, and he has shrewd
judgment. He knows what is right and wrong, and is able to make the right decision. He also has wit and
wisdom, which is a great asset to the play, and helps to make it possible for the audience to get a sense
of what is going on. Gloucester is incredibly well-known in the plays, but his character is not very well
known. He’s a rogue, and his actions are not particularly well-researched. He seems to be a bit of a joke,
and it’s not until we meet him that we see his true nature. He doesn’t seem to be very much of racial or
socially conservative, and yet he is genuinely a character. He does have a lot of good qualities, but he’s
also a little too nave for the play’s purpose. He tries to be good and honest, but is unable to make up his
mind. He can’t trust his own judgment, and instead he tries a pretty witty approach to the text. He tells us
that he doesn”t know what’s right and what”s wrong, but that if he does, he will be honest. He always tries
his best to tell us what’ll be right and honest. Gloucester’s actions are often a result of his own pranks, but
they’re also based on his own inexperience. He goes to Gloucester’ s party, and then he takes a chance on
him. In the end, despite his prickly attitude, a few things are afoot: he believes he can”ve done something
wrong, if only he had been honest. It’s hard to imagine a man who would have been honest and honest in
the first place, but Gloucester isn’t a bad guy. He takes pity for his sister’s misfortune, and wants to be fair
to her. He wants to make sure that she’s treated fairly, and that a fair deal is made.

Gloucester is the most important character in the
play.

Prediction: False Type: Role

Gloucester is the only character who can be trusted
to be honest and fair.

Prediction: False Type: Role

Gloucester has a good sense of humor. Prediction: True Type: Personality
Gloucester has shrewd judgment. Prediction: False Type: Personality
Gloucester knows what is right and wrong. Prediction: False Type: Mental State
Gloucester is able to make the right decision. Prediction: False Type: Mental State
Gloucester has wit. Prediction: False Type: Personality
Gloucester has wisdom. Prediction: False Type: Personality
Gloucester’s wit and wisdom are great assets to the
play.

Prediction: False Type: Personality

Gloucester’s wit and wisdom help the audience to
understand what is going on in the play.

Prediction: False Type: Other Fact

Gloucester is incredibly well-known in the plays. Prediction: False Type: Other Fact
Gloucester’s character is not very well known. Prediction: False Type: Other Fact
Gloucester is a rogue character in the play. Prediction: False Type: Role
Gloucester’s actions are not particularly well-
researched.

Prediction: False Type: Other Fact

Gloucester seems to be perceived as a bit of a joke. Prediction: True Type: Personality
Gloucester’s true nature is revealed upon meeting
him.

Prediction: False Type: Personality

Gloucester does not seem to be racially conservative. Prediction: False Type: Personality
Gloucester does not seem to be socially conservative. Prediction: True Type: Personality
Gloucester is a genuine character. Prediction: False Type: Other Fact
[Facts Truncated]

Table 21: Example of generated analysis with the corresponding extracted facts and their types. Facts are classified
as supported or not given the reference text. The gold-standard of this example can be found in Table 19.
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Characters: Nameless Captain, Leggatt, Captain Archbold, The Chief Mate and The Steward
Book: Secret Sharer by Joseph Conrad

Reference:
Nameless Captain: The narrator of the story, this is a young man who only a fortnight before the
story begins receives his first command of a ship. Because he has been on the ship only two weeks, at
the beginning of the novel he feels like he is not only a "stranger to the ship" but also a "stranger to
himself." [truncated]
Leggatt: An escaped criminal, it is his presence on the nameless ship that brings crisis to the captain
and his ship. Originally, a first mate on the nearby Sephora, during a storm Leggatt, in a just rage,
murdered an inferior, but in the process, saved the ship. Unappreciated, he is locked up for weeks before
he escapes the ship and swims to nearby ship on which the captain resides. Like the captain, he is a
young man and went to the same boy’s prep school as his "secret self." [truncated]
Captain Archbold: The captain of the Sephora, many critics believe that he is the true villain of The
Secret Sharer. With red whiskers, he is nervous and scared of all that is on his ship, including the
first mate, Leggatt, and even his wife. Harsh and unwilling to compromise or admit that he is wrong
regarding his stance towards Leggatt, he is a foil to both the captain and Leggatt as someone who is
strictly law obeying. During his conversation with the captain, he gives off an air of fussy distraction,
and in his most authoritative act sticks out his tongue to imitate the death mask of Leggatt’s victim.
[truncated]
The Chief Mate: Throughout the narrative, the captain refers to this character as "terrible whiskers,"
"frightful whiskers," and "terrific whiskers." The captain considers every occurrence on the ship, trying
to figure out they why and how of things. Most identifiable, he is concerned with why a scorpion chose
his cabin to drown in an inkwell.
The Steward: His main function is plot, as the character who comes in closest contact with the captain,
he is most likely to discover the secret of Leggatt. Primarily because of this function, the captain
becomes rude and surly towards him throughout the course of the narrative.

Llama-3 (zero-shot), Hierarchical:
Nameless Captain: The protagonist of the story, a young captain who has just taken command of a
ship. He is reflective and introspective, and is still getting used to his new role. He is haunted by the
presence of his double, Leggatt, who appears on his ship.
Leggatt: A young man who has been a mate on the ship Sephora. He is a strong swimmer and has a
mysterious past, having killed a man on his previous ship. He is calm and resolute, and has a sense of
self-possession. He is the captain’s double, and his presence on the ship creates a sense of unease and
tension.
Captain Archbold: The captain of the Sephora, Leggatt’s previous ship. He is not physically present
in the story, but is mentioned as being a sickly man who is affected by the events on his ship. He
is a seasoned sailor with many years of experience, but is also shown to be somewhat dense and
unimaginative.
The Chief Mate: An older man with a thick beard and a simple, straightforward way of thinking. He is
a bit of a worrier and is prone to making pronouncements. He is often at odds with the captain, who he
sees as inexperienced and reckless.
The Steward: A minor character who is responsible for serving the captain and officers. He is not
mentioned much in the story, but plays an important role in facilitating the secret conversations between
the captain and Leggatt.

Table 22: Joint character description, gold-standard (top) and system output (bottom).
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