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Abstract

Zero-shot stance detection that aims to
detect the stance (typically against, favor or
neutral) towards unseen targets has attracted
considerable attention. However, most
previous studies only focus on targets from a
single or limited text domains (e.g., financial
domain), and thus zero-shot models cannot
generalize well to unseen targets of diverse
domains (e.g., political domain). In this
paper, we consider a more realistic task, i.e.,
open-domain stance detection, which aims
at training a model that is able to generalize
well to unseen targets across multiple domains
of interest. Particularly, we propose a novel
dataset generation method ZeroStance, which
leverages ChatGPT to construct a synthetic
open-domain dataset CHATStance that covers
a wide range of domains. We then train
an open-domain model on our synthetic
dataset after proper data filtering. Extensive
results indicate that our model, when trained
on this synthetic dataset, shows superior
generalization to unseen targets of diverse
domains over baselines on most benchmarks.
Our method requires only a task description
in the form of a prompt and is much more
cost-effective and data-efficient than previ-
ous methods. Our code and data are available at
https://github.com/chenyez/ZeroStance.

1 Introduction

The task of stance detection is to identify the at-
titude (e.g., favor, against or neutral, etc.) of a
given text with respect to a specific target of inter-
est (Küçük and Can, 2020; AlDayel and Magdy,
2020; Xu et al., 2022; Li et al., 2023a; Zhao et al.,
2023; Liu et al., 2023; Arakelyan et al., 2023; Ko
et al., 2023). Until recently, typical stance detection
task was in-domain (Mohammad et al., 2016; Li
and Caragea, 2019; Siddiqua et al., 2019; Li et al.,
2021b; Upadhyaya et al., 2023; Li and Caragea,

*Both authors contributed equally to this research.

2023) in which the training and test sets share
the same set of targets. Most recent works be-
gan considering a cross-domain setup, i.e., cross-
target stance detection (Augenstein et al., 2016; Xu
et al., 2018; Wei and Mao, 2019; Zhang et al., 2020;
Liang et al., 2021) where models are trained on
labeled data of a training target and tested on a des-
tination target that is unseen during training. How-
ever, cross-target task requires human knowledge
about any destination target and how it is related to
the training target (Allaway and McKeown, 2020),
which limits models’ ability to generalize to a wide
variety of unseen targets. Hence, there has been an
emerging trend to explore zero-shot stance detec-
tion (Allaway and McKeown, 2020; Liang et al.,
2022b; Li et al., 2023b), which aims to determine
the stance towards unseen targets at the inference
stage without requiring human knowledge about
unseen targets or their relation to training targets.

Recent studies (Allaway et al., 2021; Liu et al.,
2021; Liang et al., 2022a,b) often conduct zero-
shot evaluations with training and unseen desti-
nation targets originating from a single or limited
domains, and thus zero-shot models perform poorly
on out-of-domain data. For instance, the WT-WT
dataset (Conforti et al., 2020) exclusively com-
prises targets within the financial domain for both
training and evaluation sets, leading to poor per-
formance of models trained on it when applied to
political domain data. Xu et al. (2022) investigate
open-domain stance detection which aims to train a
model that can generalize well to unseen targets of
multiple domains. However, their approach still re-
lies on the texts and targets of existing datasets, and
thus limits its applicability to a narrow spectrum of
domains.

To address the limitations of prior works, we
propose a novel open-domain dataset generation
approach, ZeroStance, which aims to promote
model’s generalization to unseen targets of diverse
domains by using external knowledge from pow-

13390

https://github.com/chenyez/ZeroStance


erful large language models (LLMs). Motivated
by the remarkable success of LLMs such as Chat-
GPT in text generation (Brown et al., 2020; Ouyang
et al., 2022; Min et al., 2023; Zhou et al., 2023), we
present CHATStance, a synthetic dataset created
through ZeroStance that leverages ChatGPT to gen-
erate high-quality, human-like targets (controver-
sial claims) and texts spanning a variety of domains.
We take into account the attribute diversity during
the generation by incorporating desired attributes
(including domains, geographical locations, and
writing styles) as constraints in the prompts. By
comparing the performance of ZeroStance with pre-
vious baselines, we observe a substantial underper-
formance of the latter, uncovering the effectiveness
of our approach for open-domain stance detection.
Table 1 shows a generated sample from our CHAT-
Stance dataset.

Our contributions are summarized as follows:
• We propose a novel dataset generation ap-

proach ZeroStance for open-domain stance
detection that greatly improves the zero-shot
performance by improving the data diversity
and requires no training data (text or target)
of existing datasets.

• Extensive results on six stance datasets show
that the model, when trained on our syn-
thetic open-domain dataset, demonstrates bet-
ter generalization to unseen targets of di-
verse domains over models trained on human-
annotated datasets (with or without data aug-
mentation).

• We present an open-domain dataset CHAT-
Stance, which is much more data-efficient and
cost-effective. Notably, the model trained on
only 33% (around 7k instances) of the CHAT-
Stance outperforms the model that is trained
with more than 70k instances from human-
annotated datasets. Moreover, the total cost
of creating CHATStance is only around $3,
making it over two thousand times cheaper
than human annotation.

2 Related Work

2.1 Zero-shot Stance Detection

Zero-shot stance detection that aims to detect the
stance toward completely unseen targets has drawn
considerable attention in recent years. Allaway
and McKeown (2020) introduce a dataset for zero-
shot stance detection and propose a target-grouped

Target: The use of child soldiers in warfare is a seri-
ous human rights violation.

Text: Child soldiers are robbed of their childhoods
and forced to engage in violence. They are
often subjected to physical and psychologi-
cal abuse as well as exploitation. The use of
child soldiers perpetuates cycles of violence
and contributes to ongoing conflicts. Chil-
dren who are recruited into armed groups
are also denied the right to an education and
access to basic healthcare needs.

Stance: Favor

Table 1: An example of CHATStance.

attention method to implicitly capture the rela-
tionships between targets. Later, Allaway et al.
(2021) extract target-invariant features to general-
ize across topics using adversarial learning. Mean-
while, Liu et al. (2021) exploit the structural-level
and semantic-level information to strengthen the
generalization abilities of zero-shot models. Con-
trastive learning has also shown its effectiveness
by generalizing the target-based stance features
to unseen targets or improving the quality of aug-
mented data (Liang et al., 2022a,b; Li and Yuan,
2022). Li et al. (2023b) propose a teacher-student
framework that leverages generated keyphrases as
augmented targets to improve the performance of
zero-shot models. However, most previous works
only perform training and evaluations on targets
from a single domain (Mohammad et al., 2016;
Conforti et al., 2020) or limited domains (Allaway
and McKeown, 2020). Models trained on targets
of these domains cannot generalize well to unseen
targets of more diverse domains. In contrast, we
tackle the task from the perspective of data quality
by proposing a dataset generation method, which
is orthogonal to most existing methods.

2.2 Data Augmentation

Data augmentation has been widely used to boost
the model performance. A common data augmenta-
tion method is word replacement. Wang and Yang
(2015) replace words with their top-n similar words
based on pre-trained word embeddings (Mikolov
et al., 2013). Similarly, Zhang et al. (2015) replace
words with their synonyms in WordNet (Miller,
1995). Wei and Zou (2019) present random word
replacement techniques that consist of four types
of operations (e.g., synonym replacement, random
deletion, etc). Wu et al. (2019) utilize segment
embeddings of BERT (Devlin et al., 2019) as class
indicators to generate augmented samples by pre-
dicting the masked word with the masked language
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Figure 1: The overall framework of ZeroStance.

modeling (MLM) objective. Another commonly
used strategy for augmentation is back-translation
(Yu et al., 2018), which translates the training sam-
ple from one language (e.g., English) to another
(e.g., French) and then translates it back to the orig-
inal language. In stance detection, Li and Caragea
(2021) generate samples by performing MLM with
target and label information. Li and Yuan (2022)
propose a data augmentation framework for that
generates synthetic training data for unseen targets
by adversarial learning and contrastive learning.
Xu et al. (2022) design a masking mechanism to
generate data with pre-trained language models.
Li et al. (2023b) propose a target augmentation
method that augments targets from the original
training set and exploited a teacher-student frame-
work to improve the model performance. How-
ever, the aforementioned data augmentation meth-
ods usually rely on existing datasets to generate
augmented samples, which limits the generated
samples to a restricted set of domains. Thus, zero-
shot models trained with augmented data cannot
generalize well to diverse domains. In this paper,
inspired by the recent success of LLMs (Dai et al.,
2023; Ubani et al., 2023; Zhu et al., 2023; Kuzman
et al., 2023; Huang et al., 2023; Gilardi et al., 2023),
we construct an open-domain dataset CHATStance
that covers a wide range of domains using Chat-
GPT. Our proposed method requires no training
data from existing datasets, but a task description
of stance detection.

3 Method

In this section, we introduce the implementation
of ZeroStance which includes three steps: target
generation, text generation and data filtering. Dur-
ing target generation, ChatGPT is used to gener-
ate relevant targets given the category information
extracted from the debate forum. For text genera-
tion, generated targets and stance labels are fed to
ChatGPT in the form of prompts to generate corre-
sponding texts. Then, we perform data filtering to
remove potentially noisy and less informative data.
The overall framework of ZeroStance is shown in
Figure 1.

3.1 Problem Formulation

For zero-shot stance detection, we have two dis-
joint sets of targets: S for seen targets ts and U for
unseen targets tu. Suppose a given training set Ds={(xsi , tsi , ysi )}Ns

i=1 and a test set Du= {(xui , tui )}Nu

i=1,
where x

s
i is a sequence of words, tsi is the corre-

sponding target and y
s
i ∈ {Against, Favor, Neu-

tral} is the stance label. The objective of zero-shot
stance detection task is to predict the stance y

u
i

given a document xui and an unseen target tui based
on a model that is trained on documents x

s and
seen targets ts in D

s. Note that documents xu and
unseen targets tu do not necessarily come from the
same or similar domains of training set Ds.
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Example 1 Category: Politics

America: Police brutality towards people of color
is not a widespread problem.

Europe: The UK’s decision to leave the European
Union will lead to economic prosperity.

Asia: The Singapore government is too heavy-
handed in regulating free speech.

Example 2 Category: Health

America: Marijuana should be legalized for medic-
inal purposes.

Europe: Genetically modified foods are safe to
consume.

Asia: Traditional Chinese medicine is more
effective than modern medicine.

Table 2: Examples of generated claims.

3.2 Target Generation
First, we create a high-quality seed list by ex-
tracting pre-defined generic categories from kialo1,
which is a structured online debate platform where
users provide supporting and opposing claims for
each claim related to a controversial topic. Kialo
includes diverse set of controversial claims that are
tagged under pre-defined generic categories such
as Politics, Racism, Music, Society and Economy.
The complete seed list is shown in Appendix A.

Second, motivated by the recent success of
LLMs on data annotation (Zhu et al., 2023; Kuz-
man et al., 2023; Huang et al., 2023; Gilardi et al.,
2023) and data augmentation (Dai et al., 2023;
Ubani et al., 2023), we leverage ChatGPT to gen-
erate controversial claims for each category from
the seed list with the prompt “List 40 controversial
claims in online debate forums in [CAT] area in
[GEO]”, where [CAT] and [GEO] are special to-
kens that are replaced with a real category from the
seed list and a geographic region (America, Europe
or Asia), respectively. Since controversial topics of
different geographic regions are usually different
for the same category (e.g., for the category Politics,
the controversial topics could be “police brutality
towards people of color” in America and “regulat-
ing free speech in Singapore” in Asia), we generate
claims for each region to cover more diverse topics.
At the end, we generate a pool of around 24k con-
troversial claims. Examples of generated claims
are shown in Table 2.

3.3 Text Generation
After target generation, we further apply ChatGPT
for text generation. We input a stance label ysi (fa-

1https://www.kialo.com/tags

vor or against) and a generated claim t
s
i from the

previous step into ChatGPT and prompt ChatGPT
to generate the corresponding text xsi . Previous
works and datasets have shown that people usually
express their stance towards specific topics by pro-
viding examples (Mohammad et al., 2016), sharing
individual experience (Liu and Fahmy, 2011) or
discussing relevant topics (Li et al., 2021a). There-
fore, we consider three different prompts for text
generation, which well represent how people ex-
press their stance towards controversial topics. For
example, the prompt of sharing individual experi-
ence is “Generate a few consecutive sentences that
are [STANCE] the “[CLAIM]”. Please generate
sentences with only personal experience.”, where
[STANCE] and [CLAIM] are stance label (in favor
of or against) and generated claim, respectively. All
three prompts used in text generation are shown in
Appendix B. We randomly sample 3k claims from
the target pool for each prompt and generate 18k
instances in terms of three prompts and two stance
labels (against and favor). Examples of generated
texts are shown in Table 3. More examples are
shown in Appendix B.

Note that we only generate against and favor
instances, and do not generate neutral instances
with ChatGPT since ChatGPT may not well under-
stand what a neutral stance is and it is even quite
challenging for humans to write a neutral opin-
ion towards a topic in the task of stance detection
(Li et al., 2021a). Therefore, similar to previous
work (Allaway and McKeown, 2020), we automat-
ically generate neutral instances by matching gen-
erated texts with most dissimilar claims from the
target pool that are obtained based on the cosine-
similarity of sentence embeddings (Reimers and
Gurevych, 2019). We generate and sample 3k neu-
tral instances for each prompt type and construct a
dataset of 27k synthetic instances in total.

3.4 Data Filtering
Swayamdipta et al. (2020) has shown that train-
ing dynamics (i.e., variability and confidence) can
be used to improve the out-of-distribution (OOD)
performance. Variability is defined as follows:

σ̂i =

√
∑E

e=1 (pθ(e)(y∗i ∣xi) − µ̂i)2
E

(1)

where pθ(e) denotes the model’s probability with
parameter θ(e) at the end of the e

th epoch, xi and
y
∗
i denote the input instance and its label, respec-
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Target: Genetic modification causes cancer. Prompt: Share personal experience.

Text
(Against):

Growing up, my grandfather had a genetically modified heart valve and he lived a long and healthy life
without any issues related to cancer. I remember eating genetically modified foods as a child and have
never experienced any negative health consequences. My friend, who has a genetically modified immune
system, has not developed cancer and is leading a fulfilling and healthy life.

Text
(Favor):

As a child, my family bought GMO produce from the grocery store without realizing it. As we transitioned
to non-GMO, organic produce, we noticed significant improvements in our health and overall well-being.
It wasn’t until years later that we learned about the potential link between GMOs and cancer.

Table 3: Examples of generated texts given claims and stance labels.

tively, E is the total number of training epochs and
confidence µ̂i is defined as below.

µ̂i =
1

E

E

∑
e=1

pθ(e)(y∗i ∣xi) (2)

Training instances are classified into three types: 1)
High variability instances exhibit frequent fluctu-
ations in true class probabilities, introducing am-
biguity and are informative for enhancing models’
OOD performance. 2) High confidence, low vari-
ability instances indicate easy-to-learn scenarios
with consistently reliable and correct predictions,
offering limited value for models’ further improve-
ment. 3) Low confidence, low variability instances
represent hard-to-learn scenarios with consistent
prediction errors, often due to mislabeling during
annotation (Swayamdipta et al., 2020).

In this paper, to enhance model generalization
to unseen domains, we adopt the approach of
Swayamdipta et al. (2020) by excluding instances
with low variability, covering both easy-to-learn
(less informative) and hard-to-learn (potentially
noisy) cases. We calculate the variability for each
instance after training and remove p percent of in-
stances with the lowest variability from the training
dataset. Consequently, we develop CHATStance, a
stance detection dataset for open domains. Details
on CHATStance’s data statistics after filtering are
available in Appendix C.

4 Experimental Settings

In this section, we first introduce the baseline
human-annotated datasets (§4.1). Then we dis-
cuss our evaluation setup (§4.2). Last, we describe
baselines used in our experiments (§4.3).

4.1 Human-Annotated Datasets

covid COVID-19-Stance (Glandt et al., 2021) con-
sists of tweets related to four targets in the COVID-
19 domain: Anthony Fauci, Stay-at-Home Orders,
Wear a Face Mask, and Keeping School Closed.

pstance The P-STANCE dataset (Li et al., 2021a)
consists of tweets from the political domain. The
dataset includes three targets: Donald Trump, Joe
Biden, and Bernie Sanders.

sem16 The SemEval-2016 Task 6 dataset (Moham-
mad et al., 2016) is composed of tweet-target pairs
centered around five targets, namely Atheism, Fem-
inist Movement, Legalization of Abortion, Hillary
Clinton, and Climate Change is a Real Concern.

wtwt The Will-They-Won’t-They dataset (Conforti
et al., 2020) consists of a large number of anno-
tated tweet-target pairs from the financial domain,
including five merger and acquisition operations
(e.g., Merger of CVS Health and Aetna).

ibm30k The IBM-Rank-30k dataset (Gretz et al.,
2020) includes 30k annotated text-target pairs. Tar-
gets encompass 71 selected controversial topics
(e.g., We should abolish capital punishment).

vast The VAST dataset (Allaway and McKeown,
2020) includes news comments from the The New
York Times Room for Debate section that contains
a large number of targets from multiple domains.

The dataset split are presented in Appendix D.
We also analyze the data contamination between
the CHATStance and the human-annotated datasets,
as presented in Appendix E.

4.2 Evaluation Setup

Following previous work (Hardalov et al., 2021),
we consider two evaluation setups for baselines: (1)
no training, i.e., unsupervised baselines that make
stance predictions directly without requiring any
training data; (2) out-of-domain, i.e., leave-one-
dataset-out training on existing human-annotated
datasets. Specifically, for six evaluation datasets,
we leave one dataset out as the target dataset and
take the rest five datasets as source datasets. We
train and validate models using training and vali-
dation sets of source datasets and test them on the
test set of the target dataset. To evaluate our pro-
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posed ZeroStance, we train and validate the model
on CHATStance dataset and test it on test sets of
six human-annotated datasets. In adherence to the
zero-shot setup, we exclude any targets (claims)
from CHATStance that match targets present in the
evaluation datasets. Like prior works (Allaway and
McKeown, 2020; Glandt et al., 2021), we employ
the macro-averaged F1 across all stance classes as
our evaluation metric.

4.3 Baselines

Unsupervised Baselines. We consider five base-
lines that can work on the unsupervised scheme,
which are applied directly to make stance predic-
tions. Random Guess is a baseline that randomly
predicts the stance label. GPT2 (Radford et al.,
2019) infers the stance label using the document’s
perplexity. BART-MNLI and RoBERTa-MNLI
apply BART (Lewis et al., 2020) and RoBERTa
(Liu et al., 2019) pre-trained on the MNLI dataset
(Williams et al., 2018) for stance prediction. Chat-
GPT is a strong zero-shot baseline that directly pre-
dicts the stance based on a task description (Zhang
et al., 2023), as detailed in Appendix F.

Data Augmentation Baselines. We also com-
pare ZeroStance with previous data augmentation
methods. RoBERTa represents the RoBERTa-
large model without data augmentation. We then
consider the following data augmentation meth-
ods applied to RoBERTa. BT (Yu et al., 2018)
employs a back-translation technique where En-
glish sentences are initially translated to French
and then re-translated back to English. EDA (Wei
and Zou, 2019) augments the dataset using four op-
erations: random deletion, random swap, synonym
replacement, and random insertion. OpenStance
(Xu et al., 2022) generates training data based on
texts or targets of existing datasets. TTS (Li et al.,
2023b) first performs target augmentation based on
a keyphrase generation model. A teacher-student
learning framework is employed to improve target
diversity by assigning pseudo stance labels to the
augmented targets.

In our experiments, data augmentation baselines
are trained in the out-of-domain setup. We perform
data augmentation based on the source datasets.
Models are trained on the combination of original
source data and augmented data and evaluated on
the out-of-domain data to understand its adaptabil-
ity to an unseen dataset.

ZeroStance. ZeroStance is our proposed ap-

proach that constructs a synthetic open-domain
dataset CHATStance with ChatGPT. As discussed
in §3.3, three different types of prompts (prompt 1:
provide examples, prompt 2: share personal expe-
rience and prompt 3: discuss relevant topics) are
used to improve the diversity of generated texts. We
further filter out 1% of instances with the lowest
variability scores to improve the data quality. More
details on data filtering are provided in Appendix G.
Finally, we train and validate the RoBERTa-large
model on CHATStance and test it on six bench-
mark datasets. Hyperparameters adopted in our
experiments are shown in Appendix H.

5 Results and Discussions

In this section, we first compare our approach with
previous unsupervised baselines and data augmen-
tation methods (§5.1). We then perform ablation
studies to understand the effectiveness of data fil-
tering and prompts that are used for text generation
(§5.2). We also investigate the impact of the data
size to ZeroStance by training models on differ-
ent sizes of the CHATStance dataset (§5.3). Next,
we explore the performance of augmenting exist-
ing datasets with our CHATStance dataset (§5.4)
and utilizing each human-annotated dataset as the
open-domain dataset (§5.5).

5.1 Comparison with Baselines

We compare ZeroStance with unsupervised and
data augmentation baselines. Results are shown in
Table 4. First, we observe that ZeroStance outper-
forms unsupervised baselines on most datasets. In
particular, ZeroStance outperforms the best base-
line ChatGPT on four out of six datasets. We ob-
serve that when used as a stance classifier, Chat-
GPT struggles to accurately discern stances toward
certain targets, such as “Atheism” in the sem16
dataset. Specifically, a large number of against
and favor instances related to “Atheism” are mis-
classified as neutral by ChatGPT. In contrast, our
proposed ZeroStance improves the zero-shot model
by harnessing ChatGPT to produce a plethora of
texts and targets (such as “Christianity is intoler-
ant of other religions and beliefs.”) from diverse
domains. This suggests that, rather than directly ap-
plying ChatGPT for stance prediction, leveraging
knowledge from ChatGPT to generate the dataset
for strong baselines (specifically, RoBERTa in our
study) proves to be more effective for open-domain
stance detection.
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Model pstance ibm30k sem16 vast covid wtwt Avg
No training

Random Guess 51.25 51.51 30.85 33.48 33.87 30.50 38.58
GPT2 50.33 50.12 29.44 36.90 35.79 31.10 38.95
BART-MNLI 65.85 72.56 36.51 39.55 26.65 26.41 44.59
RoBERTa-MNLI 71.27 79.04 41.45 53.63 38.08 36.21 53.28
ChatGPT 81.22 88.12 55.80 71.91 66.67 44.92 68.11

Out-of-domain
RoBERTa 74.33 62.37 55.56 64.65 66.12 30.47 58.92
+BT 76.07 57.62 55.75 68.12 64.87 28.46 58.48
+EDA 74.97 53.95 55.25 71.22 63.72 29.16 58.05
+OpenStance 75.68 51.37 57.14 71.70 61.68 29.48 57.84
+TTS 76.51 48.23 53.58 72.21 64.78 31.39 57.78
+ZeroStance 77.63 94.42 59.28 72.24 67.54 31.60 67.12

Table 4: Comparison of ZeroStance (RoBERTa + CHATStance) with unsupervised and data augmentation baselines.

Model pstance ibm30k sem16 vast covid wtwt Avg
ZeroStance 77.63 94.42 59.28 72.24 67.54 31.60 67.12

w/o prompt 1 75.83 94.36 60.30 71.85 62.16 29.68 65.70
w/o prompt 2 74.11 93.06 50.40 71.06 64.80 33.25 64.45
w/o prompt 3 75.66 93.70 60.54 71.18 66.51 31.98 66.60
w/o prompt 1,2 75.91 92.66 52.29 71.52 64.48 32.38 64.87
w/o prompt 1,3 75.15 93.02 58.66 69.94 57.70 31.93 64.40
w/o prompt 2,3 77.27 92.47 56.71 70.87 65.81 31.00 65.69
w/o data filtering 75.00 94.33 55.67 70.07 65.69 32.48 65.54

Table 5: Ablation studies of our approach on human-annotated datasets.

Second, in the out-of-domain setup, ZeroStance
consistently outperforms RoBERTa across all
datasets, achieving an average improvement of
8.2% on six datasets. Notably, ZeroStance ex-
hibits an improvement of 32.05% on the ibm30k
dataset, which suggests that the model trained on
our synthetic dataset generalizes well to domains
of ibm30k, which are not well captured by other
models trained on existing datasets.

Third, ZeroStance shows improvements over
all data augmentation methods across all datasets,
achieving an average improvement of 9.08% in
average F1-macro. This result demonstrates that
our proposed method, which aims to cover a wide
range of domains, proves to be more beneficial in
open-domain stance detection than previous aug-
mentation methods that merely augment data from
limited domains. Note that ZeroStance demon-
strates superior performance with a much smaller
training set (around 21k) in contrast to RoBERTa
and data augmentation methods such as BT that
rely on substantially larger training sets of approxi-
mately 70k and 140k, respectively. This suggests
that our proposed ZeroStance is much more data-
efficient in open-domain stance detection.

5.2 Ablation Study

We conduct an ablation study to investigate the ef-
fectiveness of different components in ZeroStance.

First, we study the impact of different prompts
used in text generation. For a fair comparison, we
gather an equivalent amount of data as the CHAT-
Stance dataset but using only one or two types of
prompts. Second, we investigate the effectiveness
of our data filtering approach by training the model
on the original collected data without filtering. Re-
sults are shown in Table 5.

First, the removal of one type of prompt (e.g.,
“w/o prompt 1”) leads to decrease in the perfor-
mance on most datasets. Similar results can be
observed when we only use one type of prompt
(e.g., “w/o prompt 1, 2”). This implies that our
proposed approach with all three prompts can ef-
fectively guide ChatGPT to generate more diverse
texts, which strengthen the generalization abilities
of zero-shot models. Second, the removal of data
filtering (“w/o data filtering”) results in worse per-
formance on most datasets, which indicates that
removing the data that the model is most decisive
about (low-variability) can effectively improve the
OOD performance, which is consistent with the
observations of previous work (Swayamdipta et al.,
2020). In Appendix I, we perform a human evalua-
tion based on the filtered instances and show that
our data filtering approach can effectively identify
examples that are less informative and noisy.
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Dataset pstance ibm30k sem16 vast covid wtwt Avg
CHATStance (100%) 77.63 94.42 59.28 72.24 67.54 31.60 67.12
CHATStance (16%) 72.89 91.68 51.78 70.77 60.47 31.76 63.23
CHATStance (33%) 75.63 93.49 56.95 71.12 63.34 32.31 65.47
CHATStance (66%) 75.80 92.80 58.53 72.72 66.32 31.85 66.34
CHATStance (200%) 74.38 93.96 55.79 71.56 67.80 32.43 65.99

Table 6: Results of different sizes of training set of CHATStance.

Model pstance ibm30k sem16 vast covid wtwt Avg
RoBERTa 74.33 62.37 55.56 64.65 66.12 30.47 58.92
+ZeroStance 77.63 94.42 59.28 72.24 67.54 31.60 67.12
+ZeroStance-Aug 75.98 93.67 56.70 77.25 67.74 32.02 67.23

Table 7: Augmenting existing human-annotated stance detection datasets with our CHATStance dataset.

Dataset pstance ibm30k sem16 vast covid wtwt
pstance - 55.34 37.31 33.25 32.30 28.46
ibm30k 75.84 - 40.42 36.80 36.06 30.07
sem16 65.29 62.51 - 63.37 61.40 21.60
vast 77.03 45.91 49.54 - 51.31 22.73
covid 62.69 50.53 27.85 59.06 - 39.25
wtwt 62.94 45.68 10.36 17.48 17.93 -
CHAT 77.63 94.42 59.28 72.24 67.54 31.60

Table 8: Comparison of each human-annotated dataset
and CHATStance (CHAT) as the open-domain dataset.
RoBERTa-large is trained on a single dataset (row) and
evaluated on test sets of evaluation datasets (column).
‘-’ indicates that we ignore the in-domain performance
for the zero-shot setup.

5.3 Impact of Data Size

To understand the impact of data size on perfor-
mance, we change the training size of CHATStance
by randomly sampling subsets that comprise 16%,
33%, and 66% of the original training set and dou-
bling the size of the dataset (200%) by generating
more texts and targets. Then we train the RoBERTa-
large model on each selected set. Results are shown
in Table 6. We observe that performance decreases
as we use a smaller training set of the CHATStance
dataset. This result indicates the necessity of devel-
oping a large dataset. Besides, we observe that fur-
ther increasing the size of the dataset decreases the
model performance on four out of six datasets. A
plausible reason is, as data size increases, the diver-
sity of targets generated by ChatGPT may saturate
due to the repetitive generation and an accumula-
tion of similar data could potentially degrade model
generalization. Interestingly, with just 7k training
instances (33%) of the CHATStance dataset, our
model surpasses the RoBERTa baseline (as shown
in Table 4), which is trained on approximately 70k
instances, on five out of six datasets. This under-
scores our approach’s superior data efficiency over
existing human-annotated datasets.

5.4 Data Augmentation with CHATStance

In this section, we explore the effectiveness of
utilizing CHATStance as an augmented set for
human-annotated datasets. Specifically, models
are trained on the combination of CHATStance and
five existing datasets in the out-of-domain setup
(ZeroStance-Aug) and evaluated using the left-out
dataset. The results are shown in Table 7. We ob-
serve that ZeroStance-Aug shows improvements
over ZeroStance on three datasets, but the overall
improvement in average F1-macro is not signifi-
cant (67.23% for ZeroStance-Aug vs. 67.12% for
ZeroStance). This indicates that mixing data from
specific domains with an open-domain dataset does
not necessarily improve the model’s generalization
to unseen domains.

5.5 CHATStance vs. Human-Annotated
Datasets

We explore the potential of using each human-
annotated dataset as an open-domain dataset and
compare its efficacy with our CHATStance dataset.
Specifically, we train and validate the RoBERTa
model on training and validation sets of each
dataset and then evaluate its performance on test
sets of all datasets. The comparison between each
human-annotated dataset and CHATStance is pre-
sented in Table 8. We observe that models trained
on other datasets consistently lag behind the model
trained on our CHATStance dataset across all test
sets. Notably, even models trained on multi-domain
datasets such as vast show worse performance than
the model trained on CHATStance. This under-
scores the limited domain diversity of previous
human-annotated datasets when compared to our
CHATStance dataset.

We also perform a quality analysis on CHAT-
Stance and compute the total cost of data genera-
tion, which are shown in J and K, respectively.
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6 Conclusion

In this paper, we propose a novel dataset generation
approach for open-domain stance detection, which
aims to train a model that performs well on unseen
targets from all domains of interest. We leverage
the ChatGPT to construct a synthetic open-domain
dataset from scratch by generating controversial
topics of diverse domains and the corresponding
texts without training samples of existing datasets.
Experimental results indicate that the model trained
on our synthetic dataset shows better generaliza-
tion to unseen targets of diverse domains over base-
lines on most benchmark datasets. Moreover, our
proposed method is more cost-effective and data-
efficient than previous methods.

Limitations

One limitation of our dataset is that it focuses only
on America, Europe, and Asia to maintain consis-
tency with established methodologies in prior re-
search. However, we are keen to expand our dataset
to a more diverse geographical scope, including re-
gions like Africa in future work, enhancing the
robustness and diversity of our findings. The other
limitation is that we use ChatGPT for data genera-
tion, which could unintentionally introduce biases
such as generating texts of fixed patterns. However,
we mitigate this by considering diverse domains
and attributed prompts (providing examples, shar-
ing individual experience and discussing relevant
topics) during the generation.

Ethical Statement

We gather targets and texts solely based on cate-
gory names from a public debate website and our
proposed prompts, ensuring ethical integrity by
not including user-identifiable information and of-
fensive content in ChatGPT’s inputs. Although
OpenAI has made significant efforts to mitigate
toxicity issues, we have further enhanced security
by integrating Google’s Perspective API for toxic-
ity detection in our generated content. Only after
clearing this toxicity assessment are samples re-
tained.
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Sci-Fi, Privacy, Computers, Intelligence, Marijuana, Legis-
lation, Donations, Sustainability, Currency, Medicine, Par-
enting, DDoS, Health, Coronavirus, Humans, Clothing, In-
ternational, Programming, Morality, Ethics, Drugs, Bitcoin,
Jobs, Refugees, Terrorism, Immigration, Housing, Charity,
Christianity, Future, Baby, Cryptocurrency, Conscription,
Social Media, Basketball, Music, Psychology, Recht, Cryp-
tography, Sexuality, Aliens, Microsoft, Islam, Decentral-
ization, Crime, Diplomacy, Caste, Antinatalism, Develop-
ment, Film, Epistemology, Space, Economics, Abortion,
Socialism, Bible, Taxation, Mental Health, Travel, Veg-
etarian, Feminism, Mathematics, Finance, C++, Movies,
Poverty, Computing, Elections, LGBTQ, Software, Ed-
ucation, Climate Change, Capitalism, Marvel, Reform,
Environment, Bacteria, Religion, Electricity, Research,
Flat Earth Theory, College, Climate, Racism, Philoso-
phy, Fandom, Diversity, Marriage, Cars, Society, Artists,
Star Wars, IT, Games, America, Crypto, Human Rights,
Death, Learning, Video Games, Consciousness, Law, Do-
mestic Violence, Nature, Policy, Government, Comics,
Blockchain, Business, Languages, Energy, Copyright, Fan-
tasy, Advertising, Aircraft, History, Parliament, Capital
Gains, Democracy, Women, China, School, False Theo-
ries, Gender, Christmas, Crowd Manipulation, Economy,
Justice, Apple, Pandemic, Acting, Military, Transgender,
Cannabis, Money, Culture, Affirmative Action, Vaccines,
Ecology, Diet, Food, Politics, Animals, DNA, Fashion,
Sports, Democrats, Nintendo, Atheism, Art, God, UK,
Open Source, COVID-19, Android, Biology, Security, Reg-
ulation, Safety, Daesh, Brexit, India, TV, Healthcare, Ani-
mal Rights, War, Communication, Evolution, GMO, Nu-
clear Weapons, Violence, Parents, Botnet, Student, Catalo-
nia, Economic Inequality, Death Penalty, Science Fiction,
Discrimination, Judaism, Corruption, Gun, Mexico, Mi-
grants, Globalization, EU, Cancer, Sex, Airbnb, AI, Com-
merce, Taxes, Vegan, Science, Censorship, Entertainment,
Police, Relationships, Equality, United States, Altruism,
Ethereum, Disease

Table 9: The full seed list of categories used for target
generation.

Provide
exam-
ples:

Generate a few consecutive sentences that are
[STANCE] the “[CLAIM]”. Please provide ex-
amples related to the claim in these sentences.

Personal
experi-
ence:

Generate a few consecutive sentences that are
[STANCE] the “[CLAIM]”. Please generate
sentences with only personal experience.

Relevant
topics:

Generate a few consecutive sentences that are
[STANCE] the “[CLAIM]”. Please generate
sentences by discussing topics or events that
are related to the claim.

Table 10: Three Prompts for Text Generation.

A Seed Categories for Target Generation

The full seed list of categories for target generation
is shown in Table 9. We generate the list by ex-
tracting pre-defined generic categories from kialo,
which is an online debate platform that covers con-
troversial topics from a wide range of domains.

B Prompts and More Examples of Text
Generation

Motivated by observations of previous works (Mo-
hammad et al., 2016; Liu and Fahmy, 2011; Li
et al., 2021a), we consider three types of prompts
for text generation, which are shown in Table 10.
We input a generated claim and a stance label
(against or in favor of) to ChatGPT and prompt
ChatGPT to generate the corresponding text. We
observe that ChatGPT can precisely capture the dif-
ference among our prompts and is able to generate
high-quality texts as required. More examples of
text generation using different prompts are shown
in Table 11.

C Data Statistics of CHATStance

CHATStance includes near 27k synthetic instances
that cover a wide range of domains. We split the
dataset into training and validation sets in an 80/20
fashion. Data statistics of CHATStance can be seen
in Table 12.

D Dataset Split

Train, validation and test sets are used as provided
for covid, pstance, ibm30k and vast datasets. For
sem16, training and test sets are provided and we
split the training set into training and validation
sets using an 85/15 split. For wtwt, we split the
whole dataset into training, validation and test sets
using an 80/10/10 split.

E Data Contamination

We evaluate our proposed method on six human-
annotated stance datasets, which are pstance (Li
et al., 2021a), ibm30k (Gretz et al., 2020), sem16
(Mohammad et al., 2016), vast (Allaway and McK-
eown, 2020), covid (Glandt et al., 2021) and wtwt
(Conforti et al., 2020).

Given the possibility that ChatGPT could
have been trained using existing stance detection
datasets, we investigate the potential data contam-
ination by measuring the similarity between our
CHATStance dataset (D1) and each existing stance
detection dataset (D2). Following the previous
work (Ubani et al., 2023), we adopt the Percent
Word Overlap metric to measure the similarity be-
tween D1 and D2. Specifically, first, for any two
text samples originating from the datasets, we re-
move stop words and punctuation. Second, we
obtain the word overlap score by counting the num-
ber of unique words in both samples and dividing
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Example 1 Prompt: Provide examples.

Target: Legal age for drinking should be low-
ered in some Asian countries.

Text
(Against):

Many Asian countries already struggle
with alcohol-related issues such as drunk
driving, violence, and health problems.
Lowering the legal age for drinking will
only exacerbate these issues. For ex-
ample, in Vietnam, where the legal age
for drinking is 18, alcohol is a factor in
over 30% of road accidents. In addition,
lowering the legal age will encourage
underage drinking and make it easier for
minors to obtain alcohol.

Text (Favor): Studies have shown that the earlier peo-
ple start drinking, the less likely they are
to develop drinking problems. For exam-
ple, in countries like Japan and China,
where alcoholic beverages are a signif-
icant part of the culture, many young
people start drinking in their teens.

Example 2 Prompt: Discuss relevant topics.

Target: The use of fur in fashion is unethical and
should be banned.

Text
(Against):

Fashion is about choice, and wearing
fur is a choice that some people make.
Why should we tell them they cannot
wear it if they find it stylish and comfort-
able? Furs are a natural material that has
been used since ancient times for cloth-
ing, blankets, and other purposes. Many
fur trimmings and accessories are made
from by-products of the meat industry,
which would otherwise go to waste.

Text (Favor): For years, animal welfare organizations
have been urging fashion designers and
retailers to stop using fur in their prod-
ucts. The fur industry is notorious for its
cruel treatment of animals‚ and not just
for their fur. Many of these animals are
bred and raised in cramped, unsanitary
conditions before being beaten, electro-
cuted, or skinned alive. It’s not just an
ethical issue, either; the environmental
impact of the fur industry is also signifi-
cant.

Table 11: More Examples of generated texts given
claims and stance labels with various prompts.

#Against #Favor #Neutral
Train 7,188 7,189 7,007
Val 1,800 1,800 1,800

Table 12: Distribution of instances of CHATStance.

this number by the number of unique words in the
lengthier text of the pair. Third, for each text sam-
ple within the D1 dataset, we determine its max-
imum word overlap score by computing its word
overlap score with each sample of the D2 dataset.
Finally, we calculate the average of these maxi-
mum scores to represent the overall word overlap

similarity between D1 and D2.
In Table 15, we report the word overlap similar-

ity between CHATStance and the test set of each
human-annotated dataset. We also measure the sim-
ilarity between the training set and the test set of
each human-annotated dataset. We can observe that
CHATStance exhibits the lowest word overlap sim-
ilarity in four out of six human-annotated test sets.
For instance, the overlap between the ibm30k train-
ing set and the sem16 test set exceeds the overlap
between the CHATStance and the sem16 test set by
a margin of 8%. This underscores the minimal risk
of data contamination posed by the CHATStance
dataset in our experiments.

F Prompt for ChatGPT Baseline

For datasets such as ibm30k and pstance, where the
stance labels are limited to ’favor’ and ’against’,
we use the following ChatGPT prompt: “Ques-
tion: What is the stance of the text [TEXT] towards
the claim [CLAIM]? The answer should just be
selected from ’favor’, or ’against’. Answer:” For
datasets like vast, covid19, wtwt, and sem16, where
the stance labels include ’favor’, ’against’, and
’neutral’, our ChatGPT prompt is: “Question: What
is the stance of the text [TEXT] towards the claim
[CLAIM]? The answer should just be selected from
’favor’, ’against’, or ‘neutral’. Answer:”.

G Data Filtering with Various Ratios

In this section, we investigate the impact of re-
moving instances with low variability of different
ratios. Specifically, we remove instances with the
lowest variability from the training set at rates of
1%, 3%, 5%, 10%, 20%, and 30%, respectively.
These filtered training sets are then utilized to train
the RoBERTa-large model. The hyper-parameter
p (p=1) mentioned in §3.4 is selected based on
the performance on the validation set. Results are
shown in Table 13. First, we can observe that mod-
els trained with data filtering generally perform
better than the model trained without data filter-
ing, indicating the effectiveness of removing less
informative and noisy data. Second, data filtering
with the ratio of 1% shows the best performance
in overall, which may suggest that an excessive
data filtering of CHATStance dataset could remove
informative data and skew the balance of the train-
ing data, thereby negatively affecting the model
performance.
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Model pstance ibm30k sem16 vast covid wtwt Avg
w/o data filtering 75.00 94.33 55.67 70.07 65.69 32.48 65.54
data filtering (3%) 73.25 93.90 57.19 70.98 66.40 32.01 65.62
data filtering (5%) 76.34 93.91 58.72 70.73 65.75 31.71 66.19
data filtering (10%) 76.45 93.89 56.18 71.87 66.01 31.59 66.00
data filtering (20%) 76.00 93.64 58.91 70.58 66.75 32.20 66.35
data filtering (30%) 74.17 94.59 58.00 69.26 62.86 31.85 65.12
data filtering (1%) 77.63 94.42 59.28 72.24 67.54 31.60 67.12

Table 13: Removing different ratios of low-variability instances for our data filtering method.

Text Target Stance
As a student, I have experienced firsthand the effects of budget cuts on
education. It is discouraging to see programs like art and music being
eliminated due to lack of funding. Teachers are being laid off and class
sizes are increasing, which negatively impacts the quality of education.

The benefits of space
exploration do not justify the
cost.

Favor

Criticism of literature is a controversial issue. Writers have the right to
express themselves. However, their work must be judged on its own
merits. People should be free to choose what they want to read.

Urban fantasy novels featuring
supernatural creatures are often
racist and offensive.

Against

The world has become increasingly dependent on digital
communication, we use it for everything from shopping to running a
business. Governments and businesses alike rely on encryption tools to
protect their sensitive data. Banning encryption tools would remove an
essential layer of security. Without encryption, we would be vulnerable
to cyberattacks, identity theft, and other criminal activities.

The problem of induction. Neutral

Table 14: Examples of instances filtered by ZeroStance.

Dataset pstance ibm30k sem16 vast covid wtwt
pstance 0.18 0.12 0.11 0.08 0.11 0.10
ibm30k 0.14 0.25 0.14 0.08 0.13 0.12
sem16 0.13 0.15 0.25 0.06 0.11 0.11
vast 0.09 0.08 0.08 0.10 0.09 0.06
covid 0.13 0.13 0.10 0.07 0.18 0.10
wtwt 0.11 0.10 0.09 0.05 0.08 0.39
CHAT 0.08 0.10 0.06 0.08 0.07 0.06

Table 15: Word overlap similarity between CHAT-
Stance (CHAT) and the test set of each human-annotated
dataset. We also calculate the similarity between the
training set represented by each row and the test set by
each column of each human-annotated dataset.

H Training Settings

In our work, we utilized the gpt-3.5-turbo-0301
version of ChatGPT for data collection. We per-
formed all experiments on a single NVIDIA RTX
A6000 GPU. RoBERTa-large2 is used to evaluate
our CHATStance dataset due to the effectiveness of
RoBERTa on stance detection task (Li and Caragea,
2021; Hardalov et al., 2021; Li et al., 2021a; Liu
et al., 2023). The total training time for fine-tuning
the RoBERTa-large model on our dataset is less
than 4 hours. The learning rate of RoBERTa-large
is set to 1e-5. AdamW (Loshchilov and Hutter,
2019) is utilized as the optimizer. The mini-batch
is set to 64. The model is trained for 4 epochs with
early stopping and the patience is 5. Each result is
the average of three runs with different initializa-
tions. Hyper-parameters are selected based on the
model performance on the validation set.

2
https://huggingface.co/vinai/bertweet-large

I Examples of Instances Filtered by Data
Filtering

In this section, we perform human evaluations
based on instances that are identified by our data
filtering method. We observe that our data filtering
method can effectively identify instances that are
either noisy or less informative. We show some ex-
amples in Table 14. In the first two examples, the
text and target are irrelevant, suggesting a neutral
stance rather than the given stance labels. The third
example presents a neutral stance toward the target.
However, the target “The problem of induction” is
too broad. This lack of specificity diminishes its
utility for improving model generalization to new
domains.

J Human Evaluation

To understand the effectiveness of ZeroStance, we
perform a quality analysis on targets and texts gen-
erated by ZeroStance. For each prompt, we ran-
domly selected 100 instances, ensuring a balanced
distribution of favor, against, and neutral labels.
We then examined the (text, target, stance) con-
sistency. The analysis was conducted by two of
the co-authors with expertise in stance detection,
who had been trained using samples from exist-
ing stance datasets to ensure accurate relevancy
assessment. Our findings indicate that 96% of in-
stances demonstrate consistency in (texts, target,
stance). Of the remaining instances, 83% exhibited
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Text Target Stance
As a gardener, I know the
value of planting more trees.
In my backyard, I have
planted dozens of trees over
the years. They provide
shade, oxygen, and a home
for wildlife.

Planting trees is
not an effective
solution to
reduce carbon
emissions.

Favor

The warm sun beat down on
my face as I walked along
the beach, feeling the sand
between my toes. I couldn’t
help but feel grateful for the
abundance of beauty around
me.

Corporate
stock buybacks
should be taxed
as capital gains.

Against

Table 16: Examples of incorrect instances generated by
ZeroStance.

incorrect stances towards the targets, while 17%
contained texts that were irrelevant to their respec-
tive targets. This inconsistency may be attributed
to the noise inherent in ChatGPT. We show some
of our evaluated examples in Table 16. In the first
example, the text appears to support tree planting,
even though the target highlights the negative side
of the practice and the stance label is against. The
second example depicts a generated text that lacks
relevance to the given target, where the stance label
is neutral.

K Cost Comparison

The gpt-3.5-turbo-0301 API costs $0.0005 per 1k
input tokens and $0.0015 per 1k output tokens. For
our target generation, with the average of 30 in-
put tokens and 12 output tokens across 204 cat-
egories in America, Europe, and Asia, the cost
is $0.0005*30*204*3/1k + 0.0015*24k*12/1k ≈
$0.43. For our text generation task, we gener-
ate favor and against instances for 9k targets (in-
cluding 3 types of prompts) with an average of
74 input tokens and 66 output tokens. The cost
is $0.0005*74*9k*2/1k + $0.0015*66*9k*2/1k ≈
$2.45. The total cost of constructing CHATStance
is only around $3. In comparison, online crowd-
sourcing platforms typically charge around $0.11
for 50 tokens (Wang et al., 2021), leading to a total
expense of around $6.2k, which is over 2,000 times
more expensive than our approach.
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