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Abstract

We investigate ways of using monolingual data
in both the source and target languages for im-
proving low-resource machine translation. As
a case study, we experiment with translation
from Finnish to Northern Sdmi. Our experi-
ments show that while conventional backtrans-
lation remains a strong contender, using syn-
thetic target-side data when training backtrans-
lation models can be helpful as well. We also
show that monolingual data can be used to train
a language model which can act as a regularizer
without any augmentation of parallel data.

1 Introduction

This paper focuses on improving machine transla-
tion (MT) between the Northern Sdmi (ISO 639-3:
sme) and Finnish (£ in) languages. With approx-
imately 25,000 speakers, Northern Sdmi has the
most speakers of the Sdmi languages, which are
spoken by the Sdmi people. The Sdmi are the In-
digenous peoples of Sdpmi, which spans modern-
day Norway, Sweden, Finland, and Russia.!

This paper provides a contribution towards im-
proving Northern Sdmi-Finnish machine transla-
tion, with the hope that these findings may be gen-
eralized to other languages in subsequent work.
We advance the state of the art for Northern Sadmi-
Finnish MT established by Aulamo et al. (2021)
using a combination of techniques.

The contributions of this paper are as follows.
First, we demonstrate that current LLM-based
MT models are insufficient for translating this
language pair—and likely other pairs including
less-resourced/minoritized languages—by evalu-
ating how well the recent MADLAD-400 model
(Kudugunta et al., 2023) performs on our datasets.
Second, we demonstrate that the parallel data-only
baseline of Aulamo et al. (2021) was undertrained,

"Further reading: The Sami Language Crisis, Language

Policy and the Sdmi Languages: An Investigation Using the
Comparative Perspective, and Indigenous Peoples in Sdpmi.

over-emphasizing the relative improvement of their
backtranslation models over it. We find that suf-
ficient training improves baseline model BLEU
by nearly 8 points. Third, we experiment with a
wide range of configurations involving forward and
backtranslation, finding that good model perfor-
mance is associated with large data size and includ-
ing rule-based MT system outputs as backtransla-
tion data in addition to neural MT system outputs.
Finally, we experiment with combining models
trained on noisy target backtranslations with ex-
isting techniques such language model priors. All
code and data (forward and backtranslation out-
puts) can be found at https://github.com/
jOma/sami-translation.

2 Related work

Northern Sami language technology Much of
the Northern Sdmi language technology research
to date has been performed at the Giellatekno Insti-
tute at the Arctic University of Norway. Although a
large part of the research focuses on building tools
like keyboards and dictionaries (Ngrstebg Mosha-
gen et al., 2022), recent work using their corpora
has also focused on MT (Aulamo et al., 2021).
There has also been work on integrating North-
ern Sdmi with existing multilingual MT models
such as M2M-100 (Tars et al., 2022a; Yankovskaya
et al., 2023; Tars et al., 2022b).

Backtranslation and forward translation Back-
and forward translation also have a long history in
neural machine translation research. Backtransla-
tion was introduced in the NMT context by Sen-
nrich et al. (2016) where the authors observe 2-3
BLEU increases on English-German and English-
Turkish translation tasks. Forward translation was
also introduced around the same time by Zhang
and Zong (2016) who use it as both a standalone
technique and in a multi-task framework.
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UiT Test YLE Test
Direction BLEU CHRF BLEU CHRF
Sami — Finnish 7.99 30.75 10.62 30.96
Finnish — Sami 1.92 16.92 3.66 22.30

Table 1: Results using MADLAD400-3b-mt.

Regularization via language models Language
models also have a long history of being used
as regularizers in the NMT literature. However,
many approaches seem to focus on approaches like
reranking at test time (e.g. Luong and Popescu-
Belis, 2016), rather than using the LM at train time.
Baziotis et al. (2020) introduce a technique to do
this via a KL-divergence objective and report per-
formance gains of several BLEU points on English-
German and English-Turkish translation tasks.

Massively multilingual language models Re-
cently, Kudugunta et al. (2023) introduced
MADLAD-400, a massively multilingual encoder-
decoder language model (MMLM) with support for
both Finnish and Northern Sdmi. To gauge whether
our translation task has already been solved by
developments in MMLMs, we evaluated the per-
formance of the 3B parameter MT variant of
MADLAD-400, madlad400-3b-mnmt, using test
sets we describe later. Based on the results given
in Table 1, the translation quality is unusably poor,
especially when translating into Northern Sami.’

3 Methodology

We expand upon the experiments of Aulamo et al.
(2021) in several ways: using more powerful
model architectures for backtranslation (Trans-
former instead of RNN), more elaborate data aug-
mentation including synthetic target-side data, and
Transformer-based autoregressive language model
priors.

3.1 Improved data augmentation

Model architecture Unlike the RNN and rule-
based translation architectures that Aulamo et al.
(2021) use for backtranslation, we rely exclusively
on Transformer models when extending their work.

Synthetic target-side data for backtranslation
In addition to training a reverse Northern Sami-

2While it may be possible to further finetune massively
multilingual models to improve performance in less-resourced
languages, in preliminary experiments our performance re-
mained under 10 BLEU when using quantized LoRA finetun-
ing (Dettmers et al., 2023).

Finnish Transformer using the 25k parallel sen-
tences, we further augment the training data of
the reverse model Northern Sdmi-to-Finnish with
synthetic backtranslations produced by the RBMT
model of Aulamo et al. (2021). That is, we train
using a dataset which contains synthetic model out-
puts as targets in the training set. After training
the models on the parallel and RBMT-augmented
data sets, we use them to translate the monolingual
Northern Sdmi data into Finnish which yields two
sets of backtranslations, one from each model. A
diagram of our approach can be seen in Figure 1 in
the Appendix.

Forward translation Since we have access to
monolingual data in Finnish, we use forward trans-
lation (Bogoychev and Sennrich, 2020) to further
augment the training data. We use each Finnish-
Northern Sdmi model to translate another ~950k
sentences from the mC4 corpus (Xue et al., 2021)
into Northern Sdmi. This approach is very simi-
lar to the “self-training” setup of Zhang and Zong
(2016).

Tagged backtranslation Applied together, the
backtranslation and forward translation procedures
yield datasets as large as 1.9M sentences which
is significantly larger than the original dataset of
25,106 parallel sentences. To avoid “crowding out”
the authentic parallel data we also experiment with
prepending <BT> as the first token to the the syn-
thetic sentences.

3.2 Language model prior

We experiment with alternatives to data augmen-
tation using an autoregressive Transformer lan-
guage model, prm(ytly<t), as a weakly infor-
mative prior on pnmr(Ye|z, y<¢), as introduced
by Baziotis et al. (2020). We train a lan-
guage model on the Northern Sdmi monolin-
gual data and augment the token-level NMT log-
likelihood loss by adding a KL-divergence regular-
ization term, yielding J(6) = — log Pamr(y|x) +
ADxr(pm(v) |[pnmr (y|x)). The LM only serves
as a regularizing prior and remains frozen through
the NMT training; gradient updates are only ap-
plied to the NMT model. The regularization term
encourages the distribution learned by the NMT
model to be similar to that of the language model.
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Corpus Sentences
Full data sets (Aulamo et al., 2021)

Parallel data 25,106
RNN 470,098
RBMT 487,862
RBMT + RNN 932,803
Cleaned data sets (Aulamo et al., 2021)

RBMT + clean 378,567
RNN + clean 422,608
RBMT-clean + RNN-clean 610,093
RNN-clean + RBMT-all 885,313
Our data augmentations

Transformer-BT (combo) 950,712
Baseline + fwd. translation 938,071
Transformer-BT (combo) + fwd. translation 1,949,992
Test and validation sets

UiT valid/test sets (each) 2,000
YLE test set 151

Table 2: Train, validation and test data sizes (number of
sentences) across our experiments.

4 Experimental results

4.1 Datasets and model

Datasets We use the parallel data and the back-
translation outputs produced by the RNN and
RBMT models of Aulamo et al. (2021). For for-
ward translation, we use a ~950k sentence sam-
ple of the Finnish subset of the mC4 corpus (Xue
et al., 2021). We evaluate on two test sets: UiT (in-
domain, web) and YLE (smaller, out-of-domain,
news). Our dataset sizes can be seen in Table 2.

All data are tokenized into subwords using the
unigram language model subword tokenization
method as implemented in the SentencePiece li-
brary (Kudo and Richardson, 2018). We use a sep-
arate models for source and target languages. All
segmentation models learn vocabularies of 8,000
units except for the language model-augmented
experiments (5,000 units).

Model Our
encoder-decoder

NMT  architecture is an

Transformer  similar  to
transformer-base by Vaswani et al
(2017), i.e. 6 layers in both the encoder and
the decoder, 512-dimensional embeddings and
2048-dimensional feedforward layers. All NMT
models are trained using the label smoothed cross-
entropy objective with label smoothing probability
set to 0.1. For the language model-augmented
experiments we use a similarly sized decoder-only
Transformer LM with 512-dimensional embed-

dings and 2048-dimensional hidden layers. Further
details are provided in Appendix A.1.

4.2 Experiment 1: Transformer-based
backtranslation

We sought to replicate the original results by
Aulamo et al. (2021) and trained Transformer-
based translation models using their data. In ad-
dition to replicating training on backtranslation
data generated by their RNN and RBMT-based
models, we also trained Transformer-based mod-
els in the Finnish-to-Northern Sdmi direction on
our own backtranslation data. These backtransla-
tions were produced by Northern Sdmi-to-Finnish
models trained on either the parallel data or the
combination of parallel data and backtranslations
produced by the original RBMT model.

Our experimental results can be seen in Tables 3
and 4. From Table 3 it is clear that the baseline
model evaluated by Aulamo et al. (2021) was under-
trained. Using the same data, our baseline model
achieves an almost 8 BLEU absolute improvement
over the previous baseline of 18.90 BLEU, yielding
26.86 BLEU. With the exception of the baseline
and the Transformer model trained using RNN-
generated backtranslation data, the rest of our repli-
cated scores are less than those reported by Aulamo
et al. (2021). We attribute this discrepancy to differ-
ences between fairseq (Ott et al., 2019) and Mari-
aNMT (Junczys-Dowmunt et al., 2018), as we used
the same model architecture.

Our best model is the Transformer-BT model
trained on two sets of backtranslation outputs
which achieves 41.75 BLEU, a gain of 1.65 BLEU
over the best 40.1 BLEU performance reported by
(Aulamo et al., 2021). Notably, not all Transformer-
based BT models outperform RNN and RBMT-
based backtranslation. The first two Transformers,
trained on 25k and 487k sentences respectively,
seem to underperform whereas the third Trans-
former trained on ~900k sentences achieves 41.75
BLEU. Based on Table 4, on the out-of-domain
YLE test set, our replicated models outperform the
scores reported by Aulamo et al. (2021) on all con-
figurations except “RNN + clean” and “RBMT +
clean”. Our best out-of-domain score is attained
by Transformer-BT (RBMT) which achieves 16.34
BLEU on the YLE test set.

4.3 Experiment 2: Beyond backtranslation

Next, we investigated to what extent other tech-
niques can be used in conjunction with or in lieu of
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Finnish—Northern Sami

Northern Sami—-Finnish

UiT Test UiT Valid UiT Test UiT Valid
Reverse model Aulamo BLEU CHRF BLEU CHRF BLEU CHRF BLEU CHRF
Baseline 18.9 26.86  58.60 2546 5799 2730 59.51 2540  58.94
RNN 32.9 33.51 62.73 31.85 61.77 2434  56.81 24.25 56.83
RBMT 37.0  35.85 66.86 3426 6593 26.86  61.08 27.10  61.82
RBMT + RNN 38.8 36.76  62.73 34.95 64.85 23.56  58.23 22.82  61.18
RNN + clean 34.0 3323 62.69 31.93 62.04 2448 56.78 2476 56.96
RBMT + clean 36.3 3446 6626 3334 6570 2679  60.87 26.65 58.40
RNN-clean + RBMT-clean 38.9 36.88 66.24 3580 65.67 2221 59.38 21.84  57.62
RNN-clean + RBMT 40.1 37.48 66.65 35.54  65.58 25.51 59.38 24.43 59.55
Transformer-BT (baseline) - 3291 64.21 31.60 63.51 25.30 59.55 25.65 59.97
Transformer-BT (RBMT) - 3722  67.89 36.46 6758 2821 61.84 28.01 62.41
Transformer-BT (combined) - 41.75 70.12 40.37 69.49 27.29 61.05 27.66 61.70

Table 3: UiT in-domain results using Transformer-based models trained on backtranslated data produced by various
reverse models. The highest values are bolded for each translation direction, dataset, and metric. The column

labeled Aulamo contains BLEU scores reported by Aulamo et al. (2021).

Finnish—N. Sami

N. Sami—Finnish

Reverse model Aulamo BLEU CHRF BLEU CHRF
Baseline 4.3 8.43 35.67 5.74 33.88
RNN 9.2 9.84  35.80 7.54 32.23
RBMT 144 1592  45.65 10.79 39.21
RNN + RBMT 10.9 1476  41.12 9.30 38.70
RNN + clean 9.8 9.64  35.75 7.48 33.18
RBMT + clean 15.5 1490 4574 11.03 39.96
RNN-clean + RBMT-clean 11.3 1479  42.13 10.11 39.21
RNN-clean + RBMT 10.8 13.53 41.54 10.14 38.75
Transformer-BT (baseline) - 10.92 40.34 8.30 36.36
Transformer-BT (RBMT) - 16.34 47.46 10.00 38.46
Transformer-BT (combined) - 14.96 45.93 10.20 39.08

Table 4: YLE out-of-domain test set results. The highest values are bolded for each translation direction and metric.
The column labeled Aulamo contains BLEU scores reported by Aulamo et al. (2021).

backtranslation (Table 5). Since our goal is to im-
prove Finnish-Northern Sdmi translation, we only
evaluate in that direction in this experiment.

Tagging First, we took our best performing
Finnish-Sdmi model and prepended a <BT> tag
to all of the backtranslated sentences. This proved
beneficial in some scenarios but not others: the
new tagged Transformer-BT model achieved 41.71
BLEU on the UiT test set, whereas the non-tagged
version achieved 41.75 BLEU. In terms of CHREF,
the model trained on tagged data achieves 70.33
CHREF, a slight improvement over 70.12 CHRF
without tagging. In terms of out-of-domain per-
formance, we note that the Transformer-BT model
trained on tagged data outperforms its non-tagged
counterpart by 4.24 BLEU (19.20 vs 14.96) and
2.67 CHREF (48.60 vs. 45.93).

Forward translation (FT) We applied the model
to ~950k sentences of Finnish monolingual data,
creating another set of synthetic parallel data. We
created two augmented datasets: (a) original paral-
lel data combined with the forward translated sen-
tences. and (b) the ~900k sentences used to train
the best-performing Transformer model combined
with the forward translated sentences.

The results using this approach were mixed.
With our best Transformer model, FT decreased
performance from 41.75 BLEU to 38.84 BLEU
(with <BT> tagging) and 38.96 BLEU (no tag-
ging) on the UiT test set. Augmenting the baseline
with FT data yielded 25.93 BLEU on the UiT test
set compared to the original 26.86 BLEU. On the
out-of-domain YLE test set, the baseline model
benefitted slightly from forward translation and
achieved 9.01 BLEU, a modest increase over the
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UiT Test UiT Valid YLE Test
Reverse model BLEU CHRF BLEU CHRF BLEU CHRF
Baseline 26.86  58.60 2546  57.99 8.43  35.67
+ forward translation 25.93 59.52 25.10  59.03 9.01 36.99
+ language model 3126 6299 30.18 62.40 8.60 3741
Transformer-BT (combined) 41.75 70.12 4037 69.49 1496 4593
+ tagging 4171 7033 3973 6944  19.20  48.60
+ forward translation 38.96 69.16 3744  68.36 17.91 48.60
+ forward translation + tagging ~ 38.84  69.10  37.55  68.57 1736 48.19
+ language model 3330  65.69 3145 64.77 1451 4552

Table 5: Effect of various techniques on baseline model and the best-performing Transformer-BT model.

original 8.43 BLEU score. The best Transformer-
BT model experienced a slightly larger boost and
outperformed the original 14.96 BLEU score by
2.95 BLEU, scoring 17.91 BLEU when using for-
ward translation.

Although the scores were generally lower on the
UiT in-domain data, this may be partially due to do-
main effects and should not be taken as a fully gen-
eral dismissal of forward translation as a method.
The sentences in the UiT data set are largely drawn
from political texts whereas the forward transla-
tion data is more general in nature. We conjecture
that may able to mitigate in-domain overfitting as
shown by the out-of-domain results. Whether there
is a benefit from forward translation with domain-
aligned data remains to be seen.

Language model prior Finally, we investigated
whether a Transformer LM could be used as an al-
ternative regularizer compared to the costly process
of training forward and reverse models. We took
our baseline and best-performing Transformer mod-
els (without <BT> tagging) and re-trained them
from scratch using the same data plus an LM prior
which we trained on the ~460k Sami monolingual
data otherwise used for backtranslation. While this
approach improved over the baseline on both UiT
(31.26 BLEU vs. 26.86 BLEU) and YLE (8.60
BLEU vs. 8.43 BLEU), the performance was still
lower than forward translation (8.60 BLEU vs 9.01
BLEU).

Using the best Transformer model, the language
model approach significantly decreased BLEU on
UiT (33.80 BLEU vs. 41.75 BLEU) and slightly
on YLE (14.51 BLEU vs. 14.96 BLEU). This sug-
gests that the backtranslated data may already be
providing enough regularization. We also hypoth-
esize that with proper hyperparameter tuning the
LM prior and forward translation could be benefi-
cial when used together. However, in preliminary

experiments we observed this setup to only hurt
performance. Whether this is due to issues such
as domain mismatch or these methods per se is
unclear at this point.

5 Conclusion

We have shown several ways to augment extremely
small parallel datasets with synthetic data to en-
able performance improvements. In the absence
of publicly-available large monolingual data sets,
language models may provide another avenue for
regularization, potentially even using off-the-shelf
language models.

A key question is whether the approaches de-
scribed in this work will generalize well to other
languages. We were not able to answer this ques-
tion primarily due to computational resource con-
siderations, as we only had enough compute re-
sources to run our experiments in the language
pairs explicitly supported by our funding source.

Acknowledgements

Author JS was supported by a grant by the Lapland
Regional Fund of the Finnish Cultural Foundation,
awarded with the goal of building modern language
technology solutions for Arctic minority languages,
including Northern Sdmi.

Limitations and risks

The major limitations of our experiments are that
we only examine a single language pair and use
only the results of a single run for each experiment.
A potential risk of our work is that readers might
extrapolate the results too much without taking
into account that the findings may not generalize
beyond the language pair we study. We believe it
is likely that the data augmentation strategies we
experimented with will be advantageous in many
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other settings, but we do not expect that others will
find results completely consistent with ours.

Our work also deals with an Indigenous lan-
guage, which opens the door for potential misuse
of NLP models against marginalized peoples. Even
when used by those peoples themselves, quality
issues with the models (such as mistranslations)
can have negative impact due to providing incor-
rect information. This can be especially problem-
atic with out-of-domain data as our experiments
have shown. However, as our models establish a
state of the art for the datasets we examine and our
limited analysis of a popular multilingual model
(MADLAD-400) suggests its performance is much
lower than our models, we believe the risks from
our model are less than those of existing ones.

Ethical considerations and broader impact

Our research involves work with the Northern Sdmi
language, a minoritized language spoken by Indige-
nous persons, and any such research merits scrutiny
(Eriksen et al., 2021). We believe the broader im-
pact of our work will be improved translation for
these language communities, eventually enabling
better communication and scenarios such as North-
ern Sami speakers from other countries being able
to access information in Finnish relevant to them
that was previously inaccessible. All MT models
come with inherent risks and potential negative
impact, but we believe that by creating improved
models, we are not increasing those risks and are
making the impact of the models more positive.
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A Appendix
A.1 Model details

We ran all of our experiments using the fairseqg
framework (Ott et al., 2019) on a mixture of
NVIDIA V100, A5000, and RTX 3090 GPUs.
Each training run used a single GPU; we sim-
ulate training on multiple GPUs by accumulat-
ing gradients for 24 backward passes using the
update_freq option in fairseq. For the baseline,
we lowered this to 8 backward passes to stabilize
training dynamics. Each batch contains a maxi-
mum of 16-17,000 tokens, depending on how much
fits on each GPU. For the baseline, we lowered the
batch size to 1,000 tokens to stabilize training and
prevent overfitting. Each run took approximately
18 GPU hours.

A figure showing the relationship between the
original data, backtranslated data, and the models
we trained appears on the next page.
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Original Parallel Data Backtranslated Data from Aulamo (2021)

e —
Finnish-Northern Sami (25k)

RBMT-generated BT data (460k)| | RNN-generated BT data (460k)

|
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Condition 1: Only parallel data Condition 2: Add synthetic target-side data
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Figure 1: Transformer-based backtranslation setup used in Experiment 1. In addition to the original parallel data,
we use RBMT-generated synthetic Finnish data to train Finnish-to-Northern Sdmi models. We use them to generate
further backtranslations on which we train the three Transformer-BT models in Tables 3 and 4.
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