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Abstract

The guidance from capability evaluations has
greatly propelled the progress of human soci-
ety and the development of Artificial Intelli-
gence. However, as LLMs evolve, it becomes
challenging to construct evaluation benchmark
with accurate labels for LLMs whose capabili-
ties approach or even surpass those of humans
(denoted as SuperLLMs). To credibly conduct
evaluation without accurate labels (denoted as
poor-supervised evaluation), we first prove
that the consistency between the model un-
der evaluation and the reference model, when
their prediction distributions are independent
and the sample size is infinite, can equiva-
lently assess the true capabilities of the model
to be evaluated. However, using either hu-
mans or LLMs as the reference model can-
not sufficiently meet the conditions, for which
we propose the PEEM algorithm. By treat-
ing all models under evaluation as reference

models, PEEM alternately optimizes model

weights and filters reference models based on

EM algorithm to maximally alleviate the in-
sufficiency of the conditions. Comprehensive

experiments across 3 types of tasks with 16

mainstream LLMs validate the efficiency, uni-
versality, and effectiveness of PEEM. More

generally, PEEM has advanced the evalua-
tion paradigm evolution from human-centric

to human&model-centric, alleviating the lim-
itations of human capabilities for evaluating

SuperLLMs'.

1 Introduction

Evaluations, such as IQ tests and Olympic compe-
titions, effectively identify areas of strength and
weakness for individuals or groups, providing valu-
able guidance for the enhancement of various hu-
man abilities. In the field of artificial intelligence,
benefiting from high-quality annotated data (Deng

*Corresponding author.

'Our code and data have been released on https://
github.com/ypw0102/PEEM.
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Figure 1: Schematic diagram of performance of human
and models with varying task difficulty. Humans can
only accurately assess problems within the scope of
their capabilities.

et al., 2009; Wang et al., 2019), neural network
models have been well evaluated and optimized
specifically, leading to significant advancements
across various tasks.

Nowadays, advanced large language models
(LLMs) (OpenAl, 2023), called SuperLLMs
(Burns et al., 2023), have reached the level of hu-
man experts in certain tasks (Tedeschi et al., 2023;
Lei et al., 2023; Pu et al., 2023; Webb et al., 2023).
To further guide SuperLLMs towards AGI, evaluat-
ing them on a wider range of challenging tasks is
of crucial importance.

However, building benchmarks for challenging
tasks is especially intelligence-intensive and some-
times even difficult to ensure the accuracy of labels.
As shown in Figure 1, annotating hard tasks re-
quires scarce human experts and some tasks are
even beyond the capability boundary of experts,
such as “Is the Riemann hypothesis true?”. So here
comes the question: How to evaluate LLMs accu-
rately on benchmarks with poor supervision (with
inaccurate or even no labels)?

Some works have explored unsupervised (label-
free) model evaluation, including using LLM-based
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pseudo labels (Bai et al., 2023; Li et al., 2023),
evaluating with logits (Yu et al., 2022; Peng et al.,
2024), and detecting conflicts with designed inputs
(Fluri et al., 2023). Unfortunately, they are not pro-
posed for evaluating SuperLLMs, presenting issues
such as limited applicability across tasks, pseudo
labels may still be inaccurate, logits of some LLMs
are unavailable (e.g., GPT4), and dependence on
prior knowledge. Overall, SuperLLMs are in ea-
ger need of an accurate, universal, and efficient
poor-supervised evaluation paradigm.

Consequently, we propose the following theorem
and prove it in Appendix §A.

Theorem 1. For benchmark X lacking true labels
Y, if reference model M is independent of predic-
tions {Y'}X_| of models {M'}L_, 10 be evaluated
(Condition 1), and performs better than random
guess (Condition 2), when the size of X is infinite
(Condition 3), the following equation holds:

Cons(M(X),Y") < Cons(M(X),Y7)
YY"

L D
< Cons(Y,Y”?)

< Cons(Y,

where Cons(-) denotes mutual consistency.

Theorem 1 allows us to credibly evaluate and
compare the capabilities of models (consistency
between their predictions and true labels) without
true labels Y.

LLMs themselves or humans can naturally serve
as reference model M, but the conditions are not
guaranteed to be sufficiently satisfied in real sce-
narios. Some LLMs may exhibit mutual affin-
ity and tend to make the same predictions (e.g.,
Llama series), and the size of X is finite. Thus,
we propose PEEM algorithm (Poor-supervised
Evaluation with EM algorithm) to alleviate these
insufficiency. PEEM takes models predictions
(with optional human annotations) as inputs, and
calculates the weighted average consistency of cer-
tain model with reference models as the measure-
ment of its capability. All the models to be evalu-
ated are treated as reference models and assigned
equal weights initially. Based on the EM algorithm,
PEEM iteratively adjusts the weights of reference
models during E-step, and filters reference mod-
els based on current weights during M-step to op-
timize the proxy optimization objective inferred
from preliminary experiments. PEEM mitigates
the limitation of sample size (Condition 3) by com-
prehensively utilizing the predictions of all models
under evaluation. And it alleviates the dependency

among model predictions (Condition 1) by optimiz-
ing the weights of reference models and filtering
out the ones with high affinity tendency.

Our poor-supervised evaluation paradigm based
on PEEM algorithm holds several advantages. Ef-
ficient: No additional model inference overhead is
required except for model predictions. Universal:
It can be applied across various tasks by proper
definition of Cons(-), as we demonstrate in §5.
Accurate: Experimental results show that PEEM
aligns perfectly with true label evaluation results,
achieving an average of 0.977 Pearson and 0.972
Spearman correlation coefficient.

Furthermore, we validate that PEEM with hu-
man annotations and model predictions, as opposed
to the traditional consistency check between mod-
els and humans, allows for a more accurate evalua-
tion results. More generally, PEEM has advanced
the evaluation paradigm evolution from human-
centric to human&model-centric, addressing the
limitations of human evaluation capabilities.

Our contributions are summarized as follows:

1. We analyze and define the task of evaluating
SuperLLMs as poor-supervised evaluation.

2. We theoretically provide a method and its con-
ditions for poor-supervised evaluation.

3. We propose the PEEM algorithm to alleviate
the insufficiency of the conditions for the in-
troduced theorem under real-world scenarios
by alternating between weight correction and
reference model filtering.

4. We experimentally validate the efficiency, uni-
versality, and effectiveness of PEEM across
regression, classification, and reasoning tasks.

2 Related Work

Surrounding our study, we discuss the researches
on poor-supervised evaluation and model consis-
tency, and briefly introduce the EM algorithm.

Poor-supervised Evaluation We refer to the pro-
cess of evaluating models on benchmarks that con-
tain inaccurately labeled or unlabeled data as poor-
supervised evaluation, an area where many related
efforts have been invested. Various directions have
been explored to assessing model’s capabilities on
datasets without labels: examining distribution dis-
crepancy (Yu et al., 2022; Deng et al., 2021) , rely-
ing on model confidence (Garg et al., 2021; Wang
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etal., 2023a; Lu et al., 2023; Peng et al., 2024), cal-
culating models’ disagreements (Baek et al., 2022;
Jiang et al., 2022; Chen et al., 2021; Jiang et al.,
2021) and bucketing based on decision boundaries
(Miao et al., 2023; Tu et al., 2023; Xie et al., 2023).
However, these studies mainly focus on classifi-
cation tasks and often require model logits, thus
lacking universality and not being applicable to
LLMs whose logits are unavailable. In addition,
Fluri et al. (2023) and Jain et al. (2023) consider
detecting conflicts with designed inputs to assess
model’s capabilities. However, the design of in-
put format highly depends on prior knowledge and
cannot be generalized across tasks. Conducting
self-evaluation (Zheng et al., 2023) or peer evalua-
tion (Li et al., 2023; Bai et al., 2023) with LLMs is
a promising direction, but they have not addressed
the fundamental issue of how to ensure the effec-
tiveness of evaluations on benchmarks that exceed
their own capabilities. Additionally, such meth-
ods require extra inference overhead. Overall, an
accurate, universal, and efficient poor-supervised
evaluation paradigm for SuperLLMs remains to be
researched, for which we propose PEEM.

Model Consistency Consistency has long been
studied for training models (Miyato et al., 2019;
Chen et al., 2020), enhancing performance during
inference (Wang et al., 2023b; Yao et al., 2023),
and examining specific attributes such as reliability
(Jang and Lukasiewicz, 2023) and hallucination
(Jietal., 2023). We investigate using mutual con-
sistency between inaccurate predictions to achieve
poor-supervised evaluation for SuperLLMs.

EM Algorithm The EM algorithm (Dempster
et al.,, 1977) alternates between the Expectation
step (E-step) and the Maximization step (M-step) to
estimate parameters of models with latent variables.
The E-step estimates the distribution of latent vari-
ables. During the M-step, parameters are updated
to maximize the expected likelihood function. We
use the EM algorithm to optimize the parameters
of mapping from inter-prediction consistency to
prediction-label consistency.

3 Preliminary

3.1 Task Definition

Given LLMs {M}L || datasets D : (X =
{z;}¥,,Y = {y}Y,) and predictions of M’
on X as Y’ = {§:})_,, the consistency be-

tween {f” L | and true labels Y, denoted as

{Cons(Y?,Y)}L ,, shortened to B € RY, is the
accurate measurement of the capabilities of these
LLMs. Our research aims to assess LLMs when
Y is unavailable. Therefore, we consider design-
ing a mapping algorithm F that can map LLM
predictions {Y?}% | (with inaccurate human anno-
tations if available) to capability vector BeRL
, Where BZ- can substitute for B; in evaluating the
capabilities of model M?. We calculate the corre-
lation coefficient between B and B to validate the
effectiveness of F. It should be noted that the cal-
culation method of C'ons(-) depends on the label
domain, which we will introduce in §5.

3.2 Intuition of Theorem 1

We propose Theorem 1 to credibly implement
poor-supervised evaluation, which is grounded
in an intuition that is straightforward to under-
stand: For the samples where the reference
model predicts correctly, strong model tends to
have higher consistency with the reference model
compared to weak model, Cons(M>7o"9 M) >
Cons(M¥%% AM).  While for the samples
where the reference model predicts incorrectly,
if the reference model does not tend to
make the same predictions as either strong
or weak models, the consistency of both
strong and weak model with the reference
model should be the same, Coons(M>37om9 M) =
Cons(M®¥e*  M). Therefore, across all the sam-
ples, Cons(M>37o"9  AM)> Cons(MWerk M),

3.3 Visualization of Consistency and Affinity

Although Condition 2 can be assumed to be satis-
fied naturally, Condition 1 and 3 cannot be com-
pletely fulfilled in real scenarios as discussed be-
fore. To explore the impact of the insufficiency of
Condition 1 and 3 in real scenarios, we visualize
the consistency matrix C' and the affinity matrix
A of models to be evaluated. C; ; € [0,1] denotes
Cons(Y?,Y7), the average consistency between
the predictions of M® and M7 on X. And 4, ; €
[-1,1] reflects the affinity of M® to M7, which can
be calculated as follows:

a4 -G B
O Sum(Cy)  Sum(B)

2

A positive A; ; implies using M’ as the reference
model to estimate Bj will overestimate the perfor-
mance of M7 and vice versa.

We conduct this preliminary experiment on sub-
set Precalculus of MATH (Hendrycks et al., 2021)
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Figure 2: Inter-model consistency matrix and affinity matrix on MATH-Precalculus dataset among 16 LLMs.

benchmark with 16 LLMs (See detailed setup in
§5.1.1). As shown in Figure 2(a), the top 16 rows
demonstrate the C, the third-to-last row calcu-
lates { Avg(C;)}E_,, the penultimate row shows B,
while the i*" column of the last row represents the
Pearson coefficient between C; and B (the closer
to 1, the stronger the linear correlation). From Fig-
ure 2(a), we can observe the following tendencies
and corresponding insights. (1) The third-to-last
and penultimate row show a positive correlation
— Insight 1: stronger models tend to have higher
consistency with other models; (2) The last and
penultimate row also show a positive correlation —
Insight 2: stronger models’ consistency with other
models can better reflect the true performance of
these models. Considering that model predictions
tend to converge towards the true labels and predic-
tions of stronger models are closer to the true labels,
the above two insights are natural and reasonable.

From Figure 2(b), we confirm that some LLMs
belonging to the same series (Llama-2 series, Meta-
Math series) indeed exhibit mutual affinity, which
makes their consistency biased to reflect their true
performance. Furthermore, we observe Insight
3: weaker models tend to exhibit higher affinity.
We attribute this to the consistency between weak
models and strong models underestimating the per-
formance of the strong models, indirectly leading
to a higher affinity among weak models. More
generally, the proportion of samples correctly pre-
dicted by a weak model is too low, using it as a
reference model may not suffice to differentiate
between strong and weak models.

4 Methods

In this section, we propose multiple mapping algo-
rithms  to obtain B based on the insights above,
as shown in Figure 3. For each algorithm, we first
calculate the consistency matrix C' according to Y
and task types, thus F : C' — B.

4.1 Naive Ensemble

Due to the lack of prior knowledge about the ca-
pabilities of models, a straightforward approach
is to consider all the models as reference models
and calculate the ensemble consistencies of certain
model with other models to measure its capability:

fensemble(c) = {Avg(ci)}iL:I (3)

Compared with randomly choosing certain model
as reference model, F.,semple Can enlarge sample
size by L times to alleviate the insufficiency of
Condition 3 through ensemble, thus offering a more
stable measurement result.

4.2 Weight Calibration

Building upon Fg;,sempie, considering that C; of
stronger model M° aligns better with B (Insight 2),
we contemplate calibrating the ensemble weights
based on the capabilities of the models through
iteration.

Let a;? be the weight assigned to C; ; after itera-
tion k, which is initialized as 1/ L. The capability
estimation of M’ for iteration k, B, is the cali-
brated average of its raw consistencies with all the
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Figure 3: Overall illustration of our proposed methods.

models:

L
Bf =Y Cijxal™! 4)
j=1

For each iteration k, we calibrate af according to
B following Insight 2:
__B

>ois BY
Given the set of equations above, we look for the

converging point after k iterations where the fol-
lowing equation holds:

L ~ ~

o — o < 1e—2
> laf —af
Jj=1

Through the above process, we have managed to
calibrate the ensemble weights using the capability
estimation of the models, thereby obtaining a better
algorithm Featibrate:

(%

S

6))

(6)

L
]:calibrate(o) = {Z Ci,j X O‘? szl (7
j=1

4.3 Reference Model Filtering

To alleviate the impact of non-independent distri-
butions between model predictions (insufficiency
of Condition 1) shown in Figure 2(b), we consider
filtering out models with strong affinity tendencies.
Insight 3 indicates that weak models generally have
high affinity tendencies, thus we contemplate filter-
ing them from reference models based on the esti-
mation of their capabilities according to Fe¢psemble
as follows:

Bens = ]:ensemble(c) (8)
Spep = arg{i| B > Maz(B) x p}  (9)
Friter(C) = {Avg({Cij}jes,., ) ey (10)

The hyperparameter p serves as a threshold for fil-
tering out weak models whose performance is not
up to par with the strongest model to a certain ex-
tent according to Bens, Through the above process,
the weak model with high affinity tendencies can
be filtered for calculating a debiased B.

44 PEEM

Based on the discussions above, we consider de-
signing an algorithm that can simultaneously lever-
age all three insights to mitigate the insufficiency
of Condition 1 and 3. To this end, we propose an
EM-based algorithm Fprgas as follows:

L
Frepm(C) = {Z Cij % Oz? X ﬁf iL:1 (11)
=1

We set 3; € {0, 1} to control whether M7 serves
as a reference model and o; € [0, 1] to control how
much does M- contributes to B.
0

Initialization. We initialize «; as % and ﬁ? as 1.
Optimizing Objective. From Insight 1 and 2,

we deduce the following chain-of-thought: greater

Insight 1 Insight 2
Avg(C;) kN stronger M; TS better
alignment between C; and B. On this basis,
Avg(B) can serve as a proxy optimizing objective

for B to attain a better approximation of B.

Expectation Step. In this step, we conduct
Fealivrate among the reference model set con-
structed by 35! to obtain the calibrated expec-
tation of o* as follows:

Sfe}l = arg{i|fF 1 = 1}

{ai'c}ies - Jrczzlibrate(CiGST.ef,jES,.ef)

(12)
(13)
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Maximization Step. Further, we optimize 3* to
maximize our objective Avg(B*) as follows:

Indexl,;, = argmin of (14)
i
gk — {Bk 1 i # Indexk

15
0,i= Indea:mm ()

Avg(B*) =

kZZCdxa xﬁk

i i=1 j=1

Zf |
(16)

Termination condition. We iteratively conduct
the E-step and M-step for k 4 1 rounds until the
following formula holds true for the first time:
Avg(Bi“) > Avg(BiHl) (17)

In summary, we alternately calibrate the model
weights and filter out weak models with high affin-
ity tendency according to the estimation under cur-

rent parameter, iterating this process until the opti-
mal proxy objective Avg(B) is achieved.

S Experiments

Since it is impossible to obtain accurate true labels
for samples that human capabilities can not handle
well, theoretically, we cannot directly measure the
effectiveness of the proposed algorithms on such
benchmarks. Thus we have designed a comparable
experimental setup: we select benchmarks (MATH
(Hendrycks et al., 2021) §5.1, USR (Mehri and Es-
kénazi, 2020) §5.2) that are currently considered
fully manageable by human experts, and treat hu-
man predictions as the true labels. Under this setup,
we validate whether Fpggy (Cons(LLMs)) can
align well with Cons(LLMs, true label). Further-
more, MultiRC (Khashabi et al., 2018) §5.3 uses
the predictions of single human annotator as hu-
man annotations and approximates the ensemble
of predictions from multiple human annotators
as true labels. We adopt this setting to verify if
Fprerm(Cons(LLMs and human)) aligns better
with Cons(LLMs, true label) than traditional eval-
uation paradigm C'ons(LLMs, human).

5.1 Reasoning Task

We first validate the effectiveness of our proposed
algorithms on MATH (Hendrycks et al., 2021)
benchmark, which contains 7 subsets (Table 7),
to assess the reasoning capabilities of LLMs.

5.1.1 Experimental Setup

We have selected 16 mainstream LLMs with a
broad range of size and capabilities for the experi-
ments involved in this paper, as shown in Table 6.
To enhance the stability of evaluation, for each
model M’ and sample 7, we sample T'(Y?) (= 5
across our experiments) times at temperature 0.5
to attain predictions {g]; k}fgl) (Results of greedy
search are also provided in §C.1). As the domain
of true label y is discrete in MATH, we calculate
Cons(Y,Y?) as follows:

N T e
Cons(Y,Y"*) = NT(YHT(Y) ; g

The inter-model consistency Cons(Y?, Y7) can be
similarly calculated. 7'(Y) = 1 as the label is
unique for each z;. To enhance the significance of
the results, we randomly sample models at a ratio
of ¢moder = 0.7 from 16 candidates to conduct ex-
periments and take the mean of 500 outcomes to
report. As for Fg;jzer, we set filtering threshold p as
0.9 where it can achieve the best performance (See
Appendix §C.2 for results with varying p). The
Pearson coefficient r;, can measure the degree of
linear correlation, while the Spearman coefficient
T can assess the monotonic relationship between
two variables. We use them to measure the degree
of alignment between B and B, which are sepa-
rately obtained from our algorithm and the true
labels.

5.1.2 Experimental Results

As shown in Table 1, our algorithms generally
achieve correlation coefficient greater than 0.8 (0.9
for Fprpgnr) across most subsets, indicating that
they can assess model capabilities well through
mutual consistency in the absence of true labels.
In a horizontal comparison, F, sempie ranks last
as it only naively treat all the models as reference
models. Fqrivrate Significantly improves the order-
ing of model capability (higher r,) by adjusting
the weights of models during ensemble. However,
altering the original weights also leads to a slight
decrease in the linear relationship (lower r,,). By fil-
tering out weak models with high affinity tendency
on the basis of Feysembies F fitter achieves signif-
icant improvements on both 7, and r,. Finally,
by integrating the ideas of both weight adjustment
and reference model filtering into EM algorithm
and directly optimizing the proxy target Avg(B),
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SUBSET 1A PA GE cp AG NT PC AVERAGE

Tp Ts Tp Ts Tp Ts Tp Ts Tp Ts Tp Ts Tp Ts Tp Ts
ENSEMBLE .739 791 .964 .992 .915 .970 .873 .983 .952 .994 .859 .969 .793 .866 .871 .938
CALIBRATION .784 915 .941 .992 .883 .984 .850 .992 .921 .993 .846 .985 .826 .969 .864 .976
FILTERING .834 .886 .997 .998 .986 .990 .980 .994 .995 .999 .969 .983 .889 .931 .950 .969
PEEM 912 958 .994 .997 .978 .992 .985 .996 .996 1.00 .977 .991 .955 .987 .971 .989

Table 1: Model-level Pearson (r,) / Spearman (r;) correlations of different algorithms on 7 subsets of MATH.

0.1 0.2 0.4 0.6 0.8 1
dsample T, Ts Tp Ts Tp Ts Tp Ts Tp Ts Tp Ts
ENSEMBLE  .824 .788 .867 .836 .890 .851 .901 .854 .902 .859 .909 .868
CALIBRATION .819 .805 .869 .894 .871 .984 .903 .883 .908 .885 .913 .883
FILTERING ~ .852 .830 .898 .885 .920 .908 .929 .912 .933 .917 .937 .920
PEEM .878 .852 .921 .895 .952 .928 .957 .937 .961 .942 .966 .942

Table 2: Model-level Pearson (r,) / Spearman (r,) correlations of different algorithms with different sample

sampling ratios gsqmpie 0N USR benchmark.

FpEEM achieves evaluation results that align per-
fectly with the true labels (0.971 7, and 0.989 ry).

Meanwhile, we notice that the performance of
the proposed algorithms vary across different sub-
sets. To this end, we compare the average accuracy
of all the models Avg(B), the mean of the absolute
values of affinity matrix Avg(Abs(A)), and r4 be-
tween B from F prEMm and B of each subset. We
plot the 20" power of 75 and 0.5 — Avg(Abs(A))
for better observation. As shown in Figure 4,
they exhibit a clear correlation in the graph. We
speculate the reason is as follows: on subsets
where the model accuracy (Avg(B)) is higher,
their predictions tend to be consistent with the
true label and thus show a weak affinity tendency
(Avg(Abs(A))). Therefore, Condition 2 can be
well satisfied for Fprgps to attain good perfor-
mance (r;), and vice versa. Inspired by this, we
suggest that, where feasible, samples of moderate
difficulty rather than those obviously beyond the
model’s capability should be chosen to evaluate
the model, thereby making the evaluation results
more accurate. Meanwhile, Fpg g can be used
to estimate whether samples are too difficult for the
model during benchmark construction.

5.2 Regression Task
We select the USR benchmark (Mehri and Eské-

nazi, 2020) to validate our proposed algorithms
within the context of regression task.

1.04 Avg(B)
0.5 — Avg(Abs(A))
20

1A PA GE CcpP AG NT PC
subset

Figure 4: Comparisons between s of Fprpum,
the mean of the absolute values of affinity matrix
Avg(Abs(A)), and average accuracy of all the mod-
els Avg(B). We plot the 20" power of 7, and
0.5 — Avg(Abs(A)) for easier observation.

5.2.1 Experimental Setup

USR is a dialog evaluation testbed requiring mod-
els to predict appropriate scores based on specific
criteria for the provided dialogues. We follow
Mehri and Eskénazi (2020); Liu et al. (2023) to
calculate Cons(Y, Y?) as shown below:

Cons(Y,Y") = r,(Y,Y") (19)

We choose the Overall criteria for experiments,
which contains 360 samples. To validate the effec-
tiveness of the proposed methods varying sample
sizes, we conduct experiments with sample sam-
pling ratios gsqmpie € [0.1,0.2,0.4,0.6,0.8, 1].

5.2.2 Experimental Results

As shown in Table 2, Fprry shows the best
performance as expected, achieving 0.966 7,
and 0.942 rg when qgumpre = 1. AS Qsample
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0.1 0.2 0.4

gsample
Tp Ts Tp Ts Tp

0.6 0.8 1

Ts Tp Ts T, Ts Tp Ts

HUMAN .965 .923 .981 .954 .990 .968 .992 .972 .994 .972 .994 .976

PEEM

978 .962 .986 .975 .991 .982 .993 .985 .993 .987 .994 .986

Table 3: Model-level Pearson (r,) / Spearman (r) correlations of different algorithms with different sample

sampling ratios ¢sqmpie 0N MultiRC benchmark.

0.2 0.4 0.6 0.8 1.0
Qsample

Figure 5: The trend of 7, and 1, of Fprear as @sample
changes.

gradually increases, the performance of all algo-
rithms improves accordingly. This is natural since
Condition 1 is satisfied to a greater extent with the
increase of sample size. We also notice that r5 and
rp exhibit logarithmic curves as gsqmpie increases
(see Figure 5). This inspires us that the benefits
of increasing sample size are greatest in the early
stages. Therefore, when sample size is small (our
experiments suggest 100 being a suitable thresh-
old), we should try to collect samples as much as
possible. However, when the number of samples is
sufficiently large, we can afford to filter out some
samples to save on inference resources, without
significantly affecting the evaluation results.

5.3 Classification Task

To verify the effectiveness of Fpggys within the
context of classification task, we select MultiRC
(Khashabi et al., 2018) benchmark for experiments.

5.3.1 Experimental Setup

MultiRC evaluates the reading comprehension abil-
ity of models by having them answer multiple-
choice questions. Based on our previous obser-
vation that a large sample size can lead to perfor-
mance gain saturation, we randomly select 200
samples to conduct experiments for saving infer-
ence costs with 16 LLMs. We use the macro-
average F'1 score to calculate C'ons(Y, Y?) follow-

ing Khashabi et al. (2018), as shown below:

|

N

Cons(Y,Y") = _ Z

V)T .
. Fl(yjquﬂgz',v)
NT(Y)T(YV) = = Z:j ’

(20)
Each sample in MultiRC is annotated by multi-
ple individuals, and the ensemble result of these
multiple annotations is considered the true label.
The prediction made by a certain person is re-
garded as the human-level label §"*™%"  Tra-
ditionally, Cons ("™ %) is used to measure
the capability of M. Considering human as a
model, we input the consistency matrix among
{§'}ie(humanyof1....Ly into the proposed algo-
rithm to verify whether our method can assist hu-
mans in better evaluating model capabilities com-

~human i

pared to C'ons(j U

5.3.2 Experimental Results

As shown in Table 3, we find that Fprgps sur-
passes traditional human-centric evaluation ap-
proach by an obvious margin, especially when
Gsample 18 small. Fpggy has advanced the evo-
lution of evaluation paradigm from human-centric
to human & model-centric paradigm, utilizing the
capabilities of LLMs to compensate for the insuffi-
ciencies in human ability during evaluation.

6 Conclusions

In this paper, we propose PEEM, an algorithm
for conducting poor-supervised evaluation without
true labels for SuperLLMs. Comprehensive exper-
iments validate the efficiency, effectiveness, and
university of PEEM across 3 types of tasks with 16
mainstream LLMs. PEEM has advanced the eval-
uation paradigm evolution from human-centric to
human&model-centric, alleviating the limitations
of human capabilities for evaluating SuperLLMs.
Our work is a preliminary exploration of evaluat-
ing SuperLLMs by analogizing existing LLLMs and
benchmarks, longing for further improvement in
the future.
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Limitations

From an objective perspective , we think there are
two main limitations of this paper:

1. Since humans currently cannot construct
benchmarks with accurate labels that exceed
the boundaries of human capabilities, we can
only conduct analogy experiments on datasets
within the scope of human capabilities. De-
spite this, such an analogy is reasonable be-
cause changes in task difficulty do not affect
the form of the experimental setup.

2. The experiments above have verified the effec-
tiveness of Fprg in various tasks within
closed label domain. Meanwhile, open-
domain text generation is also an important
aspect of LLM capability assessment. Un-
like closed domain tasks holding a one-to-one
relationship between input and output, open-
domain tasks can have multiple appropriate
answers for a given input. Therefore, evalua-
tion based on consistency may not be suitable
for open-domain evaluation and current main-
stream methods depend on human-evaluator
and LLM-evaluator (Liu et al., 2023). How-
ever, we still need a method to judge the ca-
pability of the LLM-evaluators when their ca-
pability surpass that of human-evaluator. The
output of the LLM-evaluator is closed-domain,
where we can use Fppg)s to carry out such
evaluations, as demonstrated in §5.2. To sum-
marize, Fppr)s can enhance the accuracy of
model capability assessment in open-domain
tasks by aiding in the selection of SuperEval-
uators.
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A Proof of Theorem 1

Definition 1. Given models M*, M7 under evalua-
tion, reference model M , benchmark D : (X =
{23, )Y = {y;}Y,) and predictions of M'
on X as Y = {A; ;V:P the consistency be-
tween Model M* and Ground Truth Y, denoted
as Cons(Y',Y), is typically used to measure the
performance of Model M*. We prove that the fol-

lowing equation holds:

Cons(Y,Y") < Cons(Y,Y")

N N 21
< Cons(Y,Y") < Cons(Y,Y") @D

when condition 1: Both P(Y|X), P(Y|X) and
P(Y|X), P(Y?|X) are independently distributed;
condition 2: M performs better than random pre-
dictor; condition 3: N — oc.

Proof. We prove the theorem separately in the con-
tinuous and discrete label domains as follows:

Discrete Domain In discrete label domain, we
define Cons(A, B) = Avg(1g,—p;|a; € A, b; €
B). Without loss of generality, we assume that
the label domain has 7T possible values and the
distribution of P(Y?|X) are as follows:

i U?’ t=y;
PAgs = tlei) = {(f o XA, 1 gy (S, N = 1)
(22)
As M performs better than random predictor,
E(o) > % holds. Based on the assumptions above,
we can derive as follows:

Cons(Y",Y) < Cons(Y",Y)

N N
& Y Cons(gi, i) < Y Cons (3} 5)

i=1 i=1

N N
= Z lju—y, < Z 1go—y,
i=1 =1
N N
= Z o' < Z o
=1 =1

From another direction:
Cons(Y",Y) < Cons(Y"?,Y)

N N
& Z Cons(9',9;) < Z Cons(9;, i)

i=1 i=1

N N
@D Ly < D Ly,
i=1 i=1
N N
&> (ot + Y A <D (ofa+ > AMAD
i=1

t#y; =1 t#£y;
& NE(o"s + > AAM) < NE(o"6 + > AP
t#y; 1#y;

, according to condition 3

< E(c")E(6) + (T — 1)E(A)E(N)
< E(c")E(6) 4 (T — 1)E(A")E(N)
, according to condition 1

& E(0")E(6) + (1 - E("))(1 - E(6))/(T - 1)
<E(")E(e) + (1 - E(0"))(1 = E(5))/(T - 1)

~E(0") () - )

< (E(o") —E(¢")(TE(6) —1) <0
< E(o") < E(c¥) ,according to condition 2
(24)

= (E(o%) ) <0

According to Eq 23 and Eq 24, Eq 21 holds in
discrete label domain.

Continuous Domain In continuous label do-
main, we define Cons(A, B) = —Avg(Abs(a; —
bi)la; € A,b; € B). Without loss of generality,
we assume ¢;' = y; + g;', where g;' is zero-mean
Gaussian noise with variance as o;'. Based on the
assumptions above, we can derive as follows:

Cons(Y",Y) < Cons(Y"?,Y)

N N
& ) Cons(gi',i:) < ) Cons(i; . i)

i=1 =1

N N
S g =gl > > 15F — il
i=1 i=1

N N
&> g > gl
=1 =1

& NE(o") < NE(¢") ,according to condition 3 < NE(|g"|) > NE(|¢g°|) ,according to condition 3

< E(o") < E(0Y)
(23)

< E(o") > E(0")
(25)
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SUBSET 1A PA GE cp AG NT PC AVERAGE

Tp Ts Tp Ts Tp Ts Tp Ts Tp Ts Tp Ts Tp Ts Tp Ts
ENSEMBLE .679 .818 .956 .993 .910 .960 .856 .966 .949 .994 .857 .969 .773 .867 .854 .938
CALIBRATION .754 913 .938 .994 .893 .986 .835 .980 .922 .993 .835 .974 .827 .953 .858 .971
FILTERING .672 .881 .982 .996 .931 .988 .932 .985 .970 .998 .923 .974 .796 .930 .886 .965
PEEM 779 .947 976 .995 .935 .992 .931 .986 .971 .997 .924 975 .751 .962 .895 .979

Table 4: Model-level Pearson (r,,) / Spearman (r,) correlations of different algorithms on 7 subsets of MATH with

greedy search.

CP AG NT PC

AVERAGE
s Tp Ts Tp Ts Tp Ts Tp Ts

SUBSET 1A PA GE
Tp Ts Tp Ts Tp Ts
FILTERING p = 0.8 .831 .892 .987 .995 .966 .990
FILTERING p = 0.9 .834 .906 .997 .998 .986 .990
FILTERING p = 1.0 .786 .917 .995 .998 .972 .991

951 .994
.980 .994
.964 .989

.983 .998 .943 987 .886 .952 .935 .972
1995 .999 .969 .983 .889 .939 .950 .973
995 .999 .945 981 .815 .932 .925 .972

Table 5: Model-level Pearson (r,) / Spearman (r) correlations of ;i on 7 subsets of MATH with different

values of p.
MODEL S1ZE (B) INFERENCE SUBSET ABBREVIATION NUM
BAICHUAN-7B 7 A10040G INTERMEDIATE ALGEBRA 1A 903
VICUNA-7B-V1.5 7 A10040G PREALGEBRA PA 871
LLAMA-2-7B-CHAT 7 A10040G GEOMETRY GE 479
MISTRAL-7B-INSTRUCT-V0.2 7 A10040G COUNTING & PROBABILITY CP 474
METAMATH-7B-V1.0 7 A10040G ALGEBRA AG 1187
WIZARDMATH-7B-V1.1 7 A100 40G NUMBER THEORY NT 540
OPENCHAT-3.5-0106 7 A10040G PRECALCULUS PC 546
VICUNA-13B-V1.5 13 A10040G
LLAMA-2-13B-CHAT-HF 13 A10040G . s s
METAMATH-13B-V 1.0 13 A100 40G Table 7: Statistics of MATH’s subsets.
LLAMA-2-70B-CHAT-HF 70 A10040G
METAMATH-70B-V1.0 70 A10040G
GEMINI-PRO - API According to Eq 25 and Eq 26, Eq 21 holds in
GPT-3.5-TURBO (0613) - API discrete label domain. O
GPT-4 (0613) - API
GPT-4-TURBO (1106) - API

Table 6: Statistics of LLMs involved in the experiments.

From another direction:
Cons(Y",Y) < Cons(Y",Y)

N N
& Y Cons(gi, i) < ) Cons(3),5)

=1 =1

N N
S o= ol > Y197 — il
=1 =1
& NE(|9 —g]) > NE(|3° —9])
, according to condition 1
< N x (E(o") +E(6)) > N« (E(c”) + E(5))
, according to condition 2
< E(o") > E(a?)
(26)

B Detailed Statistics

We conduct experiments with 16 mainstream LLMs
as shown in Table 6. The detailed statistics of
MATH benchmark are shown in Table 7.

C Further Experimental Results

C.1 Results with Greedy Search

Apart from the main results of the proposed algo-
rithms with random sampling at temperature as 0.5
and sampling times as 5, we also show the results
with greedy search as shown in Table 4. PEEM
performs best as expected. Compared with random
sampling at sampling times as 5, the correlations
between B and B decrease a little bit across all
the algorithms. We believe this is because multiple
sampling can eliminate the noise impact brought
by single sampling.
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C.2 Hyperparameter Analysis

We have explored the effectiveness of F e, under
different values of p. As shown in Table 5, F;jser
performs relatively stably across different p-values,
reaching its best when p = 0.9.
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