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Abstract
Cross-lingual alignment, the meaningful simi-
larity of representations across languages in
multilingual language models, has been an
active field of research in recent years. We
survey the literature of techniques to improve
cross-lingual alignment, providing a taxonomy
of methods and summarising insights from
throughout the field. We present different un-
derstandings of cross-lingual alignment and
their limitations. We provide a qualitative sum-
mary of results from a large number of sur-
veyed papers. Finally, we discuss how these in-
sights may be applied not only to encoder mod-
els, where this topic has been heavily studied,
but also to encoder-decoder or even decoder-
only models, and argue that an effective trade-
off between language-neutral and language-
specific information is key.

1 Introduction

Zero-shot cross-lingual transfer using highly multi-
lingual models has been an active subset of multi-
lingual NLP research. In tasks like sentence classi-
fication, sequence labelling, or sentence retrieval,
all of which rely on encoder representations, cross-
lingual alignment of those representations is an
underlying assumption for zero-shot cross-lingual
transfer. Once the model has learned to do, e.g., a
classification task in a source language, then if the
representation of a target language is “aligned” to
that of the source language, the model should also
be able to classify target language items.

As we define it, cross-lingual alignment means
that words or sentences with similar semantics:
1) Are more similar in the representation space
than words or sentences with dissimilar semantics.
This way of looking at alignment can be defined
in “weak” or “strong” terms (see § 2). 2) Allow
a prediction head trained on a source language to
recognise the relevant patterns in the target lan-
guage. We argue that this is related to the first view

but, importantly, is more nuanced. This allows us
to discuss the literature in a new way.

These two criteria are not guaranteed to be ful-
filled through unsupervised pre-training, thus mo-
tivating various efforts to improve cross-lingual
alignment. We survey important papers in this area
between 2019 and 2023. These works propose new
training objectives, new pre-trained models, con-
trastive fine-tuning, or post-hoc adjustments of the
embedding space. The vast majority of the meth-
ods were developed for and applied to multilingual
encoder models, chiefly XLM-R and mBERT.

In this paper, we provide

• a definition of cross-lingual alignment under
both views, how it is typically measured—and
weaknesses of these measurements—, and an
important critique of “strong” alignment as
stated by the first view (§ 2);

• a taxonomy of methods to increase alignment
taken from a comprehensive survey of the lit-
erature (§ 3);

• a summary of findings and where the field
currently stands (§ 4);

• and finally a discussion of ongoing and fu-
ture research in this area as the field focuses
more on generative models (§ 5). As we dis-
cuss, generative models pose new challenges
for cross-lingual alignment, since we need
to trade-off language-neutral with language-
specific elements in new ways.

2 Cross-Lingual Alignment

2.1 Definitions
“Alignment” is an overloaded term in NLP, refer-
ring to word alignment in machine translation (Och
et al., 1999), or to desirable model behaviour in
chatbot training (Ouyang et al., 2022), or as in our
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case, to the meaningful similarity of multilingual
representations across languages. “Cross-lingual
alignment” in this sense was used in static word em-
beddings, and can be applied to contextual models
as well. We define the two main views below.

View I. Similar meanings across languages have
more similar representations than dissimilar mean-
ings do. This view is particularly salient for tasks
using, e.g., cosine similarity of representations. It
relies on the embeddings as a whole being dis-
tributed “well”. There are “weak” and “strong”
definitions of cross-lingual alignment that focus on
this view (cf. Roy et al., 2020; Gaschi et al., 2022;
Abulkhanov et al., 2023, inter alia).

Weak alignment requires only that the nearest
target-language neighbour of a word or sentence
representation be its target-language translation. If
(ui, vi) is a pair of encoder representations corre-
sponding to a pair of equivalent words (or sen-
tences) from the languages L1 and L2, s is a simi-
larity function, and N is the number of translation
pairs in a corpus:

Alignweak = s(ui, vi) > max
j∈N,j ̸=i

{s(ui, vj)}. (1)

We can then measure the proportion of pairs in
the corpus where the property applies.

Strong alignment requires that the nearest neigh-
bours in general of a word (or sentence) represen-
tation be its translations, and therefore that repre-
sentations of dissimilar source-language words be
more distant than the target-language translation.
In terms of the same parallel corpus as above, this
can be expressed as:

Alignstrong = s(ui, vi) > max
j∈N,j ̸=i

{s(ui,uj)}.
(2)

Note the bolding for emphasis. These equations
refer to bilingual corpora, but can be applied to mul-
tiple language pairs in order to measure alignment
across a set of languages.

Strong alignment inherently requires greater dis-
tance of dissimilar meanings within a language.
That said, weak alignment also benefits from in-
creasing the distance to representations of dissim-
ilar meanings within a language, since accurate
retrieval can otherwise be hindered by hubness is-
sues. The high anisotropy observed in Transformer
models (Ethayarajh, 2019; Gao et al., 2019) may

contribute to hubness issues and make it harder to
distinguish similar from dissimilar representations.

To see why cross-lingual alignment, particu-
larly “strong” alignment, under this view is hard
to achieve, consider the isomorphism assumption
as stated for cross-lingual static embeddings (cf.
Vulić et al., 2020). This states that spaces of both
languages should have (roughly) the same shape,
measured by, for example, relational similarity
(Vulić et al., 2020) or eigenvector similarity (Sø-
gaard et al., 2018).

The isomorphism assumption may not always
hold due to cultural-semantic differences, imper-
fect translation of concepts (e.g., Gibson et al.,
2017), typological differences, different corpus
domains, different data sizes, and more (Ormaz-
abal et al., 2019). Vulić et al. (2020) emphasise
that undertraining contributes significantly to non-
isomorphism in static embeddings, and this may
well apply to contextual models.

We can think of cross-lingual alignment as a
complex optimisation problem in this light—to
be completely cross-lingually aligned, the model
would have to reconcile both large and small dif-
ferences between many different language spaces.
This may be intractable without also removing valu-
able contextual and language-specific information.

View II. A prediction head trained on a source
language should be able to find relevant patterns
in the representations of a target language, and
classify accordingly. Although it is tempting to
think of cross-lingual alignment in terms of simple
measures such as cosine similarity, the prediction
head works with the full encoder representations
as its input, and can (potentially) use subspaces
to that effect. Given the many constraints on the
representations, it is actually very difficult to at-
tain “cross-lingual alignment”, particularly strong
alignment, under View I. However, we can consider
language-specific subspaces, as well as features per-
taining to specific tasks. For example, some works
find subspaces for morphosyntactic aspects (Hewitt
and Manning, 2019; Acs et al., 2023), others find
directions encoding token frequency (Rajaee and
Pilehvar, 2022; Puccetti et al., 2022).

Chang et al. (2022) separate types of subspaces
by how their means and variances differ in different
languages. That is, if both are similar across lan-
guages, the axis is language-neutral. If the means
differ between languages and/or variances are very
different, the axis is language-sensitive.
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The prediction head is usually a linear layer
added after the last encoder layer, with a softmax
output. Its weights are learned during fine-tuning.
For cross-lingual transfer to work, the prediction
head must place more weight on features that are
relevant to the task than on features that are only
relevant to the specific language. Outright reducing
the language component in the full encoder rep-
resentations (as under View I) works to achieve
this goal. However, under the second view we ad-
ditionally consider (subspace) projections of the
embedding space E: We conjecture that for any
task T , there exists a linear projection such that
the language component EL is reduced and task-
relevant features ET are emphasised. Cross-lingual
transfer for the task should succeed if:

∃Proj(E) → |ET | > |EL| (3)

and if the prediction head is able to find such a pro-
jection. “Strong alignment” (Equation 2) implies
that Equation 3 is also true, but the inverse is not
the case. This second view is particularly salient
for fine-tuning tasks, e.g., classification or question
answering.

In summary, the first view of cross-lingual align-
ment implies a complex optimisation problem (sim-
ilar to CLWEs), as models need to reconcile many
variables in order to align representation well. As
we discuss, this may well be intractable or trade off
too much valuable information. The second view
explains why cross-lingual transfer works anyway.
Both views are of course related, and pursue the
same overall goals. Importantly, though, we argue
that the first view—focusing on (cosine) similarity
between pairs of full vector representations—may
be overly simplistic and lose sight of details.

2.2 Measuring Cross-Lingual Alignment

Cross-lingual alignment or language-neutrality has
been measured using a range of metrics, none of
which show the full picture:

Cosine similarity is often used as the similarity
function s in Equations 1 and 2. Using the notation
from above, the cosine similarity of a translation
pair is:

SC(u⃗i, v⃗i) = cos(θ) =
u⃗i · v⃗i

∥u⃗i∥∥v⃗i∥
. (4)

Note that the average cosine similarity in the
space can be quite high (Ethayarajh, 2019; Rajaee

and Pilehvar, 2022), so it is advisable to normalise
similarities by the average cosine similarity in order
to differentiate values more clearly.

Word or sentence retrieval tasks. Using cosine
similarity (Equation 4), we can then count the pro-
portion of pairs in the bilingual corpus where Equa-
tions 1 or 2 apply as a measure of cross-lingual
alignment in the space. Retrieval tasks are essen-
tially formulated in this way, since they measure
whether the closest retrieved element is the correct
one. The tasks may consist only of matched pairs
(e.g., Tatoeba), or include “decoy” elements that
do not have an equivalent (e.g., BUCC2018). Co-
sine similarity is commonly used, or an adjusted
retrieval score such as CSLS (Lample et al., 2018).

Zero-shot transfer after fine-tuning, similarly
to retrieval tasks, is both an aim in itself and a proxy
for how well-aligned the representations are. This
seems to be the main way that the more complex
second view of cross-lingual alignment is translated
into metrics. Interventions before and/or during
fine-tuning have been shown to improve transfer
performance. The metrics depend on the respective
task, but a common way to highlight cross-lingual
transfer is to report the transfer gap, i.e., the dif-
ference between source language performance and
the average target language performance.

Language identification is sometimes used (e.g.,
Libovický et al., 2020) to measure language-
specific elements of the representations. In this
thinking, if a language classifier trained on the out-
put representations performs poorly, then the model
representations are highly language-neutral. This
is actually an even stricter goal than “strong align-
ment”. However, it neglects that the representa-
tions can have both language-neutral and language-
specific areas, and that some language-specific in-
formation is necessary.

Visualisation. Finally, though not a metric, we
mention t-SNE (van der Maaten and Hinton, 2008)
here. This is a visualisation method where spaces
are projected down into two or three dimensions for
graphing, and it can be extremely helpful to get a
better sense of what the space looks like. However,
remember that due to the down-projection and se-
lection of examples, we can see only some aspects
of the representation space at any given time.
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Objectives From Existing Model From Scratch
Parallel,
sentence-level

Multilingual S-BERT (Reimers and Gurevych, 2020);
Sentence-level MoCo (Pan et al., 2021); OneAligner (Niu
et al., 2022); One-pair supervised (Tien and Steinert-
Threlkeld, 2022); mSimCSE supervised (Wang et al.,
2022); LaBSE (Feng et al., 2022); LAPCA (Abulkhanov
et al., 2023)

LASER (Artetxe and Schwenk, 2019);
LASER3 (Heffernan et al., 2022);
LASER3-CO (Tan et al., 2023)

Parallel,
word-level

Cao et al. (2020); Wu and Dredze (2020); Joint-Align
+ Norm (Zhao et al., 2021); VECO (Luo et al., 2021);
WEAM (Yang et al., 2021); XLM-Align (Chi et al.,
2021b); WAD-X (Ahmat et al., 2023); Efimov et al. (2023)

Parallel,
both levels

Kvapilíková et al. (2020)*; InfoXLM (Chi et al., 2021a);
nmT5 (Kale et al., 2021); HiCTL (Wei et al., 2021);
ERNIE-M (Ouyang et al., 2021); DeltaLM (Ma et al.,
2021); WordOT (Alqahtani et al., 2021);

ALM (Yang et al., 2020); AMBER (Hu
et al., 2021b); XLM-E (Chi et al., 2022);
XY-LENT (Patra et al., 2023)

Target task data xTune (Zheng et al., 2021); FILTER (teacher model) (Fang
et al., 2021); XeroAlign (Gritta and Iacobacci, 2021);
Cross-Aligner (Gritta et al., 2022); X-MIXUP (Yang et al.,
2022)

FILTER (student model)

Other sources RotateAlign (Kulshreshtha et al., 2020); CoSDA-ML (Qin
et al., 2020); DuEAM (Goswami et al., 2021); Syntax-
augmentation (Ahmad et al., 2021); RS-DA (Huang et al.,
2021); EPT/APT (Ding et al., 2022); mSimCSE NLI su-
pervision (Wang et al., 2022)

DICT-MLM (Chaudhary et al., 2020);
ALIGN-MLM (Tang et al., 2022)

Monolingual
only

MAD-X (Pfeiffer et al., 2020); Adversarial & Cycle (Tien
and Steinert-Threlkeld, 2022); BAD-X (Parović et al.,
2022); X2S-MA (Hämmerl et al., 2022); mSimCSE unsu-
pervised (Wang et al., 2022); LSAR (Xie et al., 2022)

RemBERT (Chung et al., 2021); XLM-R
XL & XXL (Goyal et al., 2021); mT5
(Xue et al., 2021); XLM-V (Liang et al.,
2023); mDeBERTaV3 (He et al., 2023);

Table 1: Proposed strategies for improved zero-shot transfer by training objectives and initialisation (training from
scratch vs. modifying an existing model). *Uses only monolingual data and/or synthetic parallel data.

3 Taxonomy of Alignment Strategies

We report on methods for improving zero-shot
transfer and increasing cross-lingual alignment. Ta-
ble 1 shows all included papers, organised by ini-
tialisation and data requirements of their proposed
objectives. In this section, we discuss each cat-
egory with examples. Additionally, we describe
some strategies which are applied across different
data requirements and initialisations. We note how
methods fit with the two views introduced in § 2.
Some methods are left out here because they are
less relevant to the overall analysis, though we ex-
plain them in Appendix A for completeness.

Inclusion of Papers. We collected papers for this
survey over several search iterations. We found
relevant papers by searching the ACL Anthology,
Semantic Scholar, and arXiv.org, as well as fol-
lowing the citation graph. The initial search terms
were “zero-shot cross-lingual transfer” and “cross-
lingual alignment”. We excluded papers where we
could not find a PDF version online, and papers
focusing on static cross-lingual word embeddings.
We prioritised papers focused on a general notion
of cross-lingual alignment over papers applying the
concept to a single specific task.

3.1 Objectives using Parallel Data

First, we discuss models using external parallel
data—sentence-parallel or word-parallel. These
make up a plurality of methods in this survey. In
some cases, a sentence-parallel corpus is used and
word-level alignments are induced before training.
We tabulate the methods based on whether the pro-
posed objectives focus on word-level alignments,
or only sentence-level ones. “Both levels” refers
mostly to methods using multiple alignment ob-
jectives. In many cases, the alignment objective
is combined with a regularisation or joint objec-
tive, typically either masked language modelling
(MLM), or minimising the distance from the orig-
inal model weights (e.g., Cao et al., 2020). In
some cases, a newly proposed alignment objec-
tive is combined with an existing objective such as
translation language modelling (TLM).

Word-level alignment. Cao et al. (2020) is an
influential early work in explicit cross-lingual align-
ment training, using parallel texts. The objective
is “contextual word retrieval”, searching for word
matches over the entire corpus using CSLS (Lam-
ple et al., 2018), which deals better than cosine sim-
ilarity with hubness issues. To regularise the model,
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they minimise the distance to its initialisation. This
paper clearly takes a similarity-based view of cross-
lingual alignment, evaluating on word retrieval
tasks but also some languages of XNLI. A number
of works have followed their lead in approaching
cross-lingual alignment in this way. For instance,
Wu and Dredze (2020) propose a similar objective
with a contrastive loss, which is “strong” or “weak”
based on whether negative examples are considered
from both the source and target language or only
from the target language. Zhao et al. (2021) also
use a similar alignment process and combine it with
batch normalisation, i.e., forcing “all embeddings
of different languages into a distribution with zero
mean and unit variance”. XLM-Align (Chi et al.,
2021b) combines denoising word alignment with
self-labelled word alignment in an EM manner.

Word- and Sentence-level. These models either
use multiple objectives, or use objectives that are
hard to categorise as either word- or sentence-level.
For instance, Hu et al. (2021b) propose both a Sen-
tence Alignment and a Bidirectional Word Align-
ment objective inspired by MT for their AMBER
model, which they train from scratch.

Among modified models, Chi et al. (2021a) pro-
pose the sentence-level cross-lingual momentum
contrast objective for InfoXLM. However, they
also emphasise the importance of MLM and TLM
(translation language modelling) for token-level
mutual information, casting both in information-
theoretic terms.

Alqahtani et al. (2021), meanwhile, formulate
cross-lingual word alignment as an optimal trans-
port problem. The mechanism of optimal transport
means this is closer to the projection-based view
of alignment. Their input data consists of parallel
sentences, but as part of their training process they
still focus on finding matched words between the
source and target sentences.

Sentence-level alignment. Models specifically
targeting sentence-level tasks are typically con-
cerned only with sentence-level alignment. One of
these is multilingual Sentence-BERT (Reimers and
Gurevych, 2020), an XLM-R model tuned with an
English S-BERT model as a teacher. Using parallel
data, the model learns to represent target language
sentences similarly to the English source. This
method mostly focuses on similarity scores and
achieves good cross-lingual retrieval performance.
By contrast, LaBSE (Feng et al., 2022) relies en-

tirely on monolingual data and mined parallel data,
but is pre-trained with standard MLM and TLM.
Then, it uses translation ranking with negative sam-
pling and additive margin softmax (Yang et al.,
2019a) to train sentence embeddings.

Among pre-trained models, LASER (Artetxe
and Schwenk, 2019) is a 5-layer BiLSTM trained
on machine translation, with the decoder being dis-
carded. Its successor LASER3 (Heffernan et al.,
2022) is a 12-layer Transformer model, but trained
using a student-teacher setting, where the teacher
is similar to the original LASER. The follow-up
also emphasises lower-resource languages, training
a student for each group of similar languages.

3.2 Contrastive Learning

Contrastive learning has become popular in NLP
for a variety of use cases. For cross-lingual align-
ment, it has also been used in several papers, since
it aims to increase the similarity of positive ex-
amples and the dissimilarity of negative examples
jointly. In effect, contrastive learning should im-
prove hubness issues and increase strong cross-
lingual alignment as per the first view in § 2.1.

Contrastive learning can be used very effectively
on the word level (see InfoXLM, HiCTL, Wu and
Dredze (2020)). For example, HiCTL (Wei et al.,
2021) stands for Hierarchical Contrastive Learning,
which includes both a sentence-level and a word-
level contrastive loss.

Nevertheless, contrastive learning is especially
popular for sentence embedding models. Examples
include OneAligner (Niu et al., 2022), which tar-
gets two sentence retrieval tasks, and is an XLM-R
version trained on OPUS-100 data. One version
uses all available English-centric pairs, another
only uses the single highest-resource corpus, while
setting a fixed data budget. Their training objec-
tive uses BERT-Score for similarity scoring, with
in-batch normalisation and negatives.

Abulkhanov et al. (2023), for their retrieval
model LAPCA, also aim for “strong” cross-lingual
alignment, mining both roughly parallel positive
passages and hard negatives. mSimCSE (Wang
et al., 2022) is another contrastive framework using
in-batch negatives, with multiple supervised and
unsupervised settings. LaBSe also uses contrastive
learning to achieve good sentence-embeddings,
and among pre-trained models, LASER3-CO (Tan
et al., 2023) extends LASER3 by adding contrastive
learning to the distillation process.
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3.3 Modified Pre-Training Schemes

Although many strategies rely on parallel data, sev-
eral models are trained from scratch using only
monolingual data while modifying specific aspects:
a larger vocabulary (XLM-V, Liang et al., 2023),
rebalanced pre-training vs. fine-tuning parameters
(RemBERT, Chung et al., 2021). Several use train-
ing objectives that had been tested in an English-
only context, such as mDeBERTaV3 (He et al.,
2023) and mT5 (Xue et al., 2021). mDeBER-
TaV3 additionally uses gradient-disentangled em-
beddings. Meanwhile, Goyal et al. (2021) signifi-
cantly scale up model size, producing models with
3.5B and 10.7B parameters.

Like mDeBERTaV3, XLM-E (Chi et al., 2022)
is pre-trained using the ELECTRA training scheme
(Clark et al., 2020), but XLM-E does use both
monolingual and parallel data. The later XY-LENT
(Patra et al., 2023) uses the same objectives, but
focuses on many-to-many bitexts rather than only
English-centric data.

3.4 Adapter Tuning

Another group of methods use adapters to modify
existing models. MAD-X (Pfeiffer et al., 2020)
and BAD-X (Parović et al., 2022) are both adapter-
based frameworks, combining language adapters
and task adapters for improved cross-lingual trans-
fer performance. The latter builds on the former
by using ‘bilingual’ language adapters, which are
trained on monolingual corpora of both the source
and the target language. WAD-X (Ahmat et al.,
2023) is another, later method that adds “word
alignment adapters” using parallel text.

In a somewhat different approach, Luo et al.’s
(2021) VECO uses a “plug-and-play” cross-
attention module which is trained during continued
pre-training, and can be used again in fine-tuning
if appropriate parallel data is available.

3.5 Data Augmentation

A few methods create pseudo-parallel data by min-
ing sentence pairs or machine translating monolin-
gual text. For example, Kvapilíková et al. (2020)
fine-tune XLM-100 using TLM, but they do this
with 20k synthetic translation pairs, which they cre-
ate for this purpose. However, there are also more
complex data augmentation strategies being pro-
posed: Yang et al.’s (2020) Alternating Language
Model (ALM) uses artificially code-switched sen-
tences constructed from real parallel data. Yang

et al. (2021) propose a “cross-lingual word ex-
change”, where representations from the source
language are used to predict target language tokens.

DICT-MLM (Chaudhary et al., 2020) and
ALIGN-MLM (Tang et al., 2022) both rely on a
bilingual dictionary resource. DICT-MLM trains
the model to predict translations of the masked to-
kens. ALIGN-MLM rather combines traditional
MLM with an alignment loss to optimise aver-
age cosine similarity between translation pairs.
CoSDA-ML (Qin et al., 2020) also uses dictionar-
ies in a similar way, but is not trained from scratch.

3.6 Transformation of Representations
These methods directly transform the representa-
tion space, meaning they lean towards the subspace
view of cross-lingual alignment. They may still
be influenced by View I, for example in using
bilingual dictionaries. For instance, RotateAlign
(Kulshreshtha et al., 2020) uses either dictionar-
ies or parallel data—although parallel data is more
effective—to find transformation matrices for each
of the last four Transformer layers, combined with
language-centering normalisation.

LSAR (Xie et al., 2022) works without any par-
allel data, by projecting away language-specific
elements of the representation space. The in-batch
normalisation used by Zhao et al. (2021) and Niu
et al. (2022) is based on the intuition that centering
individual language-subspaces will lead to closer
cross-lingual alignment.

With the fine-tuning framework X-MIXUP
(Yang et al., 2022), the transformation is rather
built into the fine-tuning process in a translate-train
setting. It adds MSE between source and target
to the fine-tuning loss, as well as the Kullback-
Leibler divergence of source and target probability
distributions for classification tasks.

3.7 Tuning with Task Data
We have so far focused on methods for pre-training
or continued pre-training. Some methods do fine-
tuning on the task data and cross-lingual alignment
in the same step, often using (translated) task data
for a translate-train setting. Such methods cannot
be directly compared to the zero-shot transfer set-
ting, but they are very effective for good transfer
performance on the target tasks.

These include xTune (Zheng et al., 2021), a fine-
tuning framework for cross-lingual transfer tasks
which can be combined with other models. xTune
also includes consistency regularisation, which
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can work without translated data. Gritta and Ia-
cobacci’s (2021) XeroAlign adds a Mean-Squared-
Error (MSE) loss between the source and target
sentence to the fine-tuning process. Cross-Aligner
(Gritta et al., 2022) further adds a loss operating
on entity level. Fang et al.’s (2021) FILTER frame-
work first trains a teacher model in the translate-
train paradigm, then a student model is trained with
a self-teaching loss designed to bridge the gap of
label transfer across languages.

4 What We Do and Don’t Know

In this section, we discuss broad findings both from
the alignment methods summarised above and from
recent related analysis papers. Future work in this
area should follow from open questions.

A selection of task results achieved by the align-
ment methods can be found in Appendix B. Addi-
tionally, Appendix C shows which authors provide
code or model downloads for reproducibility.

Contrastive training works. Contrastive train-
ing is effective for cross-lingual transfer (as well as
for other problems), presumably because it reduces
the hubness problem and forces models to differ-
entiate representations. It is especially popular for
retrieval-based tasks and sentence-level models.

Pre-training is not everything. Whether a
model is newly-trained or modified from a pre-
trained model does not appear to determine cross-
lingual performance (cf. Appendix B). As mod-
els get bigger, only newly pretrained models are
available, but at smaller sizes, models modified for
cross-lingual alignment perform very well.

Related languages are more aligned. Closely
related languages are more aligned within the mod-
els. In keeping with the many factors encoded by
the representations, it makes sense that as more ele-
ments differ between languages, they also become
more distant in the representation space. Some
realignment strategies proved effective at reduc-
ing the gap to distant languages, but the pattern
remains strong even then. Accordingly, some pa-
pers applying cross-lingual transfer to specific tasks
leverage groups of related languages (e.g., Zeng
et al., 2023). The many-to-many translation model
M2M-100 (Fan et al., 2021) similarly makes use of
this by grouping training languages.

Use available parallel data. While zero-shot
cross-lingual transfer is an interesting research

problem and can improve pre-trained models, prac-
titioners aiming to deploy the best models should
make use of available parallel data. Models in the
translate-train setting consistently outperform those
in the zero-shot setting (cf. Appendix B), and even
a small number of training examples may help.

To what extent is strong alignment necessary?
In terms of View I, ‘strong’ alignment is often seen
as desirable, but we question whether this should
be a main goal. As discussed in § 2, there is a risk
of trading off language-specific information. As
for downstream tasks, most cross-lingual retrieval
tasks query only the target language space, ignoring
the language component. Thus, strong alignment
may not be necessary for these tasks. LAReQA
(Roy et al., 2020) does test for strong alignment
specifically, but it is the exception rather than the
rule. In tasks with a prediction head, strong align-
ment would ensure that the condition of View II is
met. Indeed, Gaschi et al. (2023) show that strong
alignment correlates with better performance on
downstream tasks, though they specifically look at
classification tasks, not retrieval tasks. However,
this does not tell us if strong alignment is necessary
for improved transfer performance on these tasks,
only that it is correlated.

Try using more source languages. There is rela-
tively little work attempting to fine-tune models on
two (or more) annotated source languages for zero-
shot cross-lingual transfer. The main paradigm of
zero-shot cross-lingual transfer, and a large num-
ber of relevant tasks, works with a singular source
language (largely English). However, it stands to
reason that learning the target task in two or more
annotated source languages would encourage the
model to attend more to language-agnostic compo-
nents as per View II, since this would demonstrate
the task as orthogonal to the source language itself.
X-MIXUP and xTune are examples of fine-tuning
on multiple languages using the translate-train data
in the target task and are found to be quite effective.
However, the translate-train approach does require
fine-tuning data in all target languages, which may
not always be available.

5 Multilingual Generative Models

Recently, the field has turned much attention to
generative Large Language Models (LLMs). We
believe multilingual capabilities of generative mod-
els will be more and more important as applications
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scale. Thus, we point out several areas of future re-
search, including how cross-lingual alignment may
interact with multi- and cross-lingual generation.

5.1 Multilinguality As An Afterthought?
The flagship models (e.g., Touvron et al., 2023;
Jiang et al., 2023; OpenAI et al., 2024) in the gen-
erative space tend to be English-centric, with some
multilingual capability. However, the proportion
of multilingual data is often relatively small and
a performance drop-off for mid- and low-resource
languages is noticeable (e.g., Ahia et al., 2023).

Due to the significant costs of pre-training, only
few models have been trained to be intentionally
multilingual from the start (e.g., BLOOM, Work-
shop et al., 2023; XGLM, Lin et al., 2022). Un-
fortunately, even these skew more heavily towards
English data than, e.g., XLM-R, and they tend to
underperform compared to, e.g., newer GPT, Llama
or Mistral models. mGPT (Shliazhko et al., 2024)
has a more balanced language distribution—the
model is comparable with XGLM on few-shot clas-
sification tasks, but the evaluation on generative
tasks is somewhat limited.

Given this research landscape, we see room to
1) explore why efforts like XGLM or BLOOM
have been less effective than retrainings of English-
centric models, beyond the oft-cited ‘Curse of Mul-
tilinguality’ (Chang et al., 2023); and 2) be even
more intentional about balancing training data, and
including multiple languages. This will necessarily
include further data collection efforts as well as ad-
ditional work on effective multilingual pretraining.

5.2 Cross-Linguality in Generative Models
However, numerous efforts have recently extended
open models to new languages. Examples include
EEVE (Kim et al., 2024) for Korean, PolyLM
(Wei et al., 2023) with a focus on Chinese, An-
dersland (2024) for Amharic, or the ongoing Oc-
ciglot project (Team, 2024) for European languages.
Some models, like Tower (Alves et al., 2024) and
ALMA (Xu et al., 2024) are trained with a focus
on machine translation. Yet other methods, such as
Tanwar et al. (2023); Huang et al. (2023); Zhang
et al. (2024), rather focus on prompting strategies
to achieve good cross-lingual transfer without nec-
essarily retraining the models.

The Aya Initiative collected instruction data for
over 100 languages and varieties, releasing Aya-
101 (Üstün et al., 2024), initialised from mT5, and
Aya-23 (Aryabumi et al., 2024), initialised from

Cohere’s Command R model. The latter paper
appeals to the ‘Curse of Multilinguality’ for Aya-
101 and other massively multilingual models, and
focuses on training Aya-23 with those languages
where a larger amount of data is available. By
contrast, MaLa-500 (Lin et al., 2024) continues
training from Llama-2 and emphasises training on
a very broad set of languages.

Zhang et al. (2023) tune their model with instruc-
tion data and interactive translation examples in or-
der to improve both translation and cross-lingual in-
struction following. Li et al. (2023) tune the hidden
representations of the first layer using translated
data and contrastive learning, which they combine
with cross-lingual instruction tuning—this is one
of few works on generative models explicitly using
a notion of cross-lingual alignment. Li and Mur-
ray (2023) use two annotated source languages for
cross-lingual generation.

Still, there is plenty of potential for future work
in this space. Cross-lingual alignment of repre-
sentations has not been explored extensively for
generative models. Importantly, training schemes
will need to enable the model to focus on language-
neutral and language-specific information at the
relevant times. Training for cross-lingual align-
ment may be combined with sparse fine-tuning ap-
proaches such as LoRA (Hu et al., 2021a). Ideally
it should also be integrated by those pre-training
new multilingual models. The goal is to enable
better transfer of information between languages
while outputting text in the relevant language.

5.3 Where to Align a Generative Model?

Cross-lingual alignment as we discussed it has been
researched primarily in encoder-only models, and
some encoder-decoder models. Encoder-only mod-
els transform the inputs into a latent space represen-
tation which is typically used by a shallow down-
stream task “head”. For any tasks where the set of
outputs does not depend on the language, the model
needs to primarily rely on language-neutral axes of
the representations. This is clearly the case for the
classification and sequence labelling tasks where
encoder models shine. The task head has somewhat
limited opportunity to transform the encoder rep-
resentations. Intuitively, strong cross-lingual align-
ment can be helpful here, including more “radical”
methods such as mean-centering language-specific
embeddings. We have seen this born out by the pro-
liferation and success of cross-lingual alignment
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methods in encoders.
In an encoder-decoder framework, there is an

explicit delineation with different architectures,
where the encoder still outputs a latent space rep-
resentation, while the decoder predicts the next
tokens one-by-one. Cross-lingual alignment tech-
niques from an encoder context can be naturally
applied to the encoder of an encoder-decoder
model. However, there could be risks—“radical”
alignment methods, e.g., mean-centering language-
specific embeddings from the encoder, might sup-
press necessary language-specific information for
the decoder, or “break the link” of the encoder to
the decoder. Nevertheless, this is certainly a worth-
wile avenue to explore.

In decoder-only models, there is no such archi-
tectural delineation. Thus, there is no one obvious
point at which cross-lingual alignment should be
greatest. Further, the classic zero-shot cross-lingual
transfer paradigm may encounter issues in genera-
tive settings, since strongly-aligned representations
can lead to generation in the wrong language (Xue
et al., 2021; Li and Murray, 2023).

That said, interpretability studies suggest that
even in decoder-only models, early layers may per-
form a kind of encoding role. For instance, Wendler
et al. (2024) use an early exiting technique known
as logit lens (nostalgebraist, 2020) to illustrate at
which layers in the model translating logits to to-
kens starts to produce reasonable outputs. They
demonstrate that Llama-2 “works” in English until
late in the model, and only then surfaces tokens
from the target language. Meanwhile, Chuang et al.
(2024) work only in English but detect hallucinated
vs. correct outputs using ‘differential likelihoods’
of early-exited tokens throughout the model. Both
papers suggest inflection points in mid-to-late lay-
ers, where the correct output language or token
starts to become more likely. If we can find a kind
of ‘implicit encoder’ in this way, this could become
a target for cross-lingual alignment methods.

5.4 Evaluation of Multilingual Generation

Benchmarking multilingual generation presents
unique challenges compared to both multilingual
classification and monolingual generation tasks.

Several benchmarks have been proposed in
the past (Asai et al., 2023; Ahuja et al., 2023;
Gehrmann et al., 2022). However, these bench-
marks include a number of reformulated classi-
fication tasks in addition to some translation or

summarisation tasks. Classification tasks are not
the main strength of generative models, and fine-
tuned encoder models often do better there (Lin
et al., 2022). Translation and summarisation tasks
can be evaluated relatively easily using a reference
text—which is likely why they were included in
the benchmarks.

However, due to the open-ended nature of many
generation tasks, even in high-resource languages
they are non-trivial to evaluate. Increasingly, re-
searchers use ChatGPT as a judge on open-ended
generation (e.g., Liu et al., 2023), but this approach
may not be reproducible due to frequent changes
of the ChatGPT model, and it is less likely to work
well for low-resource languages. Note also that
care should be taken to avoid leaking evaluation
data to proprietary models (Balloccu et al., 2024).

6 Conclusions

We have surveyed the literature around cross-
lingual alignment, providing a taxonomy of meth-
ods. We clarified two main views of the concept,
noting how simplistic popular measurements are.
We summarised insights from the surveyed meth-
ods and related analysis papers. Going forward,
new challenges present themselves with respect
to multilingual generative models: Simply max-
imising cross-lingual alignment can lead to wrong-
language generation. We thus call for methods
which effectively trade-off cross-lingual semantic
information with language-specific axes, allowing
models to generate fluent and relevant content in
many languages.

Limitations

Bilingual vs. Multilingual Alignment

Since we are talking about highly multilingual mod-
els, we are implicitly concerned with multilingual
cross-lingual alignment. However, most of the par-
allel data involved in (re-)aligning the models or
measuring transfer performance are parallel with
English. Thus, in practice, bilingual alignments
with English as a pivot language are the most com-
mon. To the extent that alignment in the models
is measured (see § 2.2), this is typically also done
using English as the source language, and less of-
ten between a non-English source and non-English
target language. These circumstances significantly
limit the training and evaluation of many-to-many
cross-lingual alignment.
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Multimodality
Alignment of representations between modali-
ties adds further complexities compared to cross-
lingual alignment. We omit multimodal models
from this survey, but note that cross-modal align-
ment should be similarly examined in future work.
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Katharina Hämmerl, Jindřich Libovický, and Alexander
Fraser. 2022. Combining static and contextualised
multilingual embeddings. In Findings of the Asso-
ciation for Computational Linguistics: ACL 2022,
pages 2316–2329, Dublin, Ireland. Association for
Computational Linguistics.

Pengcheng He, Jianfeng Gao, and Weizhu Chen. 2023.
DeBERTav3: Improving DeBERTa using ELECTRA-
style pre-training with gradient-disentangled embed-
ding sharing. In The Eleventh International Confer-
ence on Learning Representations.

Kevin Heffernan, Onur Çelebi, and Holger Schwenk.
2022. Bitext mining using distilled sentence repre-
sentations for low-resource languages. In Findings
of the Association for Computational Linguistics:
EMNLP 2022, pages 2101–2112, Abu Dhabi, United
Arab Emirates. Association for Computational Lin-
guistics.

John Hewitt and Christopher D. Manning. 2019. A
structural probe for finding syntax in word represen-
tations. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4129–4138, Minneapolis, Minnesota. Association for
Computational Linguistics.

Edward J. Hu, Yelong Shen, Phillip Wallis, Zeyuan
Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang, and
Weizhu Chen. 2021a. Lora: Low-rank adaptation of
large language models. CoRR, abs/2106.09685.

Junjie Hu, Melvin Johnson, Orhan Firat, Aditya Sid-
dhant, and Graham Neubig. 2021b. Explicit align-
ment objectives for multilingual bidirectional en-
coders. In Proceedings of the 2021 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, pages 3633–3643, Online. Association for
Computational Linguistics.

Junjie Hu, Sebastian Ruder, Aditya Siddhant, Gra-
ham Neubig, Orhan Firat, and Melvin Johnson.
2020. XTREME: A massively multilingual multi-
task benchmark for evaluating cross-lingual general-
ization. CoRR, abs/2003.11080.

10933

https://doi.org/10.18653/v1/2023.findings-acl.189
https://doi.org/10.18653/v1/2023.findings-acl.189
http://arxiv.org/abs/2207.09076
http://arxiv.org/abs/2207.09076
https://doi.org/10.18653/v1/2022.emnlp-demos.27
https://doi.org/10.18653/v1/2022.emnlp-demos.27
https://doi.org/10.1073/pnas.1619666114
https://doi.org/10.1073/pnas.1619666114
https://doi.org/10.18653/v1/2021.emnlp-main.716
https://doi.org/10.18653/v1/2021.emnlp-main.716
https://doi.org/10.18653/v1/2021.repl4nlp-1.4
https://doi.org/10.18653/v1/2021.repl4nlp-1.4
https://doi.org/10.18653/v1/2022.findings-acl.319
https://doi.org/10.18653/v1/2022.findings-acl.319
https://doi.org/10.18653/v1/2022.findings-acl.319
https://doi.org/10.18653/v1/2021.findings-acl.32
https://doi.org/10.18653/v1/2021.findings-acl.32
https://doi.org/10.18653/v1/2022.findings-acl.182
https://doi.org/10.18653/v1/2022.findings-acl.182
https://openreview.net/forum?id=sE7-XhLxHA
https://openreview.net/forum?id=sE7-XhLxHA
https://openreview.net/forum?id=sE7-XhLxHA
https://doi.org/10.18653/v1/2022.findings-emnlp.154
https://doi.org/10.18653/v1/2022.findings-emnlp.154
https://doi.org/10.18653/v1/N19-1419
https://doi.org/10.18653/v1/N19-1419
https://doi.org/10.18653/v1/N19-1419
http://arxiv.org/abs/2106.09685
http://arxiv.org/abs/2106.09685
https://doi.org/10.18653/v1/2021.naacl-main.284
https://doi.org/10.18653/v1/2021.naacl-main.284
https://doi.org/10.18653/v1/2021.naacl-main.284
http://arxiv.org/abs/2003.11080
http://arxiv.org/abs/2003.11080
http://arxiv.org/abs/2003.11080


Haoyang Huang, Tianyi Tang, Dongdong Zhang, Xin
Zhao, Ting Song, Yan Xia, and Furu Wei. 2023. Not
all languages are created equal in LLMs: Improv-
ing multilingual capability by cross-lingual-thought
prompting. In Findings of the Association for Com-
putational Linguistics: EMNLP 2023, pages 12365–
12394, Singapore. Association for Computational
Linguistics.

Kuan-Hao Huang, Wasi Ahmad, Nanyun Peng, and Kai-
Wei Chang. 2021. Improving zero-shot cross-lingual
transfer learning via robust training. In Proceedings
of the 2021 Conference on Empirical Methods in Nat-
ural Language Processing, pages 1684–1697, Online
and Punta Cana, Dominican Republic. Association
for Computational Linguistics.

Albert Q. Jiang, Alexandre Sablayrolles, Arthur Men-
sch, Chris Bamford, Devendra Singh Chaplot, Diego
de las Casas, Florian Bressand, Gianna Lengyel, Guil-
laume Lample, Lucile Saulnier, Lélio Renard Lavaud,
Marie-Anne Lachaux, Pierre Stock, Teven Le Scao,
Thibaut Lavril, Thomas Wang, Timothée Lacroix,
and William El Sayed. 2023. Mistral 7b. CoRR,
abs/2310.06825.

Mihir Kale, Aditya Siddhant, Rami Al-Rfou, Linting
Xue, Noah Constant, and Melvin Johnson. 2021.
nmT5 - is parallel data still relevant for pre-training
massively multilingual language models? In Pro-
ceedings of the 59th Annual Meeting of the Asso-
ciation for Computational Linguistics and the 11th
International Joint Conference on Natural Language
Processing (Volume 2: Short Papers), pages 683–691,
Online. Association for Computational Linguistics.

Seungduk Kim, Seungtaek Choi, and Myeongho Jeong.
2024. Efficient and Effective Vocabulary Expansion
Towards Multilingual Large Language Models.

Saurabh Kulshreshtha, Jose Luis Redondo Garcia, and
Ching-Yun Chang. 2020. Cross-lingual alignment
methods for multilingual BERT: A comparative
study. In Findings of the Association for Compu-
tational Linguistics: EMNLP 2020, pages 933–942,
Online. Association for Computational Linguistics.

Ivana Kvapilíková, Mikel Artetxe, Gorka Labaka,
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A Further Models Explained

We add here brief explanations of additional mod-
els which we omitted from the main body. These
are methods that did not add as much to the dis-
cussion in Section 3, for example because they are
quite similar to other methods.

A.1 More Word- and Sentence-Level methods

Pan et al. (2021) propose a sentence-level momen-
tum contrast objective, which they combine with
TLM to train mBERT. This seems to be a similar
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idea to InfoXLM. nmT5 (Kale et al., 2021) com-
bines T5 training with a standard MT loss, which
arguably targets both granularity levels.

DeltaLM (Ma et al., 2021) is also an encoder-
decoder model using T5-style training objectives
on monolingual and parallel data. This model is
initialised with InfoXLM and modified from there.
Ouyang et al. (2021) propose the new objectives
Cross-Attention MLM and Back-Translation MLM
for ERNIE-M.

A.2 Further Sentence-embedding models
Tien and Steinert-Threlkeld (2022) propose two
different methods, one supervised by a single lan-
guage pair not unlike OneAligner, and one unsuper-
vised approach. Their unsupervised approach uses
an adversarial loss encouraging language distribu-
tions to become indistinguishable, and a Cycle loss
to keep them from degenerating. In both cases, they
freeze the parameters of XLM-R and only train a
linear mapping. Their one-pair supervised model is
competitive with OneAligner on BUCC2018, but
lags further behind on Tatoeba-36, which contains
more languages.

A.3 More Tuning with Task Data
DuEAM (Goswami et al., 2021) uses data from
the XNLI dataset while targeting semantic textual
similarity and bitext mining tasks. The objectives
used are Word Mover’s Distance and a translation
mining loss. The model performs reasonably well
but does not reach the performance of S-BERT.
Efimov et al. (2023) do not tune directly with task
data, but they do combine a Cao et al. (2020)-style
alignment objective with task fine-tuning in a multi-
task-learning objective, with mixed success.

A.4 More Data Augmentation
RS-DA (Huang et al., 2021) is “randomised
smoothing with data augmentation”—a kind of
robustness training during fine-tuning, using syn-
onym sets to create the augmented (English) data.
Ding et al. (2022) build on the idea of robust
regions and synonym-based data augmentation,
adding three objectives to ‘push’ and ‘pull’ the
embeddings and attention matrices appropriately
(EPT/APT in Table 2. This model performs well
on PAWS-X but does not stand out on XNLI.

A.5 Other Approaches
X2S-MA (Hämmerl et al., 2022) is an approach
using monolingual data to first distill static embed-

dings from XLM-R, which are then aligned post-
hoc and used to train the model for similarity with
the aligned static embeddings. This model takes a
similarity-based view and works well on Tatoeba.

Ahmad et al. (2021), meanwhile, augment
mBERT with syntax information using dependency
parses. They employ a graph attention network to
learn the dependencies, which they then mix using
further parameters with some attention heads in
each layer.

B Evaluation of “Aligned” Models

For reference, we provide a collection of results
that the surveyed models achieved on several down-
stream tasks. There is no single metric reported
by all these papers. Many report performance on
XNLI (Conneau et al., 2018), in the zero-shot trans-
fer and/or translate-train settings. A few other
tasks are also popular, and we chose a small se-
lection of word- and sentence-level tasks for this
overview. Tables 2 and 3 show zero-shot transfer
and translate-train results for XNLI, UD-POS (Ze-
man et al., 2019), PAWS-X (Yang et al., 2019b)
and MLQA (Lewis et al., 2020).

Cross-lingual retrieval is also popular, although
the specific tasks reported vary. We show results
for Tatoeba-36 (Artetxe and Schwenk, 2019) and
BUCC2018 (Zweigenbaum et al., 2018), as imple-
mented by Hu et al. (2020), in Table 4.

Unfortunately, there are a number of cases where
authors report results for a task but do not use all
test languages of the most commonly-used version,
meaning that the average results are not compara-
ble. We omit the results in those cases.

B.1 What works well?

First, whether the model is newly-trained or mod-
ified from a pre-trained model does not appear
to determine performance. WordOT, a modified
mBERT with an optimal transport objective, yields
the best result in its size band. In the next size
group, the newly-trained mDeBERTaV3 performs
best. This is a model trained with only monolingual
data, with the ELECTRA pre-training objective and
additional improvement in the form of gradient-
disentangled embeddings. XLM-E, which does
not have this additional element, does markedly
worse than mDeBERTaV3. Only few points be-
hind, ERNIE-M, HiCTL and the JointAlign+Norm
method sit at a near-identical performance. All
modify an existing model in different ways: In-
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foXLM uses information theory, ERNIE-M fo-
cuses on aligning the attention parameters, whereas
JointAlign+Norm looks at the output vector space.
In the next group, xTune’s consistency regulation
proves highly effective, with ERNIE-Mlarge and
InfoXLM just behind.

In both zero-shot transfer and translate-train,
once we cross the threshold of 1B parameters, XY-
LENTXL is the best available method—we do not
know, at this point, if this model would be outper-
formed by another method being scaled up. Trained
from scratch, XY-LENT specifically uses a lot of
parallel data that is not only English-centric, which
seems to work well. XLM-RXXL lags behind XY-
LENTXL and XLM-EXL while outperforming its
own XL counterpart. Interestingly, mT5, which
underperforms in smaller configurations, is com-
petitive in XL size and does very well in XXL.

In the translate-train setting, mDeBERTaV3
again wins its size group. However, in the next
larger group of models, X-MIXUP proves the most
effective. This method also improves mBERT’s per-
formance by a large margin. X-MIXUP directly ad-
dresses representation discrepancies between differ-
ent languages by linear interpolation between the
hidden states of translation pairs. HiCTL, VECO,
and ERNIE-Mlarge come close to the performance
of X-MIXUP on this task, while needing more re-
sources. The contrastive learning approaches in
these tables do well (HiCTL, InfoXLM), although
they are not necessarily the most performant. We
must add the caveat that not all relevant models are
listed in the tables, since not all papers report the
full XNLI results.

For Tatoeba, the range of results is especially
large—the task has indeed been criticised for its
large variability. Here, contrastive training ap-
proaches are both very common and very success-
ful. LaBSE, OneAligner, and mSimCSE with NLI
supervision attain the best overall results. LaBSE
uses both negative sampling and additive margin
softmax, OneAligner uses in-batch negatives, and
mSimCSE follows a contrastive training approach
as well, indicating the strength of these methods
for the task. OneAligner additionally uses in-batch
normalisation to offset the hubness problem.

B.2 What to use?

Besides the obvious conclusion that larger models
usually outperform smaller ones, we recommend
using (multi-directional) parallel data if available,

and designing models carefully. Mined or pseudo-
parallel data can fulfil that function in some cases.
Use the available translated task data when optimis-
ing for a specific application. When pre-training
encoder models, ELECTRA-style replaced token
detection may be the way to go. Contrastive learn-
ing is popular for good reason, especially in the
retrieval paradigm. Methods like OneAligner also
show that models can learn from one language pair
to transfer better to multiple language pairs. Repre-
sentation normalisation and ensuring that language
means are closer together can be very effective and
make models competitive with larger ones. These
could also be helpful when not enough data or re-
sources are available for a larger training effort.

Results on zero-shot transfer overall show a sim-
ilar picture to XNLI, although details change. For
example, XLM-ALIGN’s performance stands out
on UD-POS but is “only” competitive on the other
tasks. HiCTL, meanwhile, is fairly competitive in
zero-shot XNLI performance but falls a bit further
behind in Table 2. The authors of mDeBERTaV3
do not report any of these other tasks, leaving XLM-
ALIGN, XLM-Ebase, and ERNIE-Mbase to take the
top spots: they all perform well on these three tasks
but alternately take the lead.

In the translate-train setting (Table 3), VECOin

performs best on all three tasks, with HiCTLlarge

on par for PAWS-X but not UD-POS or MLQA.
For XNLI, the best translate-train performance was
attained by X-MIXUP, which still does well on
these tasks. Again, overall trends are very similar
as for the XNLI task.

Finally, BUCC2018 (Table 4) also conveys a
similar picture as Tatoeba, although the variation is
smaller, likely due the larger datasets and smaller
selection of relatively high-resource languages.
mSimCSE with NLI supervision performs best on
this task—it also proved effective on Tatoeba-36.
OneAligner is the second most effective on BUCC,
with Tien and Steinert-Threlkeld’s (2022) one-pair
supervision a close third.

B.3 Limitations

XNLI is reported in a plurality of papers in our
survey, more often than any other single task. The
relative prevalence of XTREME (Hu et al., 2020)
means that this and several other tasks, including
UD-POS, MLQA, PAWS-X, Tatoeba, BUCC2018
and NER, are frequently reported in specific con-
figurations. Most of these tasks are also popular on
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their own. Unfortunately, despite this, many papers
do not report results for the full range of “standard”
target languages, a problem that is more common
the more target languages appear in a task. This
particularly limits the ability to compare models
across lower-resource languages, and we strongly
urge researchers to report results for all standard
languages when evaluating on a task.

C Reproducibility

In order to reproduce a method, or apply it to a new
use case, detailed instructions and ease of reuse
are vital. Providing implementation code is the
most straightforward way to ensure that all neces-
sary details are conveyed to a reader, and they do
not waste time reimplementing them. Similarly,
model downloads save time and make further ex-
perimentation much easier. The larger the model
in question, the more important model downloads
become, since re-training them requires more time,
effort, and compute.

In Table 5, we list all papers that provide their
code, a model download, or both. Some of these
are well documented, some not so much. Some are
well-maintained, some not at all. We did not test
the provided code and links, simply checked that
they are online and contain what looks to be the
promised artifacts. Papers where we did not find
any artifacts are omitted.
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Model Size XNLI UDPOS PAWS-X MLQA (F1)
Zero-shot transfer
mBERT (Hu et al., 2020) 110M 65.4 71.5 81.9 61.4
mBERT + Syntax augm. ∼110M – – 84.3 60.3
mBERT + EPT/APT ∼110M 68.4 – 86.2 –
DICT-MLM ∼110M 68.6 71.6 84.8 –
mBERT+JointAlign+Norm ∼110M 72.3 – – –
WordOT ∼110M 75.4 – – –
AMBER 172M 71.6 – – –
XLM-Rbase + EPT/APT ∼270M 75.8 – 87.1 –
XLM-ALIGN ∼270M 76.2 76.0 86.8 68.1
InfoXLMbase ∼270M 76.5 – – 68.1
ERNIE-Mbase ∼270M 77.3 – – 68.7
HiCTLbase ∼270M 77.3 71.4 84.5 65.8
XLM-R+JointAlign+Norm ∼270M 77.6 – – –
mDeBERTaV3 ∼276M 79.8 – – –
XLM-Ebase 279M 76.6 75.6 88.3 68.3
mT5small 300M 67.5 – 82.4 54.6
XY-LENTbase 447M 80.5 – 89.7 71.3
XLM-R (Hu et al., 2020) 550M 68.2 73.8 86.4 71.6
HiCTLlarge ∼550M 81.0 74.8 87.5 72.8
InfoXLMlarge ∼550M 81.4 – – 73.6
ERNIE-Mlarge ∼550M 82.0 – 89.5 73.7
XLM-Rlarge + xTune 550M 82.6 78.5 89.8 74.4
RemBERT 575M 80.8 76.5 87.5 73.1
mT5base 580M 75.4 – 86.4 64.6
VECOout 662M 79.9 75.1 88.7 71.7
XLM-V ∼750M 76.0 – – 66.0
XLM-Elarge 840M 81.3 – – –
XY-LENTXL 2.1B 84.8 – – –
XLM-EXL 2.2B 83.7 – – –
XLM-RXL 3.5B 82.3 – – 73.4
mT5XL 3.7B 82.9 – 89.6 73.5
XLM-RXXL 10.7B 83.1 – – 74.8
mT5XXL 13B 85.0 – 90.0 76.0

Table 2: Zero-shot transfer XNLI performance reported by various papers, ordered by model size. Many papers
do not report exact parameter counts, so we make an estimate (∼) based on the model they modify, or on
hyperparameters where reported. We draw dashed lines between models of markedly different sizes.

10941



Model Size XNLI UDPOS PAWS-X MLQA (F1)
Translate-train
mBERT (Hu et al., 2020) 110M 74.6 – 86.3 65.6
mBERT + X-MIXUP 110M 78.8 76.5 89.7 69.0
InfoXLMbase ∼270M 80.0 – – –
ERNIE-Mbase ∼270M 80.6 – – –
mDeBERTaV3 ∼276M 82.2 – – –
mT5small 300M 72.0 – 79.9 64.3
XY-LENTbase 447M 82.9 – 92.4 –
XLM-Rlarge + xTune ∼550M 82.6 78.5 89.8 75.0
FILTER ∼550M 83.6 76.2 91.2 75.8
FILTER + Self-teaching ∼550M 83.9 76.9 91.5 76.2
ERNIE-Mlarge ∼550M 84.2 – 91.8 –
HiCTLlarge ∼550M 84.5 76.8 92.8 74.4
XLM-Rlarge + X-MIXUP 550M 85.3 78.4 91.8 76.5
mT5base 580M 79.8 – 89.3 75.3
VECOin 662M 84.3 79.8 92.8 77.5
XY-LENTXL 2.1B 87.1 – 92.6 –
XLM-RXL 3.5B 85.4 – – –
mT5XL 3.7B 85.3 – 91.0 75.1
XLM-RXXL 10.7B 86.0 – – –
mT5XXL 13B 87.1 – 91.5 76.9

Table 3: Translate-train XNLI, UD-POS, PAWS-X, and MLQA performance reported by various papers, ordered by
model size. Many papers do not report exact parameter counts, so we make an estimate based on the model they
modify, or based on hyperparameters where reported. We mark the estimates with a tilde (∼). We draw dashed lines
between models of markedly different sizes.

Model Size Tatoeba BUCC
mBERT (Hu et al., 2020) 110M 38.7 56.7
mBERT + LSAR ∼110M 44.6 –
DICT-MLM ∼110M 47.3 –
LaBSe ∼110M 95.0 89.7
X2S-MA ∼270M 68.1 –
LAPCA-LMbase ∼270M – 71.3
XLM-Ebase 279M 65.0 –
XLM-R (Hu et al., 2020) 550M 57.3 66.0
HiCTLlarge ∼550M 59.7 68.4
XLM-R + LSAR ∼550M 65.1 –
T&ST (unsup) ∼550M 74.2 82.4
T&ST (one-pair) ∼550M 80.4 89.6
ERNIE-Mlarge ∼550M 87.9 –
LAPCA-LMlarge ∼550M – 83.5
OneAligner 550M 92.9 90.5
mSimCSE uns. ∼550M 78.0 87.5
mSimCSE sup. ∼550M 88.3 88.8
mSimCSE NLI ∼550M 91.4 95.2
Kvapilíková et al. (2020) ∼570M – 75.8
VECOout 662M 75.1 85.0

Table 4: Tatoeba-36 and BUCC performance reported by various papers, ordered by parameter counts.
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Model Name Code Available Model Download
Syntax Augmented mBERT (Ahmad et al., 2021) yes no
LASER (Artetxe and Schwenk, 2019) yes yes, fairseq
XLM-Align (Chi et al., 2021b) yes yes, HF
InfoXLM (Chi et al., 2021a) yes yes, HF
RemBERT (Chung et al., 2021) no yes, HF
EPT/APT (Ding et al., 2022) yes no
Efimov et al. (2023) no no
FILTER (Fang et al., 2021) yes no
LaBSE (Feng et al., 2022) no yes, TFH, HF
X2S-MA (Hämmerl et al., 2022) yes no
XLM-RXL/XXL (Goyal et al., 2021) yes yes, fairseq, HF
XeroAlign (Gritta and Iacobacci, 2021) yes no
CrossAligner (Gritta et al., 2022) yes no
mDeBERTaV3 (He et al., 2023) yes yes, HF
LASER3 (Heffernan et al., 2022) yes yes, fairseq
XLM-V (Liang et al., 2023) no yes, HF
XGLM (Lin et al., 2022) no yes, fairseq, HF
VECO (Luo et al., 2021) no* yes, fairseq
ERNIE-M (Ouyang et al., 2021) yes yes, HF
BAD-X (Parović et al., 2022) yes yes, AdapterHub
MAD-X (Pfeiffer et al., 2020) no yes, AdapterHub
Multilingual S-BERT (Reimers and Gurevych, 2020) yes yes, HF
ALIGN-MLM (Tang et al., 2022) yes no
Tien and Steinert-Threlkeld (2022) yes no
mSimCSE (Wang et al., 2022) yes yes, HF
Wu and Dredze (2020) yes no
LSAR (Xie et al., 2022) yes no
mT5 (Xue et al., 2021) yes yes, custom, HF
X-MIXUP (Yang et al., 2022) yes no
JointAlign + Norm (Zhao et al., 2021) yes yes
xTune (Zheng et al., 2021) yes no

Table 5: A list of those surveyed papers that provide code and/or model downloads. We do not test the provided
code, only making sure it remains online at time of writing. We sort by first author last name. *VECO has a
repository online that includes only fine-tuning code.
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