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Abstract

Speech-to-singing voice conversion (STS) task
always suffers from data scarcity, because
it requires paired speech and singing data.
Compounding this issue are the challenges
of content-pitch alignment and the subopti-
mal quality of generated outputs, presenting
significant hurdles in STS research. This pa-
per presents SVPT, an STS approach boosted
by a self-supervised singing voice pre-training
model. We leverage spoken language model
techniques to tackle the rhythm alignment
problem and the in-context learning capabil-
ity to achieve zero-shot conversion. We adopt
discrete-unit random resampling and pitch cor-
ruption strategies, enabling training with un-
paired singing data and thus mitigating the
issue of data scarcity. SVPT also serves as
an effective backbone for singing voice syn-
thesis (SVS), offering insights into scaling up
SVS models. Experimental results indicate that
SVPT delivers notable improvements in both
STS and SVS endeavors. Audio samples are
available at speech2sing.github.io.

1 Introduction

A speech-to-singing voice conversion (STS) system
(Cen et al., 2012; Parekh et al., 2020; Li et al., 2023)
transforms the semantic content of a speech signal
into a paired singing signal, conditioned on any
form of pitch information, such as fine-grained F0
sequence (Saitou et al., 2007). Beyond being part
of the development of music entertainment, works
on STS provide insightful perspectives on bridging
the gap between well-developed speech-language
models and rudimentary singing voice modeling.

Although research in STS has achieved notable
success recently, it continues to encounter several
challenges. The major concern is the scarcity of
paired speech-singing voice data. Previous works
rely on pre-made paired datasets (Duan et al., 2013;
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Sharma et al., 2021), which have a much smaller
quantity than singing voice corpora. The scarcity
of data also makes STS models difficult to general-
ize or scale up. In addition, the non-autoregressive
design in previous works exacerbates the misalign-
ment issue. Although Li et al. (2023) tries to
solve this problem by utilizing a roughly mono-
tonic cross-attention mechanism, the attention map
has a chance to degrade and corrupt when facing
complex, long sentences.
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Figure 1: Speech/Singing synthesis paradigm.

Recent breakthroughs in large-scale generative
spoken language models and audio discretization
methods have opened up new frontiers in speech
generation (Lee et al., 2022b; Borsos et al., 2023;
Wang et al., 2023). To lighten the burden of
directly modeling the target acoustic space, re-
searchers split the models into two stages and map
the prompts into an intermediate semantic latent
space first, as illustrated in Figure 1. These achieve-
ments, however, have not significantly benefited
the field of singing voice synthesis (SVS) (Liu
et al., 2022a; Zhang et al., 2022b). Because, un-
like speech, the highly dynamic nature of singing
voice and the scarcity of annotated data make it a
challenge for language models (LMs). Either the
frequency domain (pitch information) or tempo-
ral domain (rhythm component, or phoneme dura-
tions) of singing voices is highly unstable. Luckily,
these problems and the challenges of STS men-
tioned before have a chance to solve each other.
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STS models do not need textual annotations, while
the in-context learning capability of spoken lan-
guage models allows for an effective solution to the
misalignment issue. As shown in Figure 1, stage
2, translating high-level semantic representations
into low-level acoustic representations, requires no
annotations or transcriptions. Similarly, Li et al.
(2023) disentangles the input speech signal into
corrupted semantic-related content representations
and transforms them into Mel-spectrograms, con-
ditioned on pitch information. Therefore, stage 2
in a spoken language model is naturally suited to
STS tasks. We claim that with proper regulations
and enhancements, spoken language models are
self-supervised singing voice learners, which make
use of abundant unannotated data and bridge the
gap between speech and singing voice.

In this paper, we propose SVPT, an STS
approach boosted by a self-supervised Singing
Voice Pre-Training model, which further improves
singing voice synthesis. We construct a multi-
scale Transformer with a decoder-only architecture
(Yang et al., 2023), specializing in long-sequence
modeling like discrete audio tokens. Special reg-
ulations and perturbations, such as discrete-unit
random resampling and expanded-range reference
prompting, are introduced to generalize and stabi-
lize the model. Essentially, the proposed model
translates the corrupted semantic tokens into the
target acoustic tokens autoregressively, conditioned
on pitch information and sampled reference prompt
tokens. The benefits are three-fold: (a) the models
extracting the semantic and acoustic tokens are pre-
trained and finetuned in a self-supervised fashion,
making this procedure fully annotation-free; (b) the
semantic and acoustic tokens can be derived from
singing voice samples solely, where the former are
corrupted and disentangled to have a closer distribu-
tion distance to speech signals; (c) with an external
text-to-semantic translator, the STS model can be
upgraded to a high-quality zero-shot singing voice
synthesizer. Our contributions are summarized as
follows:

• We propose SVPT, the first STS approach
boosted by a self-supervised singing voice pre-
training model.

• We introduce special regulations and enhance-
ments to generalize the discrete spoken language
model to singing voices, which are more dynamic
in frequency or temporal domains.

• We explore the connection between STS and SVS

tasks. SVPT can be generalized into a zero-shot
SVS model with an external text-to-semantic
transformer.

2 Related Works

2.1 Speech-to-Singing Voice Conversion

Three major approaches are developed: a) Model-
based approaches rely on phone-score synchro-
nization information and manual alignment with
multiple artificial control models (Saitou et al.,
2004, 2007). b) Template-based approaches (Cen
et al., 2012; Vijayan et al., 2017, 2018) require
an available high-quality reference vocal input
with dynamic time warping (DTW)-based align-
ment. c) Style transfer-based methods (Parekh
et al., 2020) view STS as a style-transfer problem
and apply deep-learning approaches, not requir-
ing external synchronization or a high-quality tem-
plate. Parekh et al. (2020) designs a CNN-based
network and re-aligns the signal by simply stretch-
ing the speech to the target length. By leveraging
boundary-equilibrium GAN (BEGAN) (Berthelot
et al., 2017), Wu and Yang (2020) expands their
previous work to improve the synthesis quality. Li
et al. (2023) introduces the rhythm component of
spoken voices and uses a cross-attention modality
fusion to improve the alignment.

2.2 Generative Spoken Language Models

Generative spoken language model (GSLM)
(Lakhotia et al., 2021) is originally proposed to
tackle the speech generation problem in a textless
setting. AudioLM (Borsos et al., 2023) uses seman-
tic tokens from a pre-trained w2v-BERT model
(Chung et al., 2021) and acoustic codecs (Zeghi-
dour et al., 2021) to construct a coarse-to-fine
decoder-only architecture to model audios. Mu-
sicLM (Agostinelli et al., 2023) continues the work
and focus on the field of music generation, leverag-
ing a text-music joint representation (Huang et al.,
2022). VALL-E (Wang et al., 2023) uses a similar
paradigm to build a zero-shot text-to-speech (TTS)
model, with seven additional non-autoregressive
(NAR) decoders to reconstruct fine-grained acous-
tic codes. Audio tokenizers (Zeghidour et al., 2021;
Défossez et al., 2022) laid a good foundation for
audio codec LMs. SPEAR-TTS (Kharitonov et al.,
2023) interprets the first two stages in Figure 1 as
reading and speaking respectively, alleviating the
demand for annotated data. Regarding the gener-
ation patterns of audio tokens, MusicGen (Copet
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et al., 2024) investigates different codebook inter-
leaving patterns and proposes a one-stage music
generation model. UniAudio (Yang et al., 2023)
and AudioBox (Vyas et al., 2023) further general-
ize the paradigm to unified audio generation.

2.3 Singing Voice Synthesis

Recently, remarkable progress has emerged in
the field of SVS. Chen et al. (2020) and Zhang
et al. (2022c) adopt GAN-based networks for high-
quality synthesis. DiffSinger (Liu et al., 2022a)
designs a shallow diffusion mechanism to solve
the problem of over-smoothness in the general
TTS field. Inspired by VITS (Kim et al., 2021),
VISinger (Zhang et al., 2022b) constructs an end-
to-end architecture. For singer generalization, Nat-
uralSpeech 2 (Shen et al., 2023) and StyleSinger
(Zhang et al., 2023) use a reference voice clip for
timbre and style extraction.

3 Method

3.1 Overview

As stated, a common audio generation process can
be summarized in 3 stages, as shown in Figure 1.
In the context of STS, the prompts are input speech
signals. However, the speech input has the same se-
mantic content as the target singing voice, making
the demand for speech data in the training stage no
longer necessary. Inspired by (Li et al., 2023), we
use several information perturbation operations as
enhancements, corrupting the singing representa-
tions without altering the semantic content. In stage
2, the pitch information is involved to guide the
rhythm and pitch reconstruction, while a reference
voice is appended to guide timbre reconstruction.
Finally, we leverage a unit-based vocoder to syn-
thesize the high-fidelity waveforms from acoustic
codes. The whole process, including the extraction
of semantic and acoustic tokens, is self-supervised
with unannotated singing voice data.

Although our model requires no text transcrip-
tion, it has the potential to be an SVS model.
We adopt an external text-to-semantic transformer
trained with speech/singing voice data, which is of
a relatively smaller amount, comparing the unan-
notated data used in stage 2.

3.2 Voice Discretization

Inspired by previous works, we adopt a coarse-to-
fine hierarchy with discrete-unit audio modeling.
One important benefit of this design in an STS

model is that the intermediate semantic space cov-
ers both speech and singing distributions. In this
section, we briefly introduce the voice discretiza-
tion strategies.

Semantic tokens The semantic modeling stage
generates high-level, intermediate representations
with rich linguistic information. Under this re-
quirement, we leverage XLSR-53 (Conneau et al.,
2020), a wav2vec 2.0 (Baevski et al., 2020) model
pre-trained on 56k hours of speech in 53 lan-
guages. We extract the features from the 12th
layer, which are the most relevant to pronunci-
ation features Singla et al. (2022). We also ex-
tract the features from the 18th layer for compari-
son, which is more focused on semantic informa-
tion. Finally, we apply a k-means algorithm to
the features to cluster K1 centroids, the indices
of which are used as discrete units. Formally,
given a singing voice signal y, we extract a unit
sequence s = F(y) = [s1, s2, ..., sT ], where F is
the combination function of the operations above,
and st ∈ {0, 1, ...,K1 − 1},∀t ∈ [1, T ].

Acoustic tokens We use SoundStream, an au-
dio codec model, to produce tokenized acoustic
features. The codec model applies residual vector
quantization with Nq = 8 codebooks. Therefore,
given a sample y, we produce a vector sequence
A = G(y) = [a1,a2, ...,aT ], where G is the en-
codec operation and at = [a1t , a

2
t , ..., a

Nq

t ], being
a vector contains the codes from all the codebook
at timestep t ∈ [1, T ], and aτt ∈ {0, 1, ...,K2 −
1},∀τ ∈ [1, Nq]. K2 is the codebook length of
all the codebooks. To lighten the burden of au-
toregressive generation, we use the stacked codes
from the first 3 codebooks as the discrete acous-
tic features. To recover the loss, we leverage an
additional unit-based vocoder, BigVGAN, to recon-
struct high-fidelity waveforms (Lee et al., 2022a).

Pitch and reference tokens The generation
of acoustic tokens is conditioned not only on se-
mantic tokens, but also on pitch information and
reference tokens. We extract the fundamental fre-
quency contour F0 as pitch information. For dis-
cretization, we simply round the frequency num-
bers to integers, creating a pitch token sequence
p = [p1, p2, ..., pT ], where pt ∈ [fmin, fmax], ∀t ∈
[1, T ]. The reference tokens are similar to the
acoustic tokens, except that we only use the codes
from the first codebook.
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3.3 Information Perturbation

Compared with speech corpus, singing voice data
is different in two ways: a) singing voice cor-
pus has a significantly smaller quantity, and b)
either the frequency domain (pitch) or temporal
domain (phoneme durations, or rhythm) of singing
voices is highly dynamic. These features make self-
supervised training extremely unstable and vulner-
able to over-fitting. To ensure that the semantic
tokens consist of only semantic-related informa-
tion, disentanglement is required.

3.3.1 Pitch and Timbre Corruption
Since the pitch component of a singing voice sam-
ple is correlated with the speaker identity, we cor-
rupt the pitch and timbre features at the same time.
Inspired by Choi et al. (2021), we use a chain of
three functions to generate a corrupted waveform
y = Fp(y) = fs(pr(peq(y))), where fs(·) is
formant shifting function, pr(·) is pitch randomiza-
tion, and peq(·) is parametric equalizer. By doing
so, the corrupted sample y contains only semantic-
related information to the fullest extent. More de-
tails and hyperparameters are listed in Appendix A.

It is worth mentioning that training the overall
model while perturbing the waveforms and extract-
ing semantic tokens on the fly consumes a great
amount of computing resources, which is unrealis-
tic for an academic laboratory. Therefore, we ran-
domly pre-perturb the dataset Nr times, resulting in
a Nr× larger semantic corpus. Experiments show
that Nr = 20 reaches satisfactory performance.

3.3.2 Rhythm Corruption
Unlike speech voices, the rhythm information of
singing voices is crucial and has the potential
to be leaked in semantic representations. More
importantly, the rhythm component differs be-
tween speech and singing voices, creating a non-
negligible domain shift. Suppose there is a pertur-
bation operation that isolates the semantic informa-
tion from singing voices and makes it compatible
with speech voices at the same time, we can pre-
train the model on unannotated singing data and
generalize it to speech inputs.

Inspired by Chan et al. (2022), we adopt tem-
poral random resampling operation to tackle the
challenge. The original random resampling algo-
rithm retains source length, which is not necessary
in STS. To accelerate the computation without loss
of effectiveness, we design a pseudo random re-
sampling algorithm x̃ = PRR(x), shown in algo-

rithm 1. The algorithm accepts a hyperparameter,
average segmentation length lr, to cut the signal
into several segments. Each segment is randomly
scaled up or down temporally and finally concate-
nated together. Therefore, the original distinguish-
able rhythm information is disrupted and removed.

trouble

is

a

friend

Pseudo 

Random 

Resampling

Singing SpeechSinging VariantsSeg.

Figure 2: Pseudo random resampling.

Hypothetically, the random resampling opera-
tion PRR(·) re-aligns the durations of phonemes,
or the rhythm component. Although the phoneme
durations of singing voices change drastically com-
pared to speech, it has a small probability of re-
aligning the signal that is close enough to the
speech signal. In other words, if the model sees
enough re-alignment results of corrupted singing
signals, the speech input in the inference stage will
just be treated as another re-alignment, as illus-
trated in Figure 2.

The hyperparameter lr is an important factor
of random resampling effectiveness. If lr is too
large, more than one phoneme could be grouped
in one segment, attenuating the actual effect of
resampling. If lr is too small, distortion may occur
due to round-off error. We set lr to 0.4 seconds,
and a little discussion can be found in section D.

Normally, PRR(·) is performed on continuous
signals like waveforms or spectrograms, imple-
mented by linear interpolation. However, the issue
of computational overhead mentioned before also
exists. Therefore, we adopt two strategies:

• Continuous resampling PRRC(·). We still
adopt random resampling on waveforms with
linear interpolation, but for Nr times in advance,
similar to pitch pre-perturbation. Practically, we
perform both pitch and rhythm perturbations Nr

times in advance, resulting in a singing variant
corpus Nr times the original size.

• Discrete resampling PRRD(·). Instead of the
continuous operation, we perform discrete ran-
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dom resampling on the clustered semantic to-
kens implemented by nearest neighbor interpo-
lation. The disadvantages are obvious: the se-
mantic content is inherently continuous, while
discrete operations can introduce abrupt transi-
tions and artifacts. As a result, the semantic to-
kens derived from a resampled waveform might
not match those obtained directly from the same
signal, even if the resampling path remains un-
changed. Despite this, we believe that the ad-
ditional noise introduced by this drawback just
involves more perturbations, forcing the model
to focus on the denoised content. Furthermore,
this method allows for on-the-fly resampling, cre-
ating a theoretically infinite variant corpus.

It is worth mentioning that both strategies are
considered discrete-unit random resampling, since
the results are discrete tokens.

3.4 Expanded-range Reference Prompting

The objective of reference prompting is to modulate
the generated vocal traits via a specific reference
prompt sequence (Borsos et al., 2023), enabling
language models to produce novel voices in a zero-
shot fashion. Prior approaches choose two distinct
speech windows from each training sample—one
as the reference prompt and the other as the in-
tended output, as described in (Kharitonov et al.,
2023)—this method’s efficiency is somewhat di-
minished with singing voice data due to its scarcity,
leading to potential model overfitting. To mitigate
this, we broaden the selection of reference samples.
Initially, our experiments involved selecting a ran-
dom sample from the same singer as the reference.
Nevertheless, variations in style and timbre within
the same singer’s different songs prompted us to re-
fine our approach: we now select a random sample
from the same song within a certain range to ensure
consistency in vocal characteristics. Specifically,
we only sample segments within the range from the
5 preceding to the 5 following ones in the original
order of the song as references.

3.5 Architecture and Training

3.5.1 Multi-scale Transformer Architecture
To address the challenge of processing long-
sequence audio tokens, we introduce a multi-scale
Transformer based on a decoder-only framework,
inspired by Yang et al. (2023). This multi-scale
model consists of a global and a local Transformer,
respectively. Initially, the sequence is segmented

into patches of equal length P , with the embed-
dings of tokens within each patch being merged
to reduce the sequence’s temporal resolution. The
global layer, denoted as θG, processes this com-
pressed sequence to autoregressively produce a se-
quence of hidden features h. Concurrently, the lo-
cal layer, θL, utilizes the aggregated global hidden
feature pertinent to its patch and the original tokens
of the patch to model the local context. Specifically,
we arrange acoustic codes side by side, where every
trio of consecutive codes from distinct codebooks
delineates a single patch (equating one patch to
one frame). To accommodate the structure for se-
mantic, pitch, and reference tokens, we triple each
token, ensuring compatibility with the framework’s
requisites. Therefore, the patch size P = 3 and the
local Transformer can be formulated as:

p(at|ĥt, rpP (s̃t), rpP (pt), rpP (rt); θL) = (1)
P∏

τ=1

p(aτt |a<τ
t , ĥt, rpP (s̃t), rpP (pt), rpP (rt); θL)

where rpP (·) repeats the element P times and con-
catenates them temporally. at indicates the acous-
tic tokens from P codebooks at timestep t, while
s̃t, pt, and rt indicate the corrupted semantic to-
ken, the pitch token, and the reference token. ĥt
is the hidden output at timestep t from the global
Transformer:

p(ĥ|h, s̃,p, r;θG) = (2)
T∏

t=1

p(ĥt|ĥ<t,h<t, s̃,p, r; θG)

where h is the downsampled sequence by concate-
nating the embeddings channel-wise within one
patch: ht = concat([embed(a1t ), ..., embed(aPt )]).
By maximizing the probability

∏T
t=1 p(at|a<t, ∗),

the model approximates the distribution of acous-
tic representations and generates acoustic codes
autoregressively.

3.5.2 Training and Inference
As stated before, during the training stage we
use unannotated singing data to train the trans-
formers. The corrupted semantic tokens, the
pitch tokens, and the reference tokens are con-
catenated temporally with special separator tokens
such as <semantic_start>, <acoustic_end>,
<pitch_start>, etc. The reference inputs are also
singing voices, sampled in the same song. The
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Figure 3: Model architecture and the training/inference stage.

training object is the cross entropy loss. As for
inference, the model takes unseen speech samples
to perform zero-shot STS. The speech sample is
also considered as the reference to extract style and
timbre. The pitch information can be provided by
hand-tuned or auto-tuned F0 contour, or predicted
by a pre-trained midi2F0 model, which takes MIDI
notes as input.

3.6 A Leap towards Singing Voice Synthesis

In addition to its capabilities for STS, the pre-
trained model serves as an effective foundation
for SVS tasks. This model, designed to extract
only semantic information from the input, can be
enhanced with an auxiliary text-to-semantic trans-
lator to facilitate text-based synthesis. We develop
this translator using a smaller annotated speech and
singing dataset, focusing solely on semantic extrac-
tion. For this purpose, a 12-layer transformer is em-
ployed to generate semantic tokens from phonemes
in an autoregressive manner. This auxiliary compo-
nent enables the transformation of the STS model
into a high-fidelity SVS model, expanding its ca-
pacity to leverage a larger amount of unannotated
data efficiently.

4 Experiments

4.1 Data

We construct a bilingual singing voice training cor-
pus spanning 180 hours, with dataset specifics out-
lined in Table 1. This includes 161.7 hours of
Mandarin and 18.2 hours of English audio. To en-
rich our dataset further, we augment it with an addi-
tional 10 hours of speech data each from AISHELL-
3 (Shi et al., 2020) and LibriSpeech (Panayotov

Training Datasets L Hours

Opencpop (Wang et al., 2022) ZH 5.3
Opensinger (Huang et al., 2021) ZH 83.5
M4Singer (Zhang et al., 2022a) ZH 29.8
internal #1 ZH 22.1
internal #2 ZH 21.0
CSD (Choi et al., 2020) EN 1.9
musdb18hq (Rafii et al., 2019) EN 5.7
VocalSet (Wilkins et al., 2018) EN 7.6
internal #3 EN 3.0

Table 1: Information of training datasets.

et al., 2015), bringing our total training corpus to
200 hours. For validation and testing, we randomly
allocate two segments of 4 hours each. In terms of
baseline training, we utilize two STS datasets: the
NHSS (Sharma et al., 2021) and PopBuTFy (Liu
et al., 2022b) databases. NHSS provides 7.0 hours
of English data, split between 2.3 hours of speech
and 4.7 hours of singing, while PopBuTFy offers
18 hours, divided into 8 hours of speech and 10
hours of singing.

For zero-shot STS inference, we collect a bilin-
gual corpus of paired speech and singing. This
dataset comprises 1.7 hours of Mandarin speech
and 2.9 hours of singing, alongside 3.8 hours of
English speech and 5.8 hours of singing. 28 singers
are recruited and paid to sing the songs and read
the transcripts separately. To enrich the dataset,
fine-grained F0 contours and MIDI annotations are
extracted and created for detailed pitch informa-
tion (Li et al., 2024). Upon completing the train-
ing phase, we employ zero-shot inference on the
speech and pitch inputs for comprehensive final
evaluation.
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Method LSD ↓ RCA ↑ MOS-S ↑ MOS-P ↑ MOS-Q ↑
GT (vocoder) 2.512 0.988 4.52±0.05 4.47±0.11 4.13±0.07

(Parekh et al., 2020) 8.045 0.842 3.02±0.13 2.99±0.09 3.01±0.12
(Wu and Yang, 2020) 6.913 0.896 3.12±0.10 3.21±0.13 3.15±0.10
AlignSTS 5.519 0.941 3.45±0.05 3.47±0.06 3.41±0.04

SVPT (18-layer feat) 5.462 0.956 3.44±0.06 3.48±0.09 3.39±0.08
SVPT (Mandarin) 5.066 0.982 3.61±0.05 3.76±0.06 3.69±0.05

SVPT 5.213 0.967 3.46±0.04 3.68±0.08 3.61±0.06

Table 2: The evaluation results of STS systems using the English test set, except "SVPT (Mandarin)".

4.2 Implementation

We build a 20-layer global Transformer and a 6-
layer local Transformer as the backbone network.
A 24-layer XLSR-53 pre-trained model is utilized,
where the 12th layer is used for semantic extrac-
tion. For acoustic extraction, we train a Sound-
Stream model for 16kHz audios with 8 codebooks.
Both the semantic and acoustic extraction share a
downsampling rate of 320. A unit-based vocoder,
BigVGAN is trained to upsample and reconstruct
24k audios from acoustic tokens of 3 codebooks.
Continuous random resampling with Nr set to 20
is adopted. More details are listed in Appendix B.

4.3 Evaluation Metrics

The performance evaluation comprises two main
aspects: objective and subjective assessments. For
objective evaluation, we adhere to established prac-
tices (Parekh et al., 2020) and employ log-spectral
distance (LSD) to gauge overall reconstruction
quality. For pitch regression assessment, we cal-
culate the F0 raw chroma accuracy (RCA) using
the mir_eval library (Raffel et al., 2014), with a
maximum pitch tolerance set at 50 cents.

For subjective evaluation metrics, we utilize the
Mean Opinion Score (MOS) to evaluate synthe-
sis quality. Specifically, MOS-Q assesses overall
quality, while MOS-P focuses on the naturalness
and coherence of prosody. Additionally, we score
MOS-S to measure singer similarity in terms of
timbre and prosody. In the ablation study, the Com-
parative Mean Opinion Score is used to assess syn-
thesis quality, denoted as CMOS-X. More details
are listed in Appendix C.

4.4 Baseline Models

We compare the performance of SVPT with other
STS methods: 1) GT (vocoder), where we compare
our model with the audio generated by the BigV-

GAN vocoder from GT acoustic codes, which is the
upper limit; 2) (Parekh et al., 2020), a CNN-based
STS model, reproduced and retrained using the
NHSS database; 3) (Wu and Yang, 2020), a GAN-
based model designed to further improve synthesis
quality, reproduced and retrained; 4) AlignSTS,
a diffusion-based model with rhythm and pitch
modal fusion, retrained. Since only English STS
datasets are available, the retrained STS baselines
are monolingual, and we only compare the meth-
ods using the English test set. However, to pro-
vide a complete comparison, we record the perfor-
mance of our model tested on the Mandarin test
set, denoted as "SVPT (Mandarin)". In addition,
we compare the model where the semantic features
are from the 18th layer of the wav2vec 2.0 model,
denoted as "SVPT (18-layer feat)".

For the extensional experiments of SVS, we pro-
vide the results of two non-autoregressive SVS
models as baselines: 1) FFT-Singer, an SVS model
based on stacked feed-forward transformer blocks;
and 2) DiffSinger (Liu et al., 2022a), which is based
on denoising diffusion probabilistic model. Since
SVPT is for zero-shot generation, we add a global
timbre encoder module to each baseline by leverag-
ing a speaker identity encoder1. Furthermore, we
utilize a HiFi-GAN vocoder (Kong et al., 2020) for
the baselines to transform the Mel-spectrograms
into waveforms.

4.5 Main Results

The main results are shown in Table 2. From the
objective and subjective results, we can see that de-
spite our model being trained primarily on data in
Mandarin, it still outperforms the baselines on the
English test set. The MOS-S scores of the first two
baselines are particularly lacking, possibly because
they do not have special designs for the extraction

1https://github.com/resemble-ai/Resemblyzer
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Method LSD ↓ RCA ↑ MOS-S ↑ MOS-P ↑ MOS-Q ↑
GT (HiFi-GAN) 2.392 0.992 4.73±0.07 4.54±0.07 4.27±0.06
GT (BigVGAN) 2.364 0.993 4.72±0.04 4.56±0.06 4.30±0.04

FFT-Singer 4.859 0.942 3.24±0.05 3.37±0.04 3.29±0.06
DiffSinger 4.643 0.967 3.30±0.04 3.61±0.06 3.60±0.04

SVPT 4.750 0.971 3.48±0.06 3.57±0.07 3.56±0.06

Table 3: The evaluation results of SVS systems using the Mandarin test set.

or reconstruction of timbre information. AlignSTS
adopts a continuous global timbre extractor, while
our model utilizes a discrete reference prompt and
leverages the in-context learning capability. The
superior performance of our model also reflects
the importance of the model’s scalability to data,
meaning our model can be trained with more un-
labeled data or even cross-lingual data. This also
indicates that for spoken language models, differ-
ent languages have a mutual promotional effect on
each other. Another important reason is that STS
tasks focus more on pronunciation patterns instead
of semantic patterns. That is, STS models only map
the syllables to the target rhythm and pitch frames,
without regard to the semantic meanings. There-
fore, as long as the two languages share partially
similar phonemes, mutual promotion exists. This
finding is also corroborated in the results of the
baseline SVPT (18-layer feat), since the features
from the 12th layer are more pronunciation-related
and the 18th layer is more semantic-related.

4.6 Ablation Study

PRR CMOS-S CMOS-P CMOS-Q

discrete +0.02 +0.03 -0.01

Nr = 1 -0.15 -0.42 -0.31
Nr = 5 -0.09 -0.18 -0.12
Nr = 10 -0.03 -0.04 -0.02

Nr = 20 (ours) 0.00 0.00 0.00
Nr = 50 0.00 +0.01 +0.02

Table 4: Comparisons of different random resampling
strategies. The first row is discrete RPP, and the rest are
continuous pre-perturbations.

We explored the effects of various PRR strate-
gies, and the results are listed in Table 4. We com-
pare the results of discrete PPR and continuous
PPR with different pre-perturbation numbers. Ex-
perimental results indicate that Nr = 20 yields sat-
isfactory performance; any further enlargement of

the semantic variant corpus results in only marginal
improvements. On the contrary, insufficient vari-
ants can lead to severe overfitting. In addition, dis-
crete PRR achieves considerable performance, cor-
roborating our previous hypothesis that the noise
introduced by the discrete interpolation actually en-
hances perturbations and creates a bottleneck. This
effect essentially integrates a denoising challenge
into the learning process.

Setting CMOS-S CMOS-P CMOS-Q

w/o PRR -0.12 -0.43 -0.45
w/o Fp -0.25 -0.31 -0.23

w/o ERRP -0.18 -0.13 0.08

Table 5: Ablation study results. Fp indicates the pitch
and timbre corruption operation. ERRP stands for the
expanded-range reference prompting.

We also validate the effectiveness of the designs
in information perturbation and reconstruction, as
listed in Table 5. Firstly, we remove the random
resampling step and directly use the raw seman-
tic tokens. The results suggest that this common
method in speech language models diminishes with
singing voice data, due to its scarcity and high dy-
namics. Secondly, we omit the pitch and timbre per-
turbation step, resulting in a poorly reconstructed
prosody. Finally, we follow the prior works in TTS
and select two distinct windows from each singing
sample to be the reference and the target output.
The performance is also inferior because a smaller
range of prompt sampling can lead to overfitting.

4.7 Zero-shot Singing Voice Synthesis
In this section, we test the combination of SVPT
and the auxiliary text-to-semantic translator with
other non-autoregressive SVS methods, using the
Mandarin test sets only. Initially, the auxiliary
translator undergoes pre-training on the AISHELL-
3 dataset. Subsequently, it is fine-tuned using a se-
lection of annotated datasets: M4Singer, Opencpop,
and internal #1. From the results listed in Table 3,
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we can see that SVPT possesses a considerable
capability of text-based singing voice synthesis.
Although SVPT does not match the overall quality
of DiffSinger, it offers insights into scaling up SVS
models. Moreover, our model exhibits higher tim-
bre similarity in zero-shot inference, suggesting the
important advantage of spoken language models.

5 Conclusion

This paper proposed SVPT, the first STS approach
boosted by a self-supervised singing voice pre-
training model, which further improved singing
voice synthesis. We adopted discrete-unit random
resampling and pitch corruption strategies to sta-
bilize and generalize the training of the spoken
language model. With an external text-to-semantic
translator, SVPT served as an effective backbone
for SVS and provided an opportunity for SVS mod-
els to scale up. Experimental results revealed no-
table performances in both STS and SVS tasks.

Limitations and Potential Risks

The proposed method presents two significant lim-
itations. Firstly, the training and inference proce-
dure only involves fine-grained F0 contours, which
may not be applicable in practice. Secondly, Uti-
lizing language models incurs significant computa-
tional overhead, necessitating further experiments
to ascertain whether such computational demands
are justified by efficiency gains.

Additionally, there exists a potential for copy-
right infringement concerns stemming from the im-
proper application of the proposed STS model. To
counteract these issues, we plan to introduce suit-
able measures aimed at preventing any unlawful or
unauthorized exploitation of the technology.
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A Information Perturbation

The pseudo random resampling algorithm is shown
in algorithm 1. lr is a hyperparameter, representing
the roughly average segmentation length. rmax and
rmin represent the maximum and minimum scaling
factor. randint(A,B) generates a random integer in
a range [A,B), while random(N) generates a vec-
tor with N random float numbers in a range [0, 1).
interpolate(x, l) means interpolate the sequence x
into a new sequence of length l. In our experi-
ments, we set lr to 0.4 seconds, or 20 frames. rmax
and rmin are set to 1.5 and 0.5 for a symmetrical
segmentation.

To introduce pitch and timbre perturbations, we
employ a sequence of three functions designed to
simultaneously alter the audio information. For
the formant shifting function, fs(·), we uniformly
sample a shifting ratio from the range (1, 1.4). Fol-
lowing the ratio sampling, we make a random de-
cision on whether to invert the sampled ratio. In
the case of pr(·), which addresses pitch perturba-
tions, both a pitch shift ratio and a pitch range ra-
tio are uniformly sampled from the intervals (1, 2)
and (1, 1.5), respectively. Similar to the formant
shifting process, we determine randomly whether
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Algorithm 1: Pseudo Random Resampling

Data: x ∈ RT , lr > 0, rmax > 0, rmin > 0
Result: resampled x̃

1 N ← ⌊T/lr⌋;
2 N ← MAX(1, randint(N − 1, N + 2));
3 rsrc ← random(N)× (rmax − rmin) + rmin;
4 rsrc ← rsrc/(

∑
rsrc/N) ; /* Maintain

the length */
5 lsrc ← lr × rsrc ; /* Lengths of source

segments */
6 Compensate elements in lsrc so that

∑
lsrc =

T ;
7 rtgt ← random(N)× (rmax − rmin) + rmin;
8 ltgt ← lr × rtgt ; /* Lengths of target

segments */
9 x̃ = ∅ ; /* Empty vector */

10 for each i ∈ [0, N − 1] do
11 t←∑i−1

j=1 l
j
src;

12 xi ←
the segment of x, from t to t+ lisrc;

13 x̃i ← interpolate(xi, l
i
tgt);

14 x̃← concat(x̃, x̃i);
15 end

to invert these sampled ratios. The peq(·) func-
tion denotes a combination of audio filters: one
low-shelving filter (HLS), one high-shelving filter
(HHS), and eight peaking filters (HPeak), struc-
tured to modify the audio’s equalization profile.
This approach allows for nuanced adjustments to
both pitch and timbre, enhancing the diversity and
realism of the synthesized audio.

B Architecture Details

The overall configuration of the multi-scale Trans-
former is listed in Table 6. We train the multi-
scale Transformer on the 200-hour corpus with 6
NVIDIA V100 GPUs with a batch size of 4000
tokens for each GPU, for 6 days. We combine
the singing voice datasets listed in Table 1 and the
mix of AISHELL-3 and LibriSpeech, a total of
about 630 hours, to train the semantic and acous-
tic extractors. We finetune the XLSR-53 model
with 2 NVIDIA V100 GPUs with a batch size of
1200k tokens for 50k steps. We train the Sound-
Stream model from scratch with 16 NVIDIA V100
GPUs with a batch size of 1800k tokens for 1000k
steps. To integrate prosody knowledge of singing
voices, we finetune XLSR-53 on about 200 hours
of singing voice data in 4 languages.

Hyperparameter Model

Global
Transformer

Hidden Size 192
Layers 20

Hidden Dim 1152
Attention Heads 16

FFN Dim 4608

Number of Parameters 320.1M

Local
Transformer

Hidden Size 192
Layers 6

Hidden Dim 1152
Attention Heads 8

FFN Dim 4608

Number of Parameters 100.1M
Total Number of Parameters 420.2M

Table 6: Hyperparameters of the multi-scale Trans-
former.

C Evaluation Details

For the subjective evaluation of STS and SVS tasks,
we randomly chose 20 samples from the test set for
subjective analysis. 15 professional listeners were
recruited to evaluate these samples. The Mean
Opinion Score-Quality (MOS-Q) assessment fo-
cused on the overall quality of the synthesized
singing, including aspects such as clarity and natu-
ralness. Meanwhile, for the Mean Opinion Score-
Pitch (MOS-P), evaluators listened to Ground Truth
(GT) samples with instructions to focus solely on
the accuracy of pitch reconstruction, overlooking
the quality of the audio. Furthermore, we utilize
the Similarity Mean Opinion Score (MOS-S) (Min
et al., 2021) to evaluate the reconstruction in timbre
and prosody between the synthesized and reference
singing samples. Ratings across these evaluations
are based on a Likert scale from 1 to 5. presented
alongside 95% confidence intervals. During our
ablation studies, the Comparative Mean Opinion
Score (CMOS) is applied for a nuanced assessment
of synthesis quality, with specific focuses delin-
eated as CMOS-S, CMOS-Q, and CMOS-P. For
CMOS and its variants, participants compare pairs
of singing samples from different systems to in-
dicate their preference, utilizing a scale where 0
indicates no perceptible difference, 1 indicates a
minor difference, and 2 signifies a major difference.
It’s essential to acknowledge that all evaluators
were remunerated at an hourly rate of $8, cumu-
lating an overall expense of approximately $400
for their participation. They were duly notified that
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their input is instrumental for scientific research
purposes.

D Additional Discussion

Disentangled Semantic Tokens We believe the
speaker identification information is removed af-
ter the perturbation and tokenization. However,
we find that this information is disentangled even
before the perturbation. To evaluate the semantic
tokens, we perform a special experiment to train
the BigVGAN using only semantic tokens as in-
put (original extracted representations, no pertur-
bations), instead of acoustic tokens. After con-
vergence, we find that the generated voices have
undetermined timbre characteristics. That is, the
timbre will change frequently and randomly along
the time axis within one sample, even cross-gender.
Therefore, with the additional perturbations, we
believe the timbre information is removed.

Choice of lr lr = 0.4 is a common choice in the
previous random resampling methods. For exam-
ple, Qian et al. (2020) adopts 0.304s as the mini-
mum segment length and 0.512s as the maximum
(this can be found in their code). This is also a rea-
sonable choice since, on average there are about 3.7
phonemes per second, in the annotated portion of
our datasets. That is, the average phoneme duration
is about 0.27 seconds, and the minimum segment
length in our setting is lr × rmin = 0.4× 0.5 = 0.2
seconds. However, experiments show that this
choice does not entail strong exclusivity, we be-
lieve any choice between 0.35-0.5 would work. For
a larger lr, the effect of rhythm disentanglement
will be degraded, resulting in a higher possibil-
ity that the generation inherits the rhythm of the
input speech sample during zero-shot inference.
For a smaller lr, convergence is much harder, and
the generation may contain phonemes that are not
present in the input speech during inference. This
may be because shrinking smaller segments causes
severe information loss, forcing the model to create
phonemes during generation.

Regarding AlignSTS For the claim in the Intro-
duction Section: the attention map of AlignSTS has
a chance to degrade when facing long sentences,
we provide an additional discussion. Ideally, the
attention weights should look monotonically. How-
ever, when encountering sentences with many syl-
lables or a rapid pace, the attention weights begin
to fragment and gradually become low-rank.

For comparison, we trained the proposed model
with the datasets listed in Table 1 combined with
two speech corpora. The baselines (including
AlignSTS) were retrained with NHSS and Pop-
BuTFy. In the testing stage, we use the English
subset of the dataset in Section 4.1 for a fair com-
parison, since the baselines are retrained with only
English datasets. We believe that the performance
reduction of AlignSTS has two reasons: 1) Indeed,
the test sets are different, in that the test samples
used by AlignSTS are generally shorter in length,
and the performance tends to drop significantly fac-
ing longer signals; 2) the results of MOS scores are
heavily influenced by subjective factors.

13
9831


