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Abstract

Intelligent task-oriented dialogue systems
(ToDs) are expected to continuously acquire
new knowledge, also known as Continual
Learning (CL), which is crucial to fit ever-
changing user needs. However, catastrophic
forgetting dramatically degrades the model
performance in face of a long streamed cur-
riculum. In this paper, we aim to overcome
the forgetting problem in ToDs and propose
a method (HESIT) with hyper-gradient-based
exemplar strategy, which samples influential
exemplars for periodic retraining. Instead of
unilaterally observing data or models, HESIT
adopts a profound exemplar selection strategy
that considers the general performance of the
trained model when selecting exemplars for
each task domain. Specifically, HESIT ana-
lyzes the training data influence by tracing their
hyper-gradient in the optimization process. Fur-
thermore, HESIT avoids estimating Hessian
to make it compatible for ToDs with a large
pre-trained model. Experimental results show
that HESIT effectively alleviates catastrophic
forgetting by exemplar selection, and achieves
state-of-the-art performance on the largest CL
benchmark of ToDs in terms of all metrics.

1 Introduction

Serving as a core technique of smart assistants,
task-oriented dialogue systems (ToDs) are expected
to continuously acquire new knowledge through
time regarding user needs (Madotto et al., 2020),
e.g., adding fresh slot-value pairs or handling dis-
similar tasks. This ability is also known as Contin-
ual Learning (CL) (Mundt et al., 2020), which has
recently attracted a surge of interest in NLP com-
munity (Biesialska et al., 2020), as well as other
machine learning techniques (Qu et al., 2021).

In this setting, the central problem of CL is catas-
trophic forgetting (Kirkpatrick et al., 2017), as the
data is streamed and the neural model inevitably
forgets previously learned knowledge when fitting

Figure 1: (a) Rehearsal-based CL in Task-oriented dia-
logue system. Exemplars Et are sampled from t-domain
training data for episodic rehearsal. (b) Exemplar se-
lection in terms of influence chain “Data (I) – Model
(II) – Performance (III)”. Our method penetrates into
the performance perspective.

new training data in the sequential order. Such a
phenomenon is particularly conspicuous in ToDs
tasks due to the obvious distributional shift between
task scenarios, e.g., setting an alarm clock and
booking a flight are completely irrelevant tasks.
As a result, it is challenging for a single model
that is learned from a unidirectional curriculum to
simultaneously handle multi-domain tasks.

To mitigate the problem of forgetting, existing
efforts (De Lange et al., 2021) follow the three
lines: (i) adding regularization terms to consoli-
date learned knowledge, (ii) developing dynamic
architectures for the task-specific domain, and
(iii) applying historical data rehearsal. Previous
works (Madotto et al., 2020) have demonstrated
that regularization methods gradually lose effec-
tiveness if faced with a long curriculum, and we
confirm this belief with a relative experiment. Dy-
namic architecture methods (e.g. adapter tuning)
are usually considered as an unfair baseline (Rusu
et al., 2016; Maltoni and Lomonaco, 2019; Mi et al.,
2020) due to multiple sets of parameters, and it re-
quires a further step during inference to determine
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the correct parameters resulting in high latency for
ToDs. Therefore, this work focuses on rehearsal
methods (Fig. 1 (a)) (Rolnick et al., 2019) that store
a small number of past samples (a.k.a. exemplars)
in episodic memory and replay them periodically,
which is simple but effective. Then we raise our
research question: which utterances are suitable to
be selected as rehearsal exemplars for ToDs?

Although statistic methods (e.g., reservoir algo-
rithm (Chaudhry et al., 2019)) conduce to select
better exemplars than random sampling, accord-
ing to the accredited influence chain “Data-Model-
Performance” (Sun et al., 2022), an exemplar se-
lection strategy should further consider the general
performance of models during testing. In other
words, we should select the exemplars that pos-
itively influence the performance of the trained
network on unseen data, as shown in Fig. 1 (b).

To explore the influence of training data from the
performance perspective, one pioneering work uses
the Influence Functions (IFs) based on the deriva-
tion chain rule (Koh and Liang, 2017) to quantify
the contribution of an individual training sample,
by observing its impact on the test loss when re-
moving it. Though IFs have shown effectiveness
in image classification tasks, this method requires
estimating the inverse Hessian matrix, leading to
high computing costs (Guo et al., 2020) and un-
stable results for large pre-trained models that are
widely used in ToDs. Furthermore, IFs only mea-
sure the contribution around the model parameters
at the final training epoch, which fails to trace the
data contribution in the dynamic optimization pro-
cess (Chen et al., 2021).

In this paper, we propose a rehearsal-based CL
method, named HESIT (Hyper-gradient-based Ex-
emplar Selection by Influence Tracing) to effec-
tively overcome the catastrophic forgetting in ToDs.
Specifically, instead of only focusing on the model
parameters of the final epoch, HESIT traces and
analyzes the hyper-gradient of training examples
in the complicated optimization process. More
importantly, its exemplar selection strategy roots
in model performance on unseen data to measure
the influence of these traced samples. In this way,
influential and representative exemplars can be de-
termined and stored, and then utilized to remind the
model of learned knowledge. Moreover, HESIT is
Hessian-free to avoid the instability when estimat-
ing Hessian matrix of a large pre-trained models,
which has been widely used in ToDs. Experimental

results demonstrate that HESIT achieves state-of-
the-art performance on the largest CL benchmark
of ToDs (Madotto et al., 2020) including 37 do-
main tasks in terms of all metrics. Furthermore,
comparative experiments show that the exemplar
selection in HESIT surpasses all other selection
strategies from other perspectives.

The main contributions of this paper can be sum-
marized as follows:

• We propose HESIT – a rehearsal-based CL
method with a novel exemplar selection strat-
egy that can effectively overcome catastrophic
forgetting in ToDs.

• HESIT dynamically traces the hyper-gradient
of candidate data in the training process and
selects exemplars in terms of data influence to
model performance.

• Compared with other influence function-
based methods, HESIT avoids estimating
the Hessian matrix without degrading effect,
which is compatible for ToDs with a large-
scale pre-trained model.

• Extensive experiments show that HESIT can
achieve state-of-the-art performance on the
largest CL benchmark of ToDs (37 domain
tasks).

2 Related Work

Continual learning. In the past few years, CL has
achieved remarkable progress in mitigating catas-
trophic forgetting (McCloskey and Cohen, 1989),
which can be classified into three categories: (1)
regularization-based methods (Kirkpatrick et al.,
2017; Serra et al., 2018; Huang et al., 2021; Qin
and Joty, 2022a; Qin et al., 2024), which focus on
regularizing the parameters corresponding to be in-
herited from the old tasks and penalizing the feature
drift. (2) architecture-based methods (Xu and Zhu,
2018; Li et al., 2019; Ermis et al., 2022; Qin et al.,
2023), which develop dynamic parameter isolation
or expansion during CL training, where each task
domain learns a specific architecture. (3) rehearsal-
based methods (Cui et al., 2019; Chaudhry et al.,
2019; Verwimp et al., 2021; Qin and Joty, 2022b),
which utilize a small replay buffer to retain a frac-
tion of learned training data and utilize them to
retain the task knowledge. One shortcoming of
architecture-based and rehearsal-based methods
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is that they require extra memory space for stor-
ing parameters and old data samples (De Lange
et al., 2021), while regularization-based methods
might be overwhelmed when handling many task
domains (Mai et al., 2022).
Continual learning in ToDs. Early work on CL
for ToDs was introduced by Lee (2017), where the
elastic weight consolidation (EWC) method was
utilized to alleviate catastrophic forgetting on 3
sequential domains. Wu et al. (2019) studied CL
for DST sub-task on the MultiWOZ dataset, where
several baselines have been compared. Mi et al.
(2020) combined data rehearsal and EWC on NLG
sub-task and expanded the learned knowledge to 13
task domains. Furthermore, Madotto et al. (2020)
developed a large benchmark for all INTENT, DST,
and NLG tasks, where mainstream CL methods
(e.g., L2, AGEM, and Adapter) were compared
on a total of 37 domains. However, it shows that
regularization-based methods lose effectiveness
when ToDs encounter dozens of tasks (Madotto
et al., 2020). Meanwhile, architecture-based meth-
ods require a further step to determine which set
of parameters to use (Wortsman et al., 2020), thus
blocking the real-time response from ToDs. In this
work, we focus on rehearsal-based CL methods as
it is simple and effective, with an acceptable cost
of extra memory.
Exemplar selection. To sample representative or
informative exemplars from a large dataset, reser-
voir sampling has been introduced in (Isele and
Cosgun, 2018; Chaudhry et al., 2019; Hu et al.,
2024) so that the data distribution in the buffer fol-
lows the data distribution that has already been
seen. Rebuffi et al. (2017) proposed a herding-
based strategy to maintain an online coreset. Simi-
larly, gradient-based methods have also been pro-
posed in (Broderick et al., 2013; Aljundi et al.,
2019) to maximize the variance in the buffer. For
ToDs with clear task boundaries, Mi et al. (2020)
defined representative exemplars as a small set of
utterances that fulfill a loss-based criterion on the
current domain. The above-mentioned methods
leverage models to choose high-quality data points,
but fail to provide an insightful perspective in terms
of model performance on unseen data.

3 Methodology

3.1 Background: End-to-end ToDs

We formulate task-oriented dialogue systems as a
sequence-to-sequence generation problem that gen-

erates both API-calls and system responses. The
API-call consists of the user intent and the cur-
rent dialogue state, which can be empty or the sys-
tem speech-act, to generate the system response.
Thanks to the recent advance in ToDs, all ground-
truth information at each turn is provided by exist-
ing annotated dialogue datasets. In this setting, the
data format of API-call C is shown as follows:

C(H) = I︸︷︷︸
Intent

(s1 = v1, . . . , sp = vp)︸ ︷︷ ︸
Slot-value pairs

, (1)

where H is the dialogue history, I denotes the user
intent, and (si, vi) stands for a slot-value pair from
dialogue state tracking.

ToDs can be typically decomposed into different
modules, including intent recognition (INTENT),
history state tracking (DST), and natural language
generation (NLG). In this paper, besides the sub-
modules, we define the end-to-end (E2E) manner
that directly generates the system response R:

H+ C(H)→ R (2)

where C(H) is often empty, and thus the model can
directly generate a response according to dialogue
history (H→ R). In addition, our method HESIT
can work for both E2E and modular ToDs. More
details are attached in Appendix B.

3.2 Rehearsal-based CL in ToDs
Given the training data D consisting of T ToDs
task domainsD = {D1 · · · DT }, continual learning
aims to train a neural model fθ on D in a sequence
of tasks. In each task t, new data Dt is used to
update model fθt−1 , while the updated model fθt
needs to perform well on all tasks so far. In general,
the crux of learning f is to overcome the catas-
trophic forgetting problem where learned knowl-
edge is continually overwritten by streamed data.

To suppress it, the rehearsal-based CL methods
construct a small size of memory bufferMt from
each task domain Dt. When training task t, the
data inM1:t−1 will be retrained together with Dt.
Accordingly, a specific training step of task t is
written as:

θ̂ = argmin
θ

1

N

∑

(xi,yi)∈Dtrn
t

ℓ((xi, yi), θ)

s.t. (xi, yi) ∈M1:t−1 ∪ Dtrn
t

(3)

where N is the total number of training data points
from T tasks, ℓ denotes the empirical loss and
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(xi, yi) is a training data point of task t. Consider-
ing the storage burden ofM, the retained samples,
called exemplars, should be informative or influen-
tial for Dtrn

t .

3.3 HESIT: Exemplar Selection

In this subsection, we present the details of the
exemplar selection strategy to find influential utter-
ances inMt, which also serves as the core tech-
nique in HESIT.

Intuitively, given a training sample zi :=
(xi, yi) ∈ Dtrn

t , we want to quantify its influence
on the validation loss L(Dval

t , θ̂) via the resulting
model θ̂. One possible way is to find out the loss
difference I(zi,Dval

t ) := L(Dval
t , θ̂z̄i)−L(Dval

t , θ̂)
where θ̂z̄i would be the resulting model if zi were
not present in Dtrn

t . For this purpose, we introduce
a weight variable ϵi and consider the new full-set
training loss:

Ltrn(θ) =
1

N

∑

(xi,yi)∈Dtrn
t

(ℓ((xi, yi), θ)+ϵiℓ(zi, θ)).

(4)
Now θ̂ and I(zi,Dval

t ) are taken as functions of ϵi
and I(zi,Dval

t ) can be approximated by the first
order Taylor expansion:

I(zi,Dval
t ) ≈ − 1

N

dL(Dval
t , θ̂)

dϵi
|ϵi=0

= − 1

N

∂L(Dval
t , θ̂)

∂θ̂

dθ̂

dϵi
|ϵi=0.

(5)

While ∂L(Dval
t ,θ̂)

∂θ̂
can be exactly calculated using

gradient back-propagation on the validation data,
computing∇i :=

dθ̂
dϵi

, which is also named hyper-
gradient (Bengio, 2000), is not straightforward be-
cause the parameter ϵi is involved in the entire
optimization process.

In gradient descent based optimization, for each
iteration step r, we have θr = θr−1− γgr−1 where
γ is the learning rate and gr−1 is the batch gradient.
Then∇i can be computed recursively as:

∇i,r = ∇i,r−1 − γ(Hr−1∇i,r−1 +
∂gr−1

∂ϵi
) (6)

where Hr−1 denotes the Hessian of the batch loss
with respect to θr−1. Most related works impose
some assumptions on the model to ensure that H is
invertible and attempt to approach the inverse Hes-
sian vector product by numerical methods (Koh and
Liang, 2017). However, the assumptions are too

Algorithm 1 Influential Example Tracing

Input: Traced example set Zt = {zi}Ii=1 of task t,
training dataset Dtrn

t , validation dataset Dval
t ,

batch size B, training dataset size N , total
iteration steps R, learning rate γ(t)

Output: Model θ̂, influence values I(Z,Dval
t )

1: Setup reproducible training environment
2: Train model with Dtrn

t and obtain θ̂

3: v ← ∂L(Dval
t ,θ̂)

∂θ̂
4: Reset training environment and retrain model

with Dtrn
t for second identical training

5: for i = 1 to I do
6: v∇i,0 ← 0
7: end for
8: for r = 1 to R do
9: if current batch contains zi then

10: v∇i,r ← γ(t)v∇i,r−1 − N
B vgi,r−1

11: else
12: v∇i,r ← γ(t)v∇i,r−1

13: end if
14: end for
15: for i = 1 to I do
16: I(zi,Dval

t )← − 1
N v∇i,R

17: end for

strong to be feasible in practice, and with increas-
ing model and dataset size, the numerical methods
are time-consuming and may lead to diverging re-
sults. Chen et al. (2021) propose a faster scheme by
discarding the Hessian computations, which have a
bounded error. Therefore, HESIT can recurrently
update the∇i,r through the optimization trajectory
with an acceptable time cost. We further design a
validation experiment in Section 5.3 to demonstrate
that such a manner can successfully estimate data
influence without the estimation of Hessian.

As illustrated in Algorithm 1, the influence
scores of training examples are computed via repro-
ducible retraining to reduce the space complexity.
In this way, the time complexity to trace hyper-
gradient is O(I ·R · ω), where ω is the time spent
in computing parameter gradient, but the space
complexity has been reduced to O(I). Finally, a
set of exemplars EK

t are picked out according to
the influence scores, with top-K strategy.

3.4 HESIT: Training Schedule

We present the training schedule of HESIT in Al-
gorithm 2, which integrates the exemplar selection
strategy and rehearsal-based CL into ToDs. Specifi-
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Algorithm 2 HESIT Training

Input: Sequential T -domain training data D =
{(Dtrn

1 ,Dval
1 ), . . . , (Dtrn

T ,Dval
T )}

Output: Parameter θT that handles T-domain
tasks

1: Initialize the model parameter θ0 and replay
bufferM0

2: for t = 1 to T do
3: Sample Zt ∼ Dtrn

t

4: Calculate I(Zt,Dval
t ) and θt−1 by Algo.1

5: Select EK
t ⊂ Zt by top

∥∥I(Zt,Dval
t )

∥∥
6: while not converge do
7: Update θt−1 using {Dtrn

t ∪Mt−1}
8: end while
9: Mt ← EK

t ∪Mt−1

10: end for

cally, for each domain t, we select EK
t from Dt us-

ing a hyper-gradient based strategy and feed them
into the replay bufferM. ThenM will be involved
in the subsequent training process for retraining the
neural model.

To further accelerate training, we adopt two sim-
plifications. Firstly, instead of tracing all training
examples, we sample and trace a subset Zt ≫ EK

t

from each Dtrn
t to reduce the cost. Secondly, trac-

ing is performed only in the first R iterations rather
than the entire training process, as the main ben-
efits of optimization have been obtained in these
iterations. In addition, the subsequent training (line
6-8) is depend on the size of domain t.

4 Experiment

4.1 Dataset

To evaluate the performance of our method, we
employ the largest CL benchmark of the ToDs
task developed in (Madotto et al., 2020). Specif-
ically, four ToD datasets are merged: TaskMas-
ter 2019 (TM19) (Byrne et al., 2019), TaskMas-
ter 2020 (TM20) (Byrne et al., 2019), Schema
Guided Dialogue (SGD) (Lin et al., 2021), and
MultiWoZ (Budzianowski et al., 2018). Conse-
quently, a curriculum of 37 domains is to be learned
continuously in ToDs, where three modules (IN-
TENT, DST, and NLG) are well annotated after
pre-processing. We consider two settings which
are Modularized setting that learns three modules
separately, and E2E setting that learns these mod-
ules in a unified manner, as illustrated in 3.1.

In addition, we summarize the main statistics

and detailed sample numbers for each domain in
Appendix D. It is noted that the amount of exam-
ples is highly imbalanced across different domains,
which ranges from a few hundred to more than 36k.
This distribution is more proximate to reality, as
some task domains lack training data in practice.

4.2 Evaluation Metrics
Based on three modules, we employ the follow-
ing well-defined metrics to evaluate system perfor-
mance:

• INTENT recognition is directly measured in
terms of accuracy between the predicted intent
and ground-truth intent.

• DST is evaluated by Joint Goal Accuracy
(JGA) (Wu et al., 2019) over the ground-truth
dialogue.

• NLG is evaluated by two metrics: 1) BLEU
score (Papineni et al., 2002) which is calcu-
lated by the distance between generated re-
sponse and reference sentence, and 2) slot
error rate (EER) (Wen et al., 2015) which is
computed as the ratio between the total num-
ber of slots and the values not appearing in
the response.

For all metrics except EER, a higher value denotes
better performance. In addition, same as (Kale and
Rastogi, 2020), we do not calculate EER count
for the SGD dataset, since some slots of the SGD
dataset have only binary values, e.g., yes or no,
which is unfair to calculate average with others.

4.3 Baselines
In order to compare the effects of different CL
methods, we investigate both regularization-based
and rehearsal-based baselines in the ToDs bench-
mark. Architecture-based methods are excluded as
they require a further decision step to determine
the agnostic domain of the test set, resulting in a
slow system response.
Regularization baseline. We consider two kinds
of regularization terms to constrain the model pa-
rameter update, which is identity function (L2)
and Fisher information matrix (EWC) proposed in
Kirkpatrick et al. (2017).
Rehearsal baseline. We first employ 2 kinds of
mainstream rehearsal-based CL methods, which
are A-GEM (Chaudhry et al., 2018), and
LAMOL (Sun et al., 2019). Since our contri-
bution focuses on exemplar selection, we further
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reproduce 4 coreset selection strategies in the
ToDs benchmark, where 2 baselines are from data-
perspective: (1) Random denotes that exemplars
are randomly sampled from the train set, and (2)
UNIFORM denotes that we uniformly select exem-
plars to ensure all user intents would be contained
in the buffer. Meanwhile, the other two baselines
are from the model perspective: (3) GSS (Aljundi
et al., 2019) selects the examples that maximize
the gradient variance in the replay buffer. (4)
ARPER (Mi et al., 2020) selects exemplars from
the training set that obtains minimum loss-based
criterion. (1)∼(4) share the same training schedule
with the proposed HESIT but they adopt different
exemplar selection strategies respectively.

Additionally, we attach a lower-bound baseline,
called VANILLA, which is trained on each task
continuously without any anti-forgetting mecha-
nism. We also provide the MULTI baseline which
trains models with all data in an integrated curricu-
lum simultaneously, which is widely viewed as the
upper bound of CL methods.

4.4 Experimental Setup

For all experiments, we leverage the pre-trained
GPT-2 (Radford et al., 2019) as the ToDs backbone.
Each domain is trained for 10 epochs with early
stopping over the validation set. The learning rate
is set as 0.001 with a warm-up schedule. In L2
and EWC, the regularization weight is set as 0.001.
Considering the buffer memory, all data replay-
based methods sample 50 exemplars for each task
domain. In HESIT, the Zt is set as 1000 for each
domain, and the interested training examples are
traced for the first 5 epochs. Task order in the cur-
riculum usually has a slight impact on the final per-
formance. To avoid contingency, all experiments
are repeated three times and report the average re-
sults.

5 Result and Analysis

5.1 Main Comparison Results

E2E setting. We report the main E2E results on
the full test set in Table 1, where all metrics are
evaluated at the end of the curriculum (37 task do-
mains). We observe that regularization baselines
(L2 and EWC) can not alleviate catastrophic forget-
ting well, and even achieve worse performance than
VANILLA in terms of most metrics. The learning
curve of EWC is visualized in Fig. 4. The reason
is that the regularization item gradually constrains

Method Mem. INTENT DST NLG
Accuracy ↑ JGA ↑ EER↓ BLEU↑

VANILLA ∅ 2.65 9.33 50.91 4.49
Regularization-based methods

L2 ∅ 2.33 6.85 56.42 5.08
EWC ∅ 2.46 8.98 52.61 4.70

Rehearsal-based methods
A-GEM t|M| 31.02 11.23 60.98 4.53
LAMOL ∅ 2.68 9.42 66.31 3.82

Data-perspective
RANDOM t|M| 78.22 29.47 19.36 16.92
UNIFORM t|M| 80.67 28.94 19.63 17.84

Model-perspective
GSS t|M| 81.42 30.33 17.48 17.97

ARPER t|M| 77.60 27.82 20.52 16.44
Performance-perspective (ours)

HESIT t|M| 83.46 31.22 16.78 18.25

MULTI - 95.45 48.90 12.56 23.61

Table 1: E2E results on the test set in terms of INTENT
accuracy, JGA, EER, and BLEU. “Mem.” denotes the
memory size of the buffer, where t = 37 and |M| = 50.

Method Mem.
INTENT DST NLG

Accuracy ↑ JGA ↑ EER↓ BLEU↑
VANILLA ∅ 3.06 10.28 18.09 10.42

Regularization-based methods
L2 ∅ 3.59 9.94 18.16 11.13

EWC ∅ 3.72 10.06 18.12 11.70
Rehearsal-based methods

A-GEM t|M| 10.57 9.86 36.22 6.40
LAMOL ∅ 2.72 9.44 35.83 4.43

Data-perspective
RANDOM t|M| 79.92 39.54 5.82 21.33
UNIFORM t|M| 81.10 39.92 5.42 21.17

Model-perspective
GSS t|M| 81.36 39.80 5.17 21.62

ARPER t|M| 79.63 39.21 6.08 21.12
Performance-perspective (ours)

HESIT t|M| 82.71 40.04 5.11 21.48

MULTI - 87.50 50.03 3.42 26.15

Table 2: Modularized results on the test set in terms of
INTENT accuracy, JGA, EER, and BLEU.

the optimization space of the neural model, mak-
ing it difficult to handle subsequent tasks in a long
curriculum. Similarly, due to clear task boundaries
of ToDs, A-GEM and LAMOL baselines also lose
effectiveness as their learning schedules depend
on correlations across different domains. In this
case, regardless of the selection strategy, storing
some raw data and retraining the model periodi-
cally can obtain remarkable performance gain. As
a performance-based selection strategy, our pro-
posed HESIT performs significantly better than the
RANDOM baseline, which respectively achieves
6.70%, 5.94%, 13.33%, and 7.86% relative im-
provement in terms of INTENT accuracy, JGA,
EER, and BLEU. In addition, compared with the
model perspective GSS baseline, HESIT respec-
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Figure 2: Learning curve for INTENT accuracy in E2E
setting. Each test point is evaluated on the already
learned task in the curriculum.

tively achieves 2.04%, 2.93%, 4.0%, and 1.48%
relative improvement.
Modularized setting. We summarize modularized
results in Table 2 that INTENT, DST, and NLG
modules are evaluated separately. Compared with
the E2E setting, we observe some result fluctua-
tions in different evaluation metrics. On the one
hand, each neural model focuses on a single mod-
ule leading to performance gains. Especially in the
NLG sub-task, the modularized model surpasses
the E2E model by a large margin, where the EER of
MULTI reduces nearly fourfold (12.56%→3.42%).
On the other hand, the modularized model ignores
the relevance of each sub-task, resulting in perfor-
mance degradation according to INTENT accuracy
(95.45%→87.50%). Regardless of E2E or modu-
larized settings, HESIT shows superiority in allevi-
ating catastrophic forgetting in most metrics.
Forgetting curve. We visualize the learning curve
of INTENT accuracy in the 37-domain curricu-
lum to observe how HESIT overcomes catastrophic
forgetting. To avoid the overlapping of the chart,
partial baselines are selected for comparison and
shown in Fig. 2. It is worth noting that we fix the
task order in the curriculum, and each test point on
the x-axis evaluates the model performance on the
test set of learned tasks.

From the forgetting curve, we observe that 1)
Catastrophic forgetting happened in the VANILLA
baseline, and the model performance obviously de-
grades over time. 2) EWC, A-GEM, and LAMOL
can alleviate catastrophic forgetting in the first few
tasks, but gradually fail to handle learned tasks with
an increase in task amounts. In addition, LAMOL
achieves outstanding accuracy at the beginning of
the curriculum and performs better than HESIT. 3)

Method # Er.
INTENT DST NLG

Accuracy ↑ JGA ↑ EER↓ BLEU↑
VANILLA - 2.65 9.33 50.91 4.49

Data-perspective

UNIFORM

20 65.15 24.08 23.31 16.47
30 72.22 25.98 22.01 17.19
40 77.56 27.80 19.36 17.44
50 80.67 28.94 19.63 17.84

Model-perspective

GSS

20 66.78 23.85 18.99 17.04
30 74.32 26.68 21.02 17.55
40 78.09 29.76 18.61 17.70
50 81.42 30.33 17.48 17.97

Performance-perspective

HESIT

20 70.32 24.97 19.94 16.81
30 72.85 27.85 18.40 17.45
40 80.01 30.29 18.52 17.93
50 83.46 31.22 16.78 18.25

Table 3: E2E results using different exemplar selection
strategies. “# Er.” denotes the amount of exemplars for
each task domain.

For HESIT, there are some fluctuations in perfor-
mance, but then stabilize at a high performance in
terms of accuracy.

5.2 Analysis for Exemplar Selection
Amount of exemplar. Using different selection
strategies, we vary the size of the memory buffer
containing [20,30,40,50] exemplars for each do-
main. The results are shown in Table 3. We ob-
serve that 20 exemplars can significantly alleviate
cartographic forgetting, benefiting all metrics com-
pared with the VANILLA baseline. As the buffer
size increases, all systems achieve better perfor-
mance including each ToDs module. Specifically,
GSS achieves the best NLG performance when the
exemplar amount is 20. In other cases, HESIT per-
forms the best regardless of the exemplar amount,
demonstrating its superiority over the performance
perspective methods.
Case study. As each training sample is assessed
using the Algo. 1’s Influence Functions to evaluate
the impact of unseen data, we conduct a case study
on several detrimental examples with low influence
scores to examine how HESIT eliminates these
negative examples. To this end, we simultaneously
trace 1k training points of each domain and ran-
domly sample some low-score examples in Table 4.
The first two examples adhere to the format of API-
call, and the third example is a system response. In
the first two cases, the HESIT successfully iden-
tifies the incorrect train_inform() intent and the
missing value-slot pairs with extremely negative
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ID Domain Module Type Utterance Score

1 Train INTENT H→ C(H)
USER: "Yes, I would like a taxi to the Town Centre. From the train station."
API: "taxi_inform() train_inform() [eos]" −0.64

2 Taxi INTENT
& DST H→ C(H)

USER: "I need the phone number and location of the nearest Red Lobster in the downtown Cambridge area?"
API: "taxi_request(phone="?") [eos]” −0.77

3 Hotel NLG H→R
USER: "Yes, I am attending a physician’s conference and need to locate a room for tonight. API-OUT:"
SYSTEM: "Do you have an area or price preference? [eos]" −0.30

Table 4: Detrimental examples with low score influences selected by HESIT from the Multi-WoZ dataset. Scores of
traced examples are re-normalized to [-1,1].

scores. The third case is likewise eliminated by the
HESIT with a negative score because the model is
confused by the empty API-OUT from the history.

5.3 Effect of HESIT

In this part, we conduct experiments to demonstrate
that HESIT can successfully measure the training
data influence without estimating Hessian. To this
end, we construct two Hessian-involved IFs base-
lines Conjugate gradients (CG) and Stochastic
estimation (LISSA) (Agarwal et al., 2017) and
one Hessian-free Hydra (Chen et al., 2021) for
comparison. As the Hessian of a large pre-trained
model is likely irreversible, we further employ a
CNN backbone and CIFAR-10 dataset (Krizhevsky
et al., 2009) to evaluate both computation time and
performance. The details of the dataset, model and
baselines are attached in Appendix E.

We vary the amount of training and validation
data and report the time spent in influence anal-
ysis in Table 5. “Hes.” indicates whether the
method needs to estimate the Hessian of the model.
“Max_Iter.” denotes CG iteration in (Martens et al.,
2010), and is set according to T. In LISSA, “depth”
and “repeat” are two hyper-parameters that influ-
ence the computation time, and generally, their
products should be equal to T. By comparing the
baselines and HESIT on (T, V) training-validation
dataset pairs of varying sizes, we find that HESIT,
Hydra and LISSA require comparable calculation
time, whereas baseline CG is significantly slower.

(a) LISSA (b) HESIT
0.0

1.0

0.2

0.4

0.6

0.8

Figure 3: Inter-class and Intra-class (diagonal elements)
contributions for CIFAR-10 dataset, which are measured
by (a) LISSA and (b) HESIT.

Method Hes. # (T, V) Setting Time
(Sec.)

CG ✓

(102, 10)
Max_Iter. = T

23.1
(103, 102) 665.8
(104, 103) -

LISSA ✓

(102, 10) Depth = T / 10
Repeat = 10

3.6
(103, 102) 13.2
(104, 103) 136.7

Hydra ✗

(102, 10)
Trace_ID = T

2.4
(103, 102) 6.9
(104, 103) 161.1

HESIT ✗

(102, 10)
Trace_ID = T

2.2
(103, 102) 6.3
(104, 103) 132.9

Table 5: Computation time for data analysis methods. #
(T, V) denotes that measure the influence of T training
data to the performance on V validation data. The
computing devices are AMD-EPYC 7763 (CPU) and
NVIDIA A100 (GPU).

To further demonstrate that HESIT can still prop-
erly qualify data contribution even without estimat-
ing inverse Hessian, we then visualize the inter-
class and intra-class contributions in Fig 3, where
diagonal elements denote the contribution of the
intra-class training data to the test class. It is ob-
served that without estimating inverse Hessian,
HESIT can still successfully measure the intra-
class data influence by hyper-gradient tracing. In
addition, it is observed that compared with LISSA,
HESIT provides a higher estimation of intra-class
contribution due to iteratively tracing.

6 Conclusion

In this paper, we propose HESIT to address the
catastrophic forgetting in ToDs. It selects exem-
plar for rehearsal-based CL methods that examines
training examples in each domain from a perfor-
mance perspective. Furthermore, HESIT tracks the
hyper-gradient of training examples in an optimiza-
tion method that is Hessian-free and compatible
with large pre-trained models. Experiments show
that HESIT effectively overcomes catastrophic for-
getting and delivers state-of-the-art performance
on the largest ToDs benchmark for CL.
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Limitations

When selecting exemplars for the current domain,
HESIT only evaluates the performance on the self-
domain validation set. However, we suggest that
cross-domain influences should be taken into ac-
count, which means that the validation set of the
later domain in the curriculum might be utilised to
examine the picked example of the earlier domain.
We would leave it as future work. In addition, we
can only compare our model to the state-of-the-art
work on ToDs from 2020, as there has been lit-
tle work on ToDs employing CL in recent years
compared to the extensive explorations of CL in
computer vision, especially classification task.

Ethical Consideration

In developing and evaluating HESIT, our hyper-
gradient-based exemplar strategy for Intelligent
task-oriented dialogue systems (ToDs), we con-
sidered a number of significant ethical implications
to ensure that our research conforms to generally
accepted standards for the development of respon-
sible AI.

Privacy and Data Security: While HESIT re-
quires the selection of exemplars from the training
data, we are mindful of user privacy and data secu-
rity. The data used for training and testing HESIT
are either publicly accessible or anonymized and
used with the proper permissions, ensuring that
no personally identifiable user information is ex-
ploited.

Bias and Fairness: Despite the optimistic re-
sults demonstrated by HESIT, it is essential to
recognise the inherent possibility of bias in any
AI system. We have attempted to mitigate this risk
by assuring a diverse and representative training
dataset, thereby preventing the model from favour-
ing certain task domains disproportionately over
others. Future work will include continued eval-
uations of potential biases with the objective of
developing additional bias mitigation strategies.

Transparency and Accountability: The per-
formance of HESIT is primarily dependent on the
exemplars chosen from each task domain. This
strategy is effective in terms of model performance,
but if not managed carefully, it could contribute to
a lack of transparency. We intend to maintain de-
tailed documentation regarding the exemplar selec-
tion procedure and to make our algorithms, meth-
ods, and results accessible and interpretable to both
practitioners and users.

Impact on Employment: The development of
ToDs with the capacity for continuous learning may
raise concerns regarding potential employment dis-
placement. While our research contributes to the
advancement of AI, it is not intended to supplant
humans but rather to enhance their capabilities and
productivity. To ensure a responsible transition to
this technology, we encourage ongoing discussions
regarding this issue.

Potential Misuse: As with all AI technologies,
there is the potential for misuse with our method.
If HESIT is used with nefarious intent or if the
model is fed inappropriate data, there is a risk of
abuse. We strongly advise establishing appropriate
precautions and usage policies.

Long-term effects: We recognise that the long-
term effects of HESIT and analogous technologies
are indeterminate and require constant monitoring.
As researchers, we are committed to continuous
monitoring of our technology, its applications, and
their societal implications.

In conclusion, we believe that the advantages
of developing Continual Learning systems such
as HESIT must be weighed against these ethical
considerations. As a result, we do not perceive this
work as a destination, but rather as a stepping stone
on the path towards responsible and beneficial AI.
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Figure 4: Example of input-out pairs, for the four set-
tings, INTENT, DST, NLG and end-to-end (E2E).

A Large Language Model and ToDs

Large Language Models (LLMs) have emerged as
an epistemic beacon in the field of natural language
processing (NLP), endowing text-based tasks with
substantial performance gains including ToDs (Bae
et al., 2022). Furthermore, a foundation model with
multiple adapters seems to be potential solution for
overcoming catastrophic forgetting. However, this
combination can not fit continual learning in ToDs,
especially with increasing task domains. Firstly,
the task domain of inference data is agnostic that
requires a extra procedure to determine which of
adapter should be activated for inference. Secondly,
no matter what procedure is utilized, all of 37 com-
binations need to be traversed once, resulting in
unacceptable delay for ToDs. Therefore, instead of
using LLMs with adapter, we utilize single model
to adapt to all domains.

B Examples of E2E ToDs

We first give an example to elaborate INTENT,
DST, NLG, and E2E. As shown in Fig 4, the grey
box denotes the API-call C(H) process, where the
user intents (INTENT) and slot-value pairs (DST)
are both predicted according to dialogue history H.
Then the system will generate a response (NLG)
based on both H and C(H): H + C(H) → R.
In addition, when C(H) is empty, the system can
directly generate responses based on history: H→
R.

C Methodology Supplement

For each task domain, Let Dt consists of training
set Dtrn

t , validation set Dval
t , and test set Dtst

t . As-
sume Dtrn

t contains N training-points which is de-
fined as zi = (xi, yi). Our goal is to pick out those
influential zis that benefit model performance on
unseen test-point z′ ∈ Dval

t , as Dtst
t is unavailable

during training. Leveraging derivation chain rule,

the IFs (Koh and Liang, 2017) define the influence
of z on z′ as:

I(z, z′) = −∇θℓ(z
′, θ̂)TH−1

θ̂
∇θℓ(z, θ̂) (7)

where Hθ̂ = ∇2
θℓ(z, θ̂) is the Hessian and is posi-

tive definite (PD) by assumption. In practice, Hθ̂
can not be materialized in memory, let alone be
inverted by standard linear algebra.

Mainstream methods employ LISSA (Agarwal
et al., 2017), which only samples a single point
per iteration as an estimator of inverse Hessian.
Compared with the standard transformation of ma-
trix inversion (Martens et al., 2010), LISSA shows
significant speedups in the following iteration r:

H−1
r v = v + (1−H)H−1

r−1v (8)

where H is approximated on random batch and
v = ∇θℓ(z

′, θ̂) is a gradient. However, this method
faces two drawbacks. Firstly, only the final param-
eters are utilized to calculate the gradient, while
the data influence is involved in a dynamic opti-
mization process. Secondly, Hessian might not be
positive definite for a large pre-trained model, and
the estimation is not accurate enough. In practice,
we found that using LISSA to estimate the inverse
Hessian of GPT-2 is unstable and time-consuming.

To address the above defects, TracIn (Pruthi
et al., 2020) traces the changes in the loss across all
gradient steps, and avoids the estimation of inverse
Hessian by the following definition:

ITracIn(z, z
′) =

1

C

C∑

i=1

γi ∇θiℓ(z, θ̂i) · ∇θiℓ(z
′, θ̂i)

(9)
where C is the number of the checkpoints during
training. Despite considering the optimization pro-
cess, the computing complexity is C times slower
than that of using exact gradient similarity and, as
discussed in (Pruthi et al., 2020), care needs to be
taken in selecting checkpoints. Another practical
obstacle of TracIn in CL settings is that only sev-
eral epochs are trained for each domain, resulting
in insufficient C for influence analysis.

D Dataset Statistics

The main dataset statistics are shown in Table 6.
It contains 37 domains, 280 types of intents, and
more than 31K training dialogues. The detailed
example amounts of modules as well as training,
validation, and test set are illustrated in Table 7.
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Name Train Valid Test Dom. Intents Turns

TM19 4,403 551 553 6 112 19.97
TM20 13,839 1,731 1,734 7 128 16.92

MWoZ 7,906 1,000 1,000 5 15 13.93
SGD 5,278 761 1,531 19 43 14.71

Total 31,426 4,043 4,818 37 280 16.23

Table 6: Main datasets statistics.

Due to a serious imbalance of task domain, we
observe that some CL methods (e.g., EWC) are
vulnerable to the task order in the curriculum. If
the model first learns on a small domain, then the
regularization item would influence the subsequent
learning on large domains. Meanwhile, we found
the data replay methods are more insensitive to task
order, as the data amount of each domain stored
for retraining is equal. In addition, we have also at-
tempted to sample different amounts of exemplars
according to the size of the domain. However, it
achieves similar results compared with sampling
an equal amount of exemplars for each domain.

E Experimental Details

E.1 CIFAR-10 Dataset
The CIFAR-10 dataset (Krizhevsky et al., 2009)
consists of 60000 32x32 color images in 10 classes,
which can be split into 50000 training images and
10000 test images. There are 10 different classes in
the CIFAR-10 dataset, including cars, birds, cats,
deer, dogs, frogs, horses, ships, and trucks. Each
class contains 6000 images.

E.2 CNN backbone
We employ a simple convolutional neural network,
including 2×2D CNN layers with pooling layers,
then a ReLU activation function and 2× linear layer
are added to predict the labels.

In order to obtain Fig. 3, the CNN network is
trained by an SGD optimizer with a momentum
of 0.9. The learning rate is 1 × e−3 and 50 train-
ing epochs are repeated. Then we calculate the
contribution of training data to test data regarding
different categories.
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Domains DST & INTENT NLG End-to-End
Train Dev Test Train Dev Test Train Dev Test

TM19 movie 4733 584 500 3010 366 341 12766 1632 1481
TM19 auto 3897 448 522 2128 223 283 10918 1248 1443

TM19 restaurant 4434 568 561 2582 330 333 12862 1669 1630
TM19 pizza 2883 381 359 1326 171 171 8720 1145 1083
TM19 uber 4378 535 525 2418 290 278 11331 1362 1361

TM19 coffee 2591 302 335 1381 151 184 7429 894 936
TM20 flight 15868 1974 1940 10148 1272 1245 36778 4579 4569

TM20 food-ordering 3404 411 431 2394 277 287 7838 941 986
TM20 hotel 15029 1908 1960 6590 842 869 35022 4400 4532

TM20 music 5917 764 769 4196 537 523 13723 1773 1787
TM20 restaurant 13738 1761 1691 8356 1063 994 34560 4398 4297

TM20 sport 13072 1668 1654 12044 1553 1542 29391 3765 3723
TM20 movie 13221 1703 1567 9406 1203 1093 32423 4158 3881
MWOZ taxi 1239 234 194 402 71 56 2478 468 388

MWOZ train 1452 158 160 563 63 59 2905 316 320
MWOZ restaurant 5227 243 281 3333 141 177 10461 486 563

MWOZ hotel 2798 289 385 1924 194 258 5602 579 771
MWOZ attraction 484 43 42 295 27 26 975 86 85

sgd restaurants 2686 278 616 1720 166 386 5756 606 1354
sgd media 1411 230 458 988 167 324 3114 502 1005
sgd events 4881 598 989 3241 389 590 10555 1317 2197
sgd music 1892 275 556 1506 224 464 4040 597 1215

sgd movies 1665 181 52 996 114 44 3760 420 126
sgd flights 4766 1041 1756 2571 627 982 10429 2244 3833

sgd ridesharing 652 85 187 377 48 107 1448 188 418
sgd rentalcars 1510 250 469 865 153 280 3277 538 1009

sgd buses 1862 331 653 1102 218 412 4050 709 1393
sgd hotels 3237 394 948 1997 243 597 6983 858 2053

sgd services 3328 360 926 2225 230 611 7262 803 2016
sgd homes 2098 170 533 1312 96 338 4519 394 1158
sgd banks 1188 139 293 723 84 181 2599 319 667

sgd calendar 592 115 236 397 65 133 1313 246 501
sgd alarm 212 34 91 221 30 74 580 82 198

sgd weather 196 32 80 123 23 59 433 70 169
sgd travel 186 23 48 121 14 30 420 53 106

sgd payment 227 21 51 143 14 32 497 44 113
sgd trains 300 73 128 149 43 66 668 158 274

Total 147254 18604 22946 93273 11722 14429 347885 44047 53641

Table 7: Detained data amounts for each domian and module
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