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Abstract

The rapid development of Large Language
Models (LLMs) has led to their increasing uti-
lization in Chinese K-12 education. Despite
the growing integration of LLMs and educa-
tion, the absence of a dedicated benchmark for
evaluating LLMs within this domain presents a
pressing concern. Consequently, there is an ur-
gent need for a comprehensive natural language
processing benchmark to precisely assess the
capabilities of various LLMs in Chinese K-12
education. In response, we introduce E-EVAL,
the first comprehensive evaluation benchmark
specifically tailored for Chinese K-12 educa-
tion. E-EVAL comprises 4,351 multiple-choice
questions spanning primary, middle, and high
school levels, covering a diverse array of sub-
jects. Through meticulous evaluation, we find
that Chinese-dominant models often outper-
form English-dominant ones, with many ex-
ceeding GPT 4.0. However, most struggle with
complex subjects like mathematics. Addition-
ally, our analysis indicates that most Chinese-
dominant LLMs do not achieve higher scores at
the primary school level compared to the mid-
dle school level, highlighting the nuanced re-
lationship between proficiency in higher-order
and lower-order knowledge domains. Further-
more, experimental results highlight the ef-
fectiveness of the Chain of Thought (CoT)
technique in scientific subjects and Few-shot
prompting in liberal arts. Through E-EVAL,
we aim to conduct a rigorous analysis delin-
eating the strengths and limitations of LLMs
in educational applications, thereby contribut-
ing significantly to the advancement of Chinese
K-12 education and LLMs.12

1 Introduction

Large Language Models have made significant ad-
vancements in the field of natural language pro-
cessing and artificial intelligence. The evaluation

∗Equal Contribution.
†Corresponding author.

of the knowledge and reasoning capabilities em-
bedded in these models has become progressively
more difficult, leading to the development of mul-
tiple testing benchmarks. Novel benchmarks such
as MMLU (Hendrycks et al., 2021), BIG-bench
(Srivastava et al., 2022), and HELM (Liang et al.,
2022) span multiple domains and tasks, encompass-
ing real-world examinations and textbook knowl-
edge. These benchmarks evaluate not only lan-
guage comprehension but also the models’ ability
in common sense reasoning, mathematical reason-
ing, and code generation. Concurrently, with the
rapid development of Chinese LLMs, an increas-
ing number of Chinese benchmarks have begun
to surface. MMCU (Zeng, 2023) focuses on pro-
fessional domains, AGIEval (Zhong et al., 2023)
targets China’s standardized tests, C-EVAL (Huang
et al., 2023) encompasses knowledge from middle
school to professional fields, CMMLU (Li et al.,
2023) concentrates on Chinese culture and CMB
(Wang et al., 2023) focuses on the field of Chinese
medicine. While these benchmarks primarily focus
on the models’ advanced ability, certain specific
fields and topics crucial to the models might not
receive adequate attention. Currently, there is no
comprehensive assessment benchmark in Chinese
K-12 education that is important for assessing and
analyzing the specifics of LLMs’ learning of hu-
man knowledge at all stages.

In this paper, we introduce E-EVAL, the first
comprehensive evaluation suite focusing on Chi-
nese K-12, aimed at evaluating basic models’
knowledge and reasoning ability within the con-
text of K-12. E-EVAL comprises 4,351 multiple-
choice questions across primary, middle, and high
school stages, as depicted in Figure 1 covering
23 subjects including Primary School Chinese, Pri-
mary School Mathematics, Primary School English,
Primary School Science, Primary School Ethics,
Middle School Chinese, Middle School Mathemat-
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Figure 1: Overview diagram of the E-EVAL benchmark.

ics, Middle School English, Middle School Physics,
Middle School Chemistry, Middle School Biology,
Middle School Politics, Middle School History,
Middle School Geography, High School Chinese,
High School Mathematics, High School English,
High School Physics, High School Chemistry, High
School Biology, High School Politics, High School
History, High School Geography. We further cat-
egorize the questions into two types: arts and sci-
ence, with science encompassing disciplines like
Mathematics, Physics, Chemistry, and arts includ-
ing Chinese, English, History, etc., noting that the
difficulty of arts subjects is generally lower than
that of science.

Our evaluation of multiple open-source and com-
mercial models on E-EVAL reveals that Chinese-
dominant models outperform English-dominant
ones in Chinese K-12 performance, with several
models even surpassing GPT 4.0. However, per-
formance in complex subjects like Mathematics
remains subpar. Additionally, we observed that
almost all advanced Chinese models struggle to
achieve higher performance at lower educational
levels compared to higher ones. This underscores
the need for improvement in LLMs within the Chi-
nese K-12 educational domain and highlights the
potential value of E-EVAL as an important evalua-
tion suite.

1https://github.com/AI-EDU-LAB/E-EVAL

2 The E-EVAL Evaluation Benchmark

2.1 Design Principle

E-EVAL is a meticulously crafted benchmark de-
signed to evaluate the performance of LLMs within
the diverse educational environments of Chinese K-
12 education. It encompasses a comprehensive cov-
erage of various subjects, categorizing them into
arts and science to provide an all-encompassing
evaluation across all educational stages. Overall
statistics of E-EVAL are presented in Table 1, with
detailed subject-wise data in Appendix Table 5.

The benchmark employs a multiple-choice ques-
tion format, akin to (Hendrycks et al., 2021), of-
fering a clear and effective method for evaluating
the precision and reasoning ability of LLMs. The
questions, carefully selected and primarily sourced
from homework and local small-scale exams, re-
flect the real educational setting while maintaining
content originality and regional specificity. Special
attention has been paid to the manual collection
and fine processing of data, especially for subjects
involving complex equations, to ensure high data
integrity.

E-EVAL deliberately avoids using questions
from national exams like the Gaokao to minimize
the risk of data contamination, instead opting for
mock tests and specific high school online exams.
The choice to use PDF and Word documents as
primary sources of information, rather than plain
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text or structured questions, further reduces the risk
of data leakage. E-EVAL is extracted from thou-
sands of test papers from different regions, schools,
grades and subjects. This benchmark is particularly
aimed at aiding developers in rapidly understanding
and enhancing the capability of Large Language
Models in processing subject-specific knowledge
and content with cultural uniqueness in the context
of Chinese education. Thus, E-EVAL is a compre-
hensive, effective, and culturally benchmark.

2.2 Data Collection

Subjects: E-EVAL encompasses a range of sub-
jects pivotal to Chinese K-12 education, covering
key disciplines at primary, middle, and high school
levels to cater to the educational needs of different
age groups. This comprehensive coverage ensures
E-EVAL’s high applicability and representativeness
across various educational stages. For better orga-
nization of these subjects, they have been divided
into two main categories: arts and science, to more
aptly reflect the nature and characteristics of each
discipline. In the arts category, subjects that study
unique aspects of human society, such as politics,
economics, and culture, are included. These sub-
jects not only focus on the transmission of knowl-
edge but also emphasize the cultivation of thinking
ability and humanistic literacy. This category en-
compasses subjects like Chinese, English, Politics,
History, and Geography, covering the fields of so-
cial science and humanity. On the other hand, the
science category includes natural science, applied
science, and mathematical logic, emphasizing the
cultivation of scientific methods and experimental
skills, as well as understanding of the natural world
and technological domains. This category covers
subjects such as Mathematics, Physics, Chemistry,
and Biology, encompassing the STEM (Science,
Technology, Engineering, and Mathematics) fields.
In total, E-EVAL covers 23 different subjects, as
illustrated in Figure 1.
Sources: Our data primarily come from free, re-
gional homework, practice questions, and mock ex-
ams available on the internet3. These are typically
provided by schools, educational institutions, or
teachers to assist students in consolidating knowl-
edge. Unlike public exams like the Gaokao or
Zhongkao, these local homework and practice ques-
tions tend not to circulate widely, thereby posing

2https://huggingface.co/datasets/
E-EVAL/E-EVAL

a lower risk of contamination. This choice of data
source ensures better originality and quality of data,
enhancing the credibility of the assessment. More-
over, these regional questions better reflect the
real educational environment and academic require-
ments, as they are closer to what students encounter
in their daily learning.

subject #Subject #Question

In terms of difficulty
High School 9 2225
Middle School 9 1589
Primary School 5 537

In terms of arts/science
Arts 13 2699
Science 10 1652

In terms of split
Dev 23 115
Valid 23 424
Test 23 3812

Total 23 4351

Table 1: Statistics of E-EVAL.

Processing: The collected data are in various for-
mats, primarily PDFs and Microsoft Word docu-
ments. For arts subjects like Chinese and English,
we employ scripts to automatically parse PDF and
Word documents for structured data. However, for
science subjects with complex formulas, manual
parsing is necessary, converting formulas into stan-
dard LaTeX format. Most of the collected ques-
tions follow a format of one question with four
options, and questions with fewer than four options
are discarded. For questions with more than four
options, one incorrect option is removed. After for-
mat conversion, we conduct three rounds of manual
checks: the first ensures no data duplication, the
second verifies the correctness and completeness
of formulas, and the third confirms the accuracy
of answers. After checks, the order of options is
deliberately adjusted to achieve a more balanced
distribution of correct answers among options A, B,
C, and D, with the aim of minimizing the potential
impact of option bias within the model. The dis-
tribution of correct answer is shown in Table 2. A
total of 4351 questions were collected, categorized
into development, validation, and test sets across

3Our raw data comes from https://www.zxxk.com/
and https://zujuan.xkw.com/.
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the 23 subjects. Additionally, we selected five rep-
resentative questions with explanations to support
Few-shot assessments. A representative example
with explanations is illustrated in Appendix Figure
2. The final development set contains 115 ques-
tions, the validation set contains 424 questions, and
the test set contains 3812 questions, as shown in
Table 1.

Option E-EVAL C-EVAL MMLU

A 24.3% 22.9% 23.1%
B 26.1% 26.0% 24.7%
C 25.8% 26.4% 25.5%
D 23.8% 24.7% 26.7%

Table 2: Distribution of the correct answer.

2.3 E-EVAL Arts and Science
We divided E-EVAL into two separate benchmarks
by subject, E-EVAL Arts and E-EVAL Science. E-
EVAL Arts includes 13 subjects: primary school
Chinese, primary school English, primary school
ethics, middle school Chinese, middle school En-
glish, middle school politics, middle school his-
tory, middle school geography, high school Chi-
nese, high school English, high school politics,
high school history and high school geography.
E-EVAL Science consists of 10 subjects: Primary
school Mathematics, Primary school Science, Mid-
dle School Mathematics, Middle School Physics,
Middle School Chemistry, Middle School Biology,
High School Mathematics, High School Physics,
High School Chemistry, and High School Biology.

2.4 Evaluation
We use accuracy as the metric for evaluation. To
ensure fairness, only the answers to the develop-
ment and validation sets were disclosed, keeping
the test set answers private. This approach prevents
the incorporation of E-EVAL data in pre-training
datasets. Users are invited to submit their predic-
tions for the test set on our website4 to ascertain
their accuracy. The site maintains a public leader-
board, where users have the discretion to publish
their model’s results.

3 Experiment

Here we detail our experiments. We tested 15 ad-
vanced models on this benchmark, encompassing

4https://eevalbenchmark.com

various sizes, language orientations, and stages
(pretrained or fine-tuned). This in-depth analysis of
their performance offers a reliable reference point
for future research in this field.

3.1 Setup

The experimental design of E-EVAL aims to eval-
uate the performance of LLMs on E-EVAL. Both
open-source and proprietary advanced LLMs were
tested. These models were prompted to select the
correct choice from a set of questions with four op-
tions (ABCD), and regular expressions were used
to extract the model’s selected response. Three
evaluation methods were developed: zero-shot (Ko-
jima et al., 2022), few-shot-answer-only (few-shot-
ao), and few-shot-chain-of-thought (few-shot-cot)
(Wei et al., 2022), to deeply analyze the models’
knowledge and reasoning ability.

3.2 Prompt

We introduced the following phrase before each
question: "以下是中国关于[subject]考试的单
项选择题，请选出其中的正确答案(Here is a
multiple-choice question from China’s [subject] ex-
amination. Please select the correct answer)" In the
zero-shot evaluation, the question and options were
presented directly after the prompt, without any
prior examples or additional information, requiring
the model to rely solely on its existing knowledge
and understanding to respond.

For the few-shot-ao evaluation, we appended
five related questions without explanation from the
development set. This method helps the model
better understand and adapt to the current ques-
tion by leveraging these prior examples, enhanc-
ing the model’s ability to adapt to new tasks us-
ing a minimal number of examples. In the few-
shot-cot evaluation, we further included explana-
tions and the prompt "让我们一步一步思考(Let’s
think step by step)" building on the few-shot-ao
approach. This is designed to encourage the model
to demonstrate its step-by-step reasoning process
in solving the question, rather than just providing
the answer. This evaluation mode emphasizes the
model’s reasoning ability, making its approach to
problem-solving more akin to human thought pro-
cesses. At the end of each question, we added
"答案是：(Answer:)" to present the model’s fi-
nal conclusion. The examples of few-shot-ao and
few-shot-cot are shown in Appendix Figure 3 and
Appendix Figure 4, respectively.
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3.3 Models

We assessed 15 models from different countries,
organizations, and sizes, as shown in Appendix
Table 6. For commercial models, we assessed
ChatGPT (OpenAI, 2022), GPT 4.0 (OpenAI,
2023), ERNIE-Bot and ERNIE-Bot 4.0 (Zhang
et al., 2019). For open-source models, we tested
Qwen-72B/7B (Bai et al., 2023), Yi-34B/6B-Chat
(01.AI, 2023), ChatGLM3-6B (Du et al., 2022;
Zeng et al., 2022), Baichuan2-13B/7B-Chat (Yang
et al., 2023), Chinese-LLaMA-2-13B and Chinese-
Alpaca-2-13B (Cui et al., 2023), among other
general models. Additionally, we evaluated the
EduChat series (Dan et al., 2023), focusing on
China’s education field, including Educhat-sft-002-
13B-Baichuan, Educhat-sft-002-7B. Please refer to
Appendix F for details on each model.

3.4 Main Results

The testing results of various models are presented
in Table 3, where we report the average accuracy
for three types of prompts across different cate-
gories. The accuracy for each of the three prompts
each subject are provided in Appendix C. Among
the large-scale models, Alibaba’s Qwen-72B-Chat
model achieves the highest accuracy rate, averag-
ing 88.8%, attributed to its extensive parameter
size and high-quality Chinese corpus. Baidu’s
ERNIE-Bot 4.0 follows closely in second place,
trailing Qwen-72B-Chat by only 3.3 percentage
points. Yi-34B-Chat and ERNIE-Bot demonstrate
comparable overall performance, with a mere 1
percentage point difference in average accuracy.
Notably, GPT 4.0 and ChatGPT exhibit poor per-
formance, ranking 5th and 11th in accuracy, respec-
tively. The underperformance of the GPTs may
be attributed to the training corpus, where the Chi-
nese corpus constitutes a low percentage. Among
models with parameters less than 10B, Yi-6B-Chat
performs the best, ranking 6th, approaching the ac-
curacy of GPT 4.0 but still trailing behind Yi-34B-
Chat. This suggests that models with larger param-
eter sizes demonstrate enhanced knowledge and
inference, aligning with expectations. Qwen-7B-
Chat, Baichuan2-13B-Chat, ChatGLM3-6B, and
Baichaun2-7B-Chat closely follow, outperforming
ChatGPT due to their rich and high-quality Chi-
nese corpus, despite their smaller size. Chinese-
LLaMA exhibits subpar performance, primarily
attributed to the inadequacy of Chinese training
data. Although EduChat is primarily trained on an

educational corpus, it underperformed in the eval-
uation, potentially due to its focus on reinforcing
psychological and pedagogical theories.

Overall, Chinese-dominant models that have
been trained on a wide range of Chinese corpora
show excellent performance in this evaluation. In
the same series, the large model outperformed the
small model. In addition, all models performed
much better in arts subjects than in science sub-
jects. This is in line with our expectations, as text
comprehension is a strong point of LLMs, while
logical reasoning has been a weak point of LLMs.

3.5 Insight and Analysis

Are large language models better at arts or sci-
ences? Observations from Table 3 regarding model
performance across different subject categories re-
veal that all models perform better in arts subjects
than in science subjects. Arts subjects emphasize
memory, interpretation, and language understand-
ing, aligning well with the basic construction of
the models, which includes language processing
and pattern recognition ability. Science subjects,
on the other hand, involve logical reasoning, quan-
titative analysis, and solving complex problems,
requiring strong logical reasoning and mathemati-
cal processing ability from the models. Therefore,
it is logical that models exhibit better performance
in arts subjects.
Does the simpler the question, the better the
model performs? Further observations of model
performance at different educational levels in Table
3 show that although the difficulty of the problems
gradually increases from primary school to high
school, the top-ranked models generally perform
better at the middle school level than at the pri-
mary school level. This phenomenon is highly
counter-intuitive because elementary school ques-
tions are far easier than middle school questions
from a human cognitive perspective. As shown
in Appendix Figure 5, a very simple elementary
school math question was answered incorrectly by
the top three models on the E-EVAL leaderboard. "
Four students ran a race, Ding Ding took 106 sec-
onds, Qiang Qiang took 1 minute 15 seconds, Ming
Ming took 92 seconds and Qi Qi took 1 minute 50
seconds. ( ) ran the fastest.". The correct answer
is B: Qiang Qiang, but all three models predict C:
Ming Ming. The Top-3 LLMs all thought that 92
seconds is faster than 75 seconds. Ernie-Bot 4.0
model surprisingly generated such incredible re-
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Model Arts Science Primary Middle High Average

Random 25.0 25.0 25.0 25.0 25.0 25.0
Qwen-72B-Chat 92.5 84.0 89.3 93.1 85.6 88.9
Ernie-Bot 4.0 90.8 78.6 87.3 89.6 82.1 85.5
Yi-34B-Chat 82.4 69.5 79.6 83.1 71.7 76.9
Ernie-Bot 81.7 68.2 78.7 80.8 71.6 75.9
GPT 4.0 75.4 64.2 81.9 76.8 70.6 70.6
Yi-6B-Chat 74.7 61.1 71.3 76.1 63.1 68.8
Qwen-7B-Chat 67.3 50.1 69.7 65.9 53.3 59.9
Baichuan2-13B-Chat 65.3 47.8 69.2 65.1 49.8 57.8
ChatGLM3-6B 61.9 51.9 60.0 65.0 51.8 57.6
Baichuan2-7B-Chat 62.2 45.0 61.2 61.3 48.6 54.8
ChatGPT 60.5 46.8 68.3 58.2 48.8 54.6
Chinese-Alpaca-2-13B 53.6 36.6 51.4 46.7 38.9 43.3
Educhat-sft-002-13B 41.8 28.9 39.9 39.9 32.7 36.3
Chinese-LLaMA-2-13B 44.2 31.9 39.2 38.5 33.2 35.9
Educhat-sft-002-13B-Baichuan 40.2 29.3 40.8 38.4 32.2 35.5

Table 3: Accuracy of multiple models in different categories.

sults as 92 < 106 < 110 < 75. This result seems
to indicate that LLMs are not good at comparing
sizes, yet we find that LLMs are capable of solving
similarly complex high school math problems. As
shown in the example in Figure 6, the LLMs can
accurately determine the magnitude relationship be-
tween a = log0.3 0.4, b = log3 4, c = 41/3

as log0.3 0.4 < log3 4 < 41/3.

We speculate that the pre-training data for these
models is probable to use only middle and high
school and college level knowledge and ignore the
very simple elementary school level knowledge.
It is possible that the developers believe that the
primary school level is too simple, and that once
more complex knowledge is mastered, the simpler
knowledge will be automatically mastered. As a
result, the model is trained with a bias toward solv-
ing higher stage topics and may perform poorly on
simple knowledge that occurs less frequently in the
training data.

Does Few-shot prompting help? Appendix Table
8 and Appendix Figure 7 illustrate the performance
of the models under zero-shot and five-shot con-
ditions. In general, the accuracy of most models
is slightly higher under five-shot conditions com-
pared to zero-shot, which is expected. However,
there is a decrease in performance for the top two
models, Qwen-72B-Chat and ERNIE-Bot 4.0. This
phenomenon of performance degradation with a
limited number of examples has also been noted

in other studies (Liu et al., 2023a; Zeng, 2023; Li
et al., 2023). We believe that they can perform
zero-shot reasoning without relying on Few-shot
exemplars. Upon further observation from Table
4 and Appendix Figure 7, it is evident that the im-
provement in arts subjects, especially in Chinese
language, is more significant than that in science
subjects. We speculate that there are two main rea-
sons for this phenomenon: the quality of the sample
and the richness of prior knowledge. The Arts test
questions, which primarily required language com-
prehension and knowledge retention, were highly
similar among the samples and were mostly help-
ful questions. On the contrary, science test ques-
tions are diverse and often involve formulas and
calculations, so it is highly unlikely that the five
samples will contain a sufficient number of useful
samples. In addition, during the pre-training phase,
the model is exposed to a large amount of textual
data, and the arts test questions are formally more
similar to the tasks that the model handles during
this phase. As a result, the model has more prior
knowledge related to the arts, and a small number
of art samples can activate this relevant knowledge
in time.

Does Chain-of-Thought prompting help? As ob-
served in Appendix Table 8 and Appendix Figure
8, compared to the five-shot-ao, nearly all models
show a noticeable decline in average performance
on the five-shot-cot. This observation aligns with
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Model Arts Science Average

Qwen-72B-Chat 92.4 / 92.6 / 92.6 89.0 / 88.7 / 88.8 89.0 / 88.7 / 88.8
ERNIE-Bot 4.0 90.5 / 91.8 / 90.1 86.7 / 85.2 / 84.6 86.7 / 85.2 / 84.6
Yi-34B-Chat 77.8 / 88.3 / 81.2 72.6 / 81.4 / 76.6 72.6 / 81.4 / 76.6
ERNIE-Bot 81.8 / 82.2 / 81.2 76.2 / 75.7 / 75.7 76.2 / 75.7 / 75.7
GPT 4.0 75.1 / 78.0 / 73.2 70.6 / 73.8 / 67.4 70.6 / 73.8 / 67.4
Yi-6B-Chat 76.1 / 76.5 / 71.7 68.8 / 71.3 / 66.6 68.8 / 71.3 / 66.6
Qwen-7B-Chat 65.9 / 68.1 / 68.1 58.8 / 60.5 / 60.4 58.8 / 60.5 / 60.4
Baichuan2-13B-Chat 65.2 / 68.5 / 62.4 56.1 / 61.0 / 56.2 56.1 / 61.0 / 56.2
ChatGLM3-6B 64.8 / 63.4 / 57.9 59.8 / 59.3 / 53.8 59.8 / 59.3 / 53.8
Baichuan2-7B-Chat 63.5 / 64.0 / 59.3 55.2 / 56.3 / 52.9 55.2 / 56.3 / 52.9
ChatGPT 61.0 / 63.1 / 57.5 54.6 / 56.9 / 52.4 54.6 / 56.9 / 52.4
Chinese-Alpaca-2-13B 51.1 / 53.7 / 43.9 44.8 / 46.3 / 38.8 44.8 / 46.3 / 38.8
Educhat-sft-002-13B 39.5 / 46.3 / 39.9 33.3 / 39.4 / 36.1 33.3 / 39.4 / 36.1
Chinese-LLaMA-2-13B 40.5 / 44.2 / 35.2 35.7 / 38.9 / 33.2 35.7 / 38.9 / 33.2
Educhat-sft-002-13B-Baichuan 60.0 / 15.9 / 44.9 54.1 / 14.4 / 38.1 54.1 / 14.4 / 38.1

Table 4: Accuracy of multiple models in arts and science subjects across different prompt scenarios, the number on
the left is in zero-shot, the number in the middle is in five-shot-ao, and the number on the right is five-shot-cot.

the findings of (Huang et al., 2023; Zeng et al.,
2024; Song et al., 2023), who noted a deterioration
in model performance when applying CoT. We be-
lieve that many subjects in E-EVAL, especially in
arts, do not require complex reasoning, and addi-
tional reasoning steps might decrease performance.
Further observation from Table 4 and Appendix
Figure 8 reveals that while the average performance
decreased, there was a divergence between human-
ities and sciences, humanities showed a decline,
whereas sciences, particularly high school and mid-
dle school mathematics, showed an increase. This
is because science questions typically have fixed
principles and a logical deduction process, hence
CoT prompts can effectively guide models in struc-
tured reasoning. CoT can aid models in step-by-
step construction of answers, which is advanta-
geous for science questions. On the contrary, arts
questions often involve broader and more ambigu-
ous knowledge areas. These questions might de-
pend more on intuition, experience, and understand-
ing of polysemous terms, which are not suited for
simple logical reasoning. Introducing CoT in arts
questions could lead to models over-reasoning or
developing reasoning chains in the wrong direc-
tion, as these questions might require a wider range
of background knowledge and creative thinking,
rather than simple step-by-step logical deduction.
Therefore, the application of CoT needs to be ad-
justed based on the question type and complexity,

to better adapt to the characteristics of different
tasks.

4 Related Work

With the continuous advancement of natural lan-
guage processing technology, benchmarks have ex-
panded to encompass more complex tasks, such
as machine translation (Bojar et al., 2014) and
summarization (Narayan et al., 2018; Hermann
et al., 2015). The advent of comprehensive bench-
marks like GLUE (Wang et al., 2018) and Super-
GLUE (Sarlin et al., 2020) heralded a new era.
These benchmarks amalgamate various natural lan-
guage understanding tasks, including textual en-
tailment, sentiment analysis, and question answer-
ing, thereby providing a standard for evaluating
the holistic performance of models. Popular for
their ability to assess models on both understanding
and generating natural language, these benchmarks
have gained prominence. Yet, the emergence of
LLMs like BERT and GPT shifted the focus to-
wards assessing performance on higher-level, more
intricate tasks. Such models have even surpassed
human-level performance on certain tasks, notably
in text summarization (Hermann et al., 2015) and
reading comprehension (Rajpurkar et al., 2018; Li
et al., 2022). However, some recent work (Goyal
et al., 2022; Liu et al., 2023b) have demonstrate that
LLM can perform even better than human or human
annotators on some tasks such as summarization,
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leading to a re-evaluation of the appropriateness of
using these benchmarks. To offer a more encom-
passing evaluation, new benchmarks like MMLU
(Hendrycks et al., 2021) include a multitude of do-
mains and tasks, ranging from real-world exams to
book knowledge, assessing ability in language un-
derstanding, common sense reasoning (Clark et al.,
2018; Talmor et al., 2019; Sakaguchi et al., 2021),
mathematical reasoning (Hendrycks et al., 2021;
Cobbe et al., 2021), and code generation (Chen
et al., 2021; Austin et al., 2021). The BIG-bench
(Srivastava et al., 2022) includes 204 diverse tasks,
some of which are deemed beyond the current abil-
ity of LLMs. The HELM (Liang et al., 2022) bench-
mark comprises 42 distinct tasks, evaluating LLMs
across seven metrics.

With the burgeoning development of Chinese
Large Models, an increasing number of Chinese
benchmarks have emerged. CLUE (Xu et al.,
2020), an influential Chinese NLU benchmark, has
been widely adopted in the field. Additionally,
the team has recently introduced SuperCLUE (Xu
et al., 2023), a benchmark tailored specifically for
LLMs. Concurrently, Chinese benchmarks akin
to MMLU (Hendrycks et al., 2021) have surfaced,
such as MMCUL (Zeng, 2023), which emphasizes
medicine and education within its four major do-
mains. AGIEval (Zhong et al., 2023) focuses on
standardized Chinese exams like the college en-
trance exam, while C-Eval (Huang et al., 2023)
encompasses questions across four levels of dif-
ficulty from middle school to professional tests.
M3KE (Liu et al., 2023a) gathers 71 tasks from
the Chinese education examination system, akin to
the coverage of C-Eval. CMMLU (Li et al., 2023),
designed for the Chinese language and cultural con-
text, is a fully localized Chinese benchmark. Com-
pared to these benchmarks, E-EVAL distinguishes
itself by (1) focusing on the field of K-12 Educa-
tion in China, covering all subjects from primary
to high school. (2) including the often-overlooked
domain of elementary education. (3) sourcing data
from homework and smaller-scale exams, ensuring
a high degree of data privacy.

5 Discussion and Conclusion

Although LLMs have potential in K-12 education,
their accurate assessment remains critical for prac-
tical application, and the introduction of the E-
EVAL benchmark, customized for K-12 education
in China, provides a more accurate and comprehen-

sive evaluation benchmark. Although E-EVAL is
not a competitive ranking, it serves as a key tool
for tracking the progress of LLMs in Chinese K-12
education. This may pave the way for a wider and
more effective utilization of large-scale language
models in the field of K-12 education in China.

In this work, we obtained the following poten-
tially insightful observations.

• Chinese-dominant LLMs have outperformed
powerful Generalized models like GPT-4 in
Chinese K-12 education.

• Generally, the more model parameters the bet-
ter the results, but smaller models can also
perform better than models of larger sizes.

• The gap between open-source and closed-
source models is currently very tight, and
open-source models are growing rapidly.

• Some specially trained educational LLMs still
lag behind generalized models in performance,
suggesting that there is still much space for
improvement in the education vertical.

• Overall, models perform slightly better in
Few-shot compared to Zero-shot, with a more
significant improvement observed in liberal
arts subjects as opposed to science subjects.

• The application of CoT has a negative impact
on the model as a whole, but it is helpful for
complex science subjects such as mathemat-
ics.

• LLMs are better at liberal arts than science,
and especially perform poorly in highly logi-
cal mathematics.

• The poor performance of the Chinese-
dominant large language model on simple
problems at primary school level may indi-
cate that the model’s mastery of higher-order
knowledge does not mean that it has also mas-
tered lower-order knowledge.

Limitations

While we have made every effort to collect ques-
tions from various disciplines as comprehensively
as possible, we acknowledge that certain subjects,
such as physics and geography, often include ques-
tions with graphical representations. Regrettably,
our current collection does not cover these types of
questions with accompanying images.
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A Statistics of E-EVAL

Table 5 lists all subjects of E-EVAL, their cate-
gories, and the number of questions for each sub-
ject. Table 6 lists all models evaluated in this paper.

B Bias of Option

The distribution of correct answers is presented in
Table 2. We acknowledge minor fluctuations in the
proportion of options, which hover around a ran-
dom 25% mark and resemble those seen in C-EVA
and MMLU (Huang et al., 2023; Li et al., 2023).To
assess potential option bias, we shuffled the choice
order in questions and randomly selected three per-
mutations for each. We then evaluated ChatGPT,
ERNIE-Bot, and ChatGLM3-6B on these permuta-
tions of E-EVAL. The zero-shot results in answer-
only setting are summarized in Table 7. Our results
indicate a low variance in accuracy across permuta-
tions, suggesting minimal option bias.

C Results of Evaluations

Table 8 shows the accuracy of multiple models
in different prompt scenarios. Table 9 shows the
performace of partial models on each subjects. The
accuracy of zero-shot, five-shot-ao and five-shot-
cot is shown in Table 10, 11 and 12 respectively.

D Evaluation Samples

Figure 2 is a development example with explana-
tions from E-EVAL. Figure 3 is an example with
five-shot in answer-only setting. Figure 4 is an
example with five-shot in Chain-of-Thought set-
ting. Figure 5 is a simple primary school math
problem with the predictions of the top-3 models.
Figure 6 is a hard high school math problem with
the predictions of the top-3 models.

E Accuracy Improvement

The accuracy improvement from zero-shot-ao to
five-shot-ao across 23 subjects is shown in Figure
7, and the accuracy improvement from five-shot-ao
to five-shot-cot is shown in Figure 8.

F Models being Evaluated

Baichuan 2-13B and Baichuan 2-7B are the
new generation of open-source large language
models launched by Baichuan Intelligence. It is
trained on a high-quality corpus with 2.6 trillion
tokens and has achieved the best performance in
authoritative Chinese and English benchmarks of
the same size. Baichuan 2 comes in two model
variants: Baichuan 2-7B with 70 billion parameters
and Baichuan 2-13B with 130 billion parameters.
Both models have undergone training on a massive
26 trillion tokens. In this paper, we evaluate
the models Baichuan 2-7B-Chat and Baichuan
2-13B-Chat, specifically optimized for adhering
to human instructions. These models demonstrate
outstanding performance in dialogue and context
comprehension.

Qwen-72B and Qwen-7B are integral components
of the Qwen series of language models developed
by Alibaba Cloud. Both models are built upon the
Transformer architecture and have been trained on
a diverse range of data sources, including internet
texts, professional literature, and code. Qwen-72B,
boasting a substantial 72 billion parameters, excels
in multiple Chinese and English downstream
tasks, particularly in areas such as reasoning and
translation. It has undergone extensive pretraining
on over 3 trillion tokens, encompassing a wide
array of languages and domains, and can support
contexts of up to 32,000 tokens in length. On
the other hand, the 7-billion-parameter Qwen-7B
also demonstrates remarkable data coverage and
diversity. In this paper, the models evaluated are
the chatbot variants fine-tuned from Qwen-72B and
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Subject Category #Questions

Primary School Chinese (小学语文) Arts 96
Primary School Mathematics (小学数学) Science 102
Primary School English (小学英语) Arts 94
Primary School Science (小学科学) Science 82
Primary School Ethics (小学道德) Arts 87
Middle School Chinese (初中语文) Arts 148
Middle School Mathematics (初中数学) Science 172
Middle School English (初中英语) Arts 138
Middle School Physics (初中物理) Science 152
Middle School Chemistry (初中化学) Science 148
Middle School Biology (初中生物) Science 169
Middle School Politics (初中政治) Arts 174
Middle School History (初中历史) Arts 127
Middle School Geography (初中地理) Arts 161
High School Chinese (高中语文) Arts 259
High School Mathematics (高中数学) Science 251
High School English (高中英语) Arts 261
High School Physics (高中物理) Science 190
High School Chemistry (高中化学) Science 176
High School Biology (高中生物) Science 210
High School Politics (高中政治) Arts 238
High School History (高中历史) Arts 207
High School Geography (高中地理) Arts 170

Table 5: Summary of all 23 subjects.

Qwen-7B through human alignment techniques.

ChatGLM3-6B is the latest open-source model
in the ChatGLM series, excels with its base
model, ChatGLM3-6B-Base, incorporating diverse
training datasets, sufficient training steps, and
effective strategies. This culminates in superior
performance on various datasets, including those
involving semantics, mathematics, reasoning,
coding, and knowledge, especially notable among
models with less than 10 billion parameters. The
model introduces an innovative Prompt format,
enhancing multi-turn dialogues, function calls,
code interpretation, and agent tasks. It represents
a significant advance in bilingual (Chinese and
English) language processing, particularly in
question answering and dialogue tasks.

Yi-34B and Yi-6B are two large language models
in the Yi series developed by 01.AI. Trained
from scratch on a 3T multilingual corpus, they
exhibit exceptional bilingual ability, excelling in
language comprehension, commonsense reasoning,
and reading comprehension. Yi-34B performed
outstandingly in various assessments, ranking

second only to GPT 4.0 on the AlpacaEval
leaderboard in December 2023, surpassing major
models like LLaMA2-Chat-70B. In the field of
Chinese, it ranked second in the SuperCLUE in
October 2023, again only behind GPT 4.0, and
ahead of models like Baidu’s ERNIE. Although
Yi-6B has fewer parameters than Yi-34B, it plays
a crucial role in innovative projects and diverse
applications, demonstrating strong language
processing ability. In this paper, we are using the
chat versions of Yi-34B and Yi-6B.

ChatGPT and GPT 4.0, developed by OpenAI,
represent the latest advancements in the GPT
series of AI models. While ChatGPT is based on
particular GPT foundation models and focuses on
smooth conversational experiences, GPT 4.0 is
the newest iteration, introducing the capability to
process visual inputs, enriching user interactions
with the model. GPT 4.0 has demonstrated
improved factual response rates and a significant
reduction in responses to inappropriate content in
OpenAI’s internal tests. These models are trained
to better follow human instructions, offering
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Model Creator #Parameters Access

Qwen-72B Alibaba 72B Weights
Ernie-Bot 4.0 Baidu undisclosed API
Yi-34B-Chat 01.AI 34B Weights
Ernie-Bot Baidu undisclosed API
GPT 4.0 OpenAI undisclosed API
Yi-6B-Chat 01.AI 6B Weights
ChatGLM3-6B Tsinghua 6B Weights
Qwen-7B Alibaba 7B Weights
Baichuan2-13B-Chat Baichuan 13B Weights
Baichuan2-7B-Chat Baichuan 7B Weights
ChatGPT OpenAI undisclosed API
Chinese-Alpaca-2-13B HFL 13B Weights
Educhat-sft-002-13B ECNU 13B Weights
Chinese-LLaMA-2-13B HFL 13B Weights
Educhat-sft-002-13B-Baichuan ECNU 13B Weights

Table 6: Models evaluated in this paper.

Model Arts Science Primary Middle High Average

ChatGPT 59.3±1.3 46.1±1.1 66.1±2.0 57.5±0.1 47.9±0.9 53.6±0.7
ERNIE-Bot 83.6±1.4 71.1±1.6 81.8±1.3 84.7±1.7 72.7±1.3 78.2±1.5
ChatGLM3-6B 64.9±0.4 53.0±0.4 60.5±2.2 66.2±1.2 54.9±0.5 59.7±0.1

Table 7: Zero-shot average accuracy and variance in answer-only setting. We present the average accuracy and
variance across 3 permutations within each category.

helpfulness, harmlessness, and honesty. GPT 4.0’s
updates also include an increased input/output
capacity, enhanced creativity and collaborative
ability, and the ability to connect to third-party
knowledge sources. In the paper, the version of
ChatGPT is gpt-3.5-turbo-1106 and GPT 4.0 is
gpt-4-0613.

ERNIE-Bot and ERNIE-Bot 4.0 are advanced
large language models developed by Baidu.
ERNIE-Bot is an industrial-grade, knowledge-
enhanced large language model that encompasses
extensive Chinese data. It possesses robust
capabilities in text comprehension, dialogue
question-answering, and content creation. The 4.0
version of ERNIE-Bot represents a comprehensive
upgrade of the foundational model, achieving
significant improvements in understanding,
generation, logic, and memory capabilities
compared to its predecessor. The notable feature
of ERNIE-Bot 4.0 is its multimodal capability,
capable of generating a range of content including
text, images, and videos based on simple text
prompts and image inputs. Compared to ChatGPT,

ERNIE-Bot 4.0 has an advantage in multimodal
ability, though ChatGPT Plus with GPT 4.0
provides multimodality, it currently does not
support video generation.

Chinese LLaMA & Alpaca LLM project is based
on the LLaMA-2, released by Meta. Developers
open-source Chinese LLaMA-2 (foundation
model) and Alpaca-2 (instruction-following
model). These models extend the original LLaMA-
2 structure by incorporating an additional 20,000
Chinese tokens into its vocabulary and undergoes
secondary pre-training and instruction fine-tuning
on Chinese data, which further improved the fun-
damental semantic understanding of the Chinese
language, resulting in a significant performance
improvement compared to the first-generation
models. In this paper, we used Chinese-LLaMA-2-
13B and Chinese-Alpaca-2-13B.

EduChat is a LLM-based chatbot system in
the education domain. Its goal is to support
personalized, fair, and compassionate intelligent
education, serving teachers, students, and parents.
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Model Zero-shot Five-shot-ao Five-shot-cot Average

Random 25.0 25.0 25.0 25.0
Qwen-72B-Chat 89.0 88.7 88.8 88.9
Ernie-Bot 4.0 86.7 85.2 84.6 85.5
Yi-34B-Chat 72.5 81.4 76.6 76.9
Ernie-Bot 76.1 75.7 75.7 75.9
GPT 4.0 70.5 73.8 67.4 70.6
Yi-6B-Chat 68.8 71.2 66.5 68.8
Qwen-7B-Chat 58.7 60.4 60.4 59.9
Baichuan2-13B-Chat 56.1 60.9 56.1 57.8
ChatGLM3-6B 59.8 59.2 53.7 57.6
Baichuan2-7B-Chat 55.2 56.2 52.9 54.8
ChatGPT 54.5 56.9 52.3 54.6
Chinese-Alpaca-2-13B 44.8 46.2 38.7 43.3
Educhat-sft-002-13B 33.2 39.4 36.1 36.3
Chinese-LLaMA-2-13B 35.7 38.9 33.2 35.9
Educhat-sft-002-13B-Baichuan 54.0 14.4 38.1 35.5

Table 8: Accuracy of multiple models in different prompt scenarios.

Guided by theories from psychology and education,
it further strengthens educational functions such
as open question answering, essay assessment,
Socratic teaching, and emotional support based
on the existing basic LLMs. Developers use an
educational corpus for pre-training to enable the
model to acquire domain-specific knowledge. They
further fine-tune the model on designed system
prompts and instructions to stimulate a range of
tool usage skills. They proposed several versions
of the model. In this paper, we evaluated two
models in educhat, educhat-sft-002-13B-Baichuan
and educhat-sft-002-13B.
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Subject Qwen-72B-Chat Ernie-Bot 4.0 Yi-34B GPT 4.0 ChatGLM3-6B

Primary School
Chinese 87.5 / 90.6 / 89.5 87.5 / 94.7 / 88.5 66.6 / 86.4 / 73.9 70.8 / 75.0 / 73.9 56.2 / 51.0 / 54.1
Mathematics 82.3 / 75.4 / 75.4 79.4 / 62.7 / 62.7 59.8 / 62.7 / 70.5 69.6 / 71.5 / 73.5 39.2 / 45.0 / 38.2
English 95.7 / 95.7 / 95.7 96.8 / 95.7 / 96.8 90.4 / 94.6 / 85.1 92.5 / 92.5 / 89.3 62.7 / 62.7 / 48.9
Science 90.2 / 87.8 / 89.0 92.6 / 89.0 / 82.9 68.2 / 85.3 / 84.1 85.3 / 82.9 / 85.3 71.9 / 69.5 / 67.0
Ethics 97.7 / 96.5 / 96.5 97.7 / 96.5 / 94.2 80.4 / 97.7 / 95.4 94.2 / 95.4 / 83.9 83.9 / 87.3 / 77.0

Middle School
Chinese 85.8 / 88.5 / 88.5 87.1 / 89.1 / 89.8 75.6 / 80.4 / 70.9 54.7 / 61.4 / 51.3 52.0 / 50.0 / 41.8
Mathematics 83.7 / 84.3 / 84.3 77.9 / 64.5 / 68.6 57.5 / 61.6 / 70.9 59.8 / 65.1 / 64.5 37.2 / 40.6 / 51.1
English 97.8 / 97.1 / 97.1 97.8 / 97.1 / 97.1 83.3 / 94.9 / 91.3 93.4 / 91.3 / 89.8 70.2 / 71.0 / 60.1
Physics 91.4 / 93.4 / 94.0 89.4 / 76.3 / 80.9 78.9 / 85.5 / 83.5 76.3 / 78.9 / 71.0 69.7 / 70.5 / 61.8
Chemistry 95.2 / 94.5 / 94.5 91.2 / 89.6 / 89.1 75.0 / 85.8 / 82.4 67.5 / 69.5 / 64.8 67.5 / 67.5 / 66.2
Biology 95.8 / 93.4 / 93.4 95.8 / 97.0 / 97.0 81.6 / 93.4 / 89.9 87.5 / 88.7 / 82.2 72.1 / 72.1 / 59.1
Politics 94.2 / 95.9 / 95.9 94.2 / 91.3 / 93.1 92.5 / 95.9 / 94.2 83.9 / 86.7 / 79.3 82.7 / 83.9 / 77.5
History 99.2 / 97.6 / 98.4 97.6 / 97.6 / 95.2 87.4 / 96.8 / 92.9 88.9 / 88.9 / 88.1 81.1 / 78.7 / 77.1
Geography 97.5 / 95.0 / 95.0 95.6 / 95.0 / 93.7 75.7 / 95.6 / 78.8 81.9 / 83.8 / 81.3 70.1 / 68.3 / 62.7

High School
Chinese 83.0 / 89.1 / 89.1 74.9 / 79.5 / 76.0 62.9 / 66.0 / 56.7 39.3 / 44.4 / 37.8 40.5 / 36.2 / 33.5
Mathematics 58.5 / 57.7 / 58.5 54.9 / 61.7 / 64.1 32.2 / 33.0 / 37.0 42.6 / 43.0 / 28.2 33.8 / 33.8 / 26.6
English 95.0 / 93.8 / 93.4 94.2 / 95.7 / 93.1 72.0 / 91.9 / 82.7 88.5 / 90.0 / 86.2 64.7 / 59.0 / 54.7
Physics 81.5 / 81.0 / 80.5 84.7 / 63.6 / 64.7 74.2 / 79.4 / 70.5 61.5 / 71.0 / 56.3 52.1 / 52.1 / 45.2
Chemistry 91.4 / 89.7 / 89.7 86.9 / 86.9 / 85.7 68.7 / 74.4 / 69.3 59.0 / 65.9 / 50.5 51.1 / 44.3 / 46.0
Biology 91.9 / 91.4 / 91.4 83.3 / 84.2 / 83.8 75.2 / 83.8 / 73.3 63.8 / 69.0 / 58.5 56.1 / 60.9 / 44.7
Politics 94.1 / 91.5 / 91.5 88.6 / 91.1 / 88.2 82.7 / 90.7 / 84.8 65.5 / 71.8 / 66.3 70.1 / 74.7 / 67.6
History 92.2 / 89.3 / 89.3 90.8 / 92.2 / 91.7 81.6 / 90.8 / 87.9 78.2 / 81.1 / 79.2 68.5 / 64.7 / 63.7
Geography 88.2 / 90.0 / 90.5 88.8 / 90.0 / 87.0 73.5 / 84.1 / 78.8 78.8 / 81.1 / 75.8 57.0 / 57.6 / 49.4

Table 9: Accuracy of partial models in all subjects across different prompt scenarios, the number on the left is in
zero-shot, the number in the middle is in five-shot-ao, and the number on the right is in five-shot-cot.

Model Arts Science Primary Middle High Average

Random 25.0 25.0 25.0 25.0 25.0 25.0
Qwen-72B-Chat 92.4 84.7 90.4 93.2 85.8 89.0
ERNIE-Bot 4.0 90.5 81.7 90.4 91.6 82.4 86.7
ERNIE-Bot 81.8 68.9 80.0 82.3 70.9 76.2
Yi-34B-Chat 77.8 65.7 72.8 78.4 68.4 72.6
GPT 4.0 75.1 64.7 82.0 76.8 63.5 70.6
Yi-6B-Chat 76.1 59.3 71.3 76.2 63.0 68.8
ChatGLM3-6B 64.8 53.4 61.8 66.6 54.6 59.8
Qwen-7B-Chat 65.9 49.5 68.8 63.8 52.9 58.8
Baichuan2-13B-Chat 65.2 44.3 66.5 63.4 48.6 56.1
Baichuan2-7B-Chat 63.5 44.4 62.6 61.9 48.8 55.2
ChatGPT 61.0 46.1 68.9 57.5 49.1 54.6
Educhat-sft-002-13B-Baichuan 60.0 46.2 60.3 56.5 50.9 54.1
Chinese-Alpaca-2-13B 51.1 36.7 54.2 48.3 40.2 44.8
Chinese-LLaMA-2-13B 40.5 29.4 34.7 38.3 34.1 35.7
Educhat-sft-002-13B 39.5 25.1 37.3 36.9 29.7 33.3

Table 10: Zero-shot accuracy of multiple models in answer-only setting.
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Model Arts Science Primary Middle High Average

Random 25.0 25.0 25.0 25.0 25.0 25.0
Qwen-72B-Chat 92.6 83.7 88.9 93.1 85.6 88.7
ERNIE-Bot 4.0 91.8 76.6 87.1 88.2 82.7 85.2
Yi-34B-Chat 88.3 72.4 84.8 87.4 76.4 81.4
ERNIE-Bot 82.2 67.3 78.0 80.2 72.0 75.7
GPT 4.0 78.0 68.4 83.0 79.2 67.8 73.8
Yi-6B-Chat 76.5 64.4 72.2 79.1 65.5 71.3
Baichuan2-13B-Chat 68.5 51.2 72.0 67.8 53.6 61.0
Qwen-7B-Chat 68.1 50.5 70.3 67.1 53.5 60.5
ChatGLM3-6B 63.4 54.0 62.2 66.7 53.4 59.3
ChatGPT 63.1 48.9 69.1 61.5 50.8 56.9
Baichuan2-7B-Chat 64.0 46.2 61.3 62.3 50.8 56.3
Chinese-Alpaca-2-13B 53.7 36.6 54.0 50.4 41.5 46.3
Educhat-sft-002-13B 46.3 30.4 44.0 41.0 37.2 39.4
Chinese-LLaMA-2-13B 44.2 31.9 45.9 43.1 34.3 38.9
Educhat-sft-002-13B-Baichuan 15.9 12.5 17.8 18.8 10.6 14.4

Table 11: Five-shot accuracy of multiple models in answer-only setting.

Model Arts Science Primary Middle High Average

Random 25.0 25.0 25.0 25.0 25.0 25.0
Qwen-72B-Chat 92.6 83.8 88.9 93.3 85.7 88.8
ERNIE-Bot 4.0 90.1 77.4 84.6 89.1 81.5 84.6
Yi-34B-Chat 81.2 70.6 81.3 83.7 70.5 76.6
ERNIE-Bot 81.2 68.6 78.0 80.1 72.1 75.7
GPT 4.0 73.2 59.8 80.9 74.5 59.3 67.4
Yi-6B-Chat 71.7 59.9 70.5 73.2 61.0 66.6
Qwen-7B-Chat 68.1 50.3 70.3 66.8 53.6 60.4
Baichuan2-13B-Chat 62.4 48.1 69.4 64.2 47.4 56.2
ChatGLM3-6B 57.9 48.5 56.1 61.8 47.6 53.8
Baichuan2-7B-Chat 59.3 44.5 59.8 59.8 46.4 52.9
ChatGPT 57.5 45.7 67.0 55.7 46.6 52.4
Chinese-Alpaca-2-13B 43.9 32.0 46.2 41.5 35.1 38.8
Educhat-sft-002-13B-Baichuan 44.9 29.3 44.5 40.2 35.2 38.1
Educhat-sft-002-13B 39.9 31.2 38.4 42.0 31.4 36.1
Chinese-LLaMA-2-13B 35.2 30.7 37.3 34.4 31.5 33.2

Table 12: Five-shot accuracy of multiple models in Chain-of-Thought setting.
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实验室需配制一种强酸溶液500mL，c(H+)=2mol/L，下列配制方法可行的是：
Laboratory needs to prepare a strong acid solution of 500mL, c(H+)=2mol/L, the feasible prepara-
tion method is:
A.取100mL5mol/LH2SO4，加入400mL水。
A. Take 100mL of 5mol/L H2SO4, add 400mL of water.
B.取100mL5mol/LH2SO4，加水稀释至500mL。
B. Take 100mL of 5mol/L H2SO4, dilute with water to 500mL.
C.取100mL5mol/LHCl，加水稀释至500mL。
C. Take 100mL of 5mol/L HCl, dilute with water to 500mL.
D.取100mL5mol/LHNO3，加水稀释至500mL。
D. Take 100mL of 5mol/L HNO3, dilute with water to 500mL.
答案：B
Answer: B
详解：A．100mL5mol/L H2SO4，加入400mL水溶液的体积要小于500mL，无法计算浓
度，A不符合题意； B．c(H+)==2mol/L，B符合题意； C．c(H+)==1mol/L，C不符合题
意； D．c(H+)==1mol/L，D不符合题意；故选B。
Explanation: A. The volume of the solution of 100mL 5mol/L H2SO4 with 400mL of water is
less than 500mL, and the concentration cannot be calculated, so A does not meet the requirements;
B. c(H+) == 2mol/L, B meets the requirements; C. c(H+) == 1mol/L, C does not meet the
requirements; D. c(H+) == 1mol/L, D does not meet the requirements; Therefore, choose B.

Figure 2: A development example with explanations from E-EVAL. English translations are provided beneath the
relevant Chinese text.
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以下是中国关于高中生物的单项选择题，请选出其中的正确答案。
The following are multiple-choice questions about biology of high school in China. Please select
the correct answer.
人体内含有多种多样的蛋白质，每种蛋白质( )。
The human body contains various proteins, and each protein ( ).
A.都含有21种氨基酸。
A. Contains 21 types of amino acids.
B.都是在细胞内发挥作用。
B. Functions within cells.
C.都能调节生物体的生命活动。
C. Regulates the life activities of organisms.
D.都具有一定的空间结构。
D. Has a certain spatial structure.
答案：D
Answer: D
...[another 4 examples without explanation]...
下列关于植物激素作用的说法，错误的是( )。
Among the following statements about the effects of plant hormones, the incorrect one is ( )
A.种子在即将成熟时遇到高温天气出现“穗上发芽”的现象与脱落酸含量降低有关。
A. The phenomenon of "germination on the ear" when seeds are about to mature in high tempera-
tures is related to the decrease in abscisic acid content.
B. 摘除棉花的顶芽可以促进侧芽的萌发，主要是因为顶芽摘除后侧芽处生长素含量降
低。
B. Removing the apical bud of cotton can promote the germination of lateral buds, mainly because
the content of auxin at the lateral bud decreases after the apical bud is removed.
C.啤酒生产中用赤霉素处理大麦种子，可以使大麦在不发芽的状态下就能产生淀粉酶。
C. Treating barley seeds with gibberellin in beer production can allow barley to produce amylase
without germination.
D. 生长素浓度升高到一定水平时，会促进乙烯的合成，乙烯又会反过来促进生长素合
成。
D. When the concentration of auxin rises to a certain level, it promotes the synthesis of ethylene,
and ethylene, in turn, promotes the synthesis of auxin.
答案：D
Answer: D

Figure 3: An example with five-shot-ao from E-EVAL. The red part is the response from model, English translations
are provided beneath the relevant Chinese text.
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以下是中国关于高中数学的单项选择题，请选出其中的正确答案。
The following are multiple-choice questions about high school mathematics in China. Please select
the correct answers.
已知某教学大楼共有四层，每层都有东、西两个楼梯，则从一层到四层不同的走法种数
为( )。
Given that a teaching building has four floors, each with east and west stairs, the number of
different ways to go from the first floor to the fourth floor is ( ).
A. 7
B. 8
C. 9
D. 10
答案:让我们一步一步思考，根据题意，教学大楼共有四层，每层都有东、西两个楼梯，
则从一层到二层，有2种走法，同理从二层到三层、从三层到四层也各有2种走法，则从
一层到四层共有2× 2× 2 = 8种走法。所以答案是B。
Answer: Let’s think step by step. According to the problem, the teaching building has four floors,
and each floor has east and west stairs. There are 2 ways to go from the first floor to the second
floor, similarly from the second floor to the third floor, and from the third floor to the fourth floor,
each having 2 ways. Therefore, the total number of ways from the first floor to the fourth floor is
2× 2× 2 = 8, so the answer is B.
... [another 4 examples with explanation] ...
若集合A = {0, 1, 2},则A有( )个真子集。
If the set A = {0, 1, 2}, then A has ( ) proper subsets.
A. 7
B. 8
C. 9
D. 6
答案:
让我们一步一步思考:集合 A = {0, 1, 2}的真子集是指除了集合本身和空集之外的所有可
能子集。
1、空集是 A的真子集。
2、包含一个元素的子集：{0}, {1}, {2}。
3、包含两个元素的子集：{0, 1}, {0, 2}, {1, 2}。
4、包含所有元素的子集：{0, 1, 2}。
因此，共有 23 − 1 = 7个真子集，答案是A：7
Answer:
Let’s consider step by step: A set A = {0, 1, 2} has subsets, excluding the set itself and the empty
set.
1. The empty set is a proper subset of A.
2. Subsets containing one element: {0}, {1}, {2}.
3. Subsets containing two elements: {0, 1}, {0, 2}, {1, 2}.
4. Subset containing all elements: {0, 1, 2}.
Therefore, there are 23 − 1 = 7 proper subsets, the answer is A:7

Figure 4: An example with five-shot-cot from E-EVAL. The red part is the response from model, English translations
are provided beneath the relevant Chinese text.
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以下是中国关于数学考试的单项选择题，请选出其中的正确答案。
四位同学赛跑，丁丁用了106秒，强强用了1分15秒，明明用了92秒，奇奇用了1分50秒。（ ）跑得最快。
The following is a Chinese multiple choice question about a math test, please choose the correct answer among them.
Four students ran a race, Ding Ding took 106 seconds, Qiang Qiang took 1 minute 15 seconds, Ming Ming took 92 seconds and Qi Qi 
took 1 minute 50 seconds. ( ) ran the fastest.
A. 丁丁 (Ding Ding)
B. 强强 (Qiang Qiang)
C. 明明 (Ming Ming)
D. 奇奇 (Qi Qi)
答案：
Answer:
       Qwen-72B:
首先，我们需要将所有人的跑步时间转换为同一单位。这里可以将所有人的时间都转换为秒。
2. 其次，我们比较每个人的时间，时间最短的人跑得最快。
3. 最后，我们计算出每个人的时间：
   - 丁丁：106 秒
   - 强强：1 分 15 秒 = 75 秒
   - 明明：92 秒
   - 奇奇：1 分 50 秒 = 110 秒
综上所述，本题答案选C. 明明
First, we need to convert everyone's running times to the same unit. Here you can convert everyone's time to seconds. \n2. Second, we 
compare everyone's times. The person with the shortest time runs the fastest. \n3. Finally, we calculate each person's time: \n - Ting Ting: 
106 seconds \n - Qiang Qiang: 1 minute 15 seconds = 75 seconds \n - Ming Ming: 92 seconds \n - Qiqiqi: 1 minute 50 seconds = 110 
seconds \n\n Summing up, the answer to this question is C. Ming Ming.
      Ernie-Bot 4.0:
C. 明明。\n1分=60秒，1分15秒=75秒，1分50秒=110秒，因92＜106＜110＜75，所以明明用的时间最少，明明跑的最快。故选：C。
C. Ming Ming. \n1 minute = 60 seconds, 1 minute 15 seconds = 75 seconds, 1 minute 50 seconds = 110 seconds, since 92 < 106 < 110 < 
75, Ming took the least amount of time and Ming ran the fastest. Therefore, choose: C.
      Yi-34B-chat:
首先，我们需要将所有时间转换为秒，因为所有的计时都需要在同一个单位下进行比较。
丁丁用了106秒。强强用了1分15秒，即60秒 + 15秒 = 75秒。明明用了92秒。奇奇用了1分50秒，即60秒 + 50秒 = 110秒。
现在我们有了所有时间都在秒的单位下：
 - 丁丁：106秒
 - 强强：75秒
 - 明明：92秒
 - 奇奇：110秒
要找出谁跑得最快，我们需要比较每个人的时间。时间越短，说明他们跑得越快。
从上面的列表中，我们可以看到明明用的时间最短，是92秒。
所以，正确答案是：C. 明明 
因此，明明跑得最快。
First, we need to convert all times to seconds because all timekeeping needs to be compared under the same unit. \n\n Ding Ding took 
106 seconds. \n Strong used 1 minute 15 seconds, i.e. 60 seconds + 15 seconds = 75 seconds. \n Ming Ming used 92 seconds. 
\\nCheeChee took 1 minute 50 seconds, i.e. 60 seconds + 50 seconds = 110 seconds. \n\nNow we have all the times in seconds: \n- 
Tintin: 106 seconds \n- Qiangqiang: 75 seconds \n- Mingming: 92 seconds \n- Qiqi: 110 seconds \n\nTo find out who ran the fastest, we 
need to compare the times of each person. The shorter the time, the faster they ran. \n\nFrom the list above, we can see that Ming Ming 
took the shortest time, which was 92 seconds. \n\nSo, the correct answer is: \nC. Ming \n\nTherefore, Ming ran the fastest.

Figure 5: A simple primary school math problem with the predictions of the top-3 models.
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以下是中国关于数学考试的单项选择题，请选出其中的正确答案。
a=log0.30.4，b=log34，c=41/3的大小关系为( )。
The following is a Chinese multiple choice question about a math test, please choose the correct answer among them.
The size relationship between a=log0.30.4, b=log34, and c=41/3 is ( ).
A. a<b<c
B. b<a<c
C. a<c<b
D. c<a<b
答案：
Answer:
       Qwen-72B:
首先，我们计算c的值：c=41/3=2。接着，我们可以根据对数函数的性质判断a和b的范围：0<a=log0.30.4<1，b=log34>1。最后，我们将三个
数进行比较：a<1<b<2=c。综上所述，本题答案选A. a<b<c
First, we calculate the value of c: c=41/3=2. Next, we can determine the range of a and b based on the properties of the logarithmic 
function: 0<a=log0.30.4<1，b=log34>1. Finally, we compare the three numbers: a<1<b<2=c. In summary, the answer to this question is A. 
a<b<c
      Ernie-Bot 4.0:
A. a<b<c。
首先，我们知道对数函数logax在a>1时是增函数，在0<a<1时是减函数。因此，a=log0.30.4是一个减函数的值，由于0.4>0.3，所以a<0。
其次，对于b=log34，由于4>3，所以b>1。
最后，对于c=41/3，由于4>1，所以c>1。又因为c3=4<32=9，所以c<32/3。
综合以上三点，我们可以得出a<0<1<b<c<32/3，即a<b<c。
因此，正确答案是A.
First, we know that the logarithmic function logax is an increasing function at a>1 and a decreasing function at 0<a<1. Therefore, 
a=log0.30.4 is the value of a decreasing function, and since 0.4>0.3, a<0.
Second, for b=log34, since 4>3, b>1.
Finally, for c=41/3, since 4>1, c>1. And sincec3=4<32=9, c<c<32/3.
Combining these three points, we can conclude that a<0<1<b<c<c<32/3, which means that a<b<c.
Therefore, the correct answer is A.      
      Yi-34B-chat:
为了比较a、b和c的大小关系，我们需要先计算它们的具体值，然后进行比较。
首先，计算对数和分数指数幂：
1. 对于a，我们知道log0.30.4 < 0，因为当底数小于1时，对数函数是减函数。
2. 对于b，我们有log34 > 1，因为当底数大于1时，对数函数大于0。
3. 对于c，我们有41/3 > 1，因为任何分数指数幂x1/3当x > 0时都大于1。
现在我们可以比较它们的大小关系：
- 因为a < 0，b > 1，所以a < b。
- 因为c > 1，所以b < c。
因此，我们有a < b < c。
正确答案是：A. a<b<c
In order to compare the relationship between the sizes of a, b and c, we need to calculate their specific values and then compare them.
First, calculate the logarithmic and fractional exponential powers:
1. for a, we know that log0.30.4 < 0 because the logarithmic function is a decreasing function when the base is less than 1.
2. for b, we have log34 > 1 because the logarithmic function is greater than 0 when the base is greater than 1.
3. for c, we have 41/3 > 1 because any fractional power of exponent x1/3 is greater than 1 when x > 0.
Now we can compare their magnitudes:
- Since a < 0 and b > 1, a < b.
- Since c > 1, b < c.
Therefore, we have a < b < c.
The correct answer is: A. a < b < c

Figure 6: A hard high school math problem with the predictions of the top-3 models.
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Figure 7: Accuracy improvement from zero-shot-ao to five-shot-ao across 23 subjects.

Figure 8: Accuracy improvement from five-shot-ao to five-shot-cot across 23 subjects.
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