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Abstract

Recent advances in LLMs have sparked a de-
bate on whether they understand text. In this
position paper, we argue that opponents in this
debate hold different definitions for understand-
ing, and particularly differ in their view on
the role of consciousness. To substantiate this
claim, we propose a thought experiment involv-
ing an open-source chatbot Z which excels on
every possible benchmark, seemingly without
subjective experience. We ask whether Z is
capable of understanding, and show that dif-
ferent schools of thought within seminal AI re-
search seem to answer this question differently,
uncovering their terminological disagreement.
Moving forward, we propose two distinct work-
ing definitions for understanding which explic-
itly acknowledge the question of consciousness,
and draw connections with a rich literature in
philosophy, psychology and neuroscience.

1 Introduction: A Thought Experiment

Large language models (LLMs) achieve impres-
sive results on various benchmarks, seeming to
generalize to unseen tasks and domains (Brown
et al., 2020). This initiated a debate on whether
LLMs truly understand (Mitchell and Krakauer,
2022). On the one hand, several works claim that
LLMs are starting to show signs of understanding
text (Manning, 2022; Piantadosi and Hill, 2022;
Bubeck et al., 2023), while on the other hand, oth-
ers argue that LLMs are inherently incapable of
understanding because they observe form without
meaning (Bender and Koller, 2020; Bender et al.,
2021; Marcus, 2022). Evidently, such works have
differing opinions of what it means for a model to
understand. Here, we do not advocate for a single
“true” definition for understanding, and instead aim
to shed new light on the roots of this debate.

We contextualize the debate on machine cogni-
tion within the mind-body problem, which has been
at the center of vast philosophical debate, as well

as intense empirical research in cognitive neuro-
science. We follow Chalmers (1995), who asks
whether the quality of consciousness - the ability to
have subjective experiences - is a strict requirement
for understanding, or whether it can also manifest
in non-conscious agents. We argue that this ques-
tion lies in the background of all discussion around
whether LLMs truly understand.

To make this concrete, consider the following
thought experiment: you are presented with Z, a
new newfangled chatbot. Z is implemented in com-
puter hardware and performs only mathematical
manipulations of its input. It is completely open-
source — you have access to its code, training data,
weights, hyperparmeters, and any other implemen-
tation detail. You interact with Z and discover that
it excels on all NLP benchmarks, and will do so
on any possible test you will come up with in the
future. In essence, Z is the chatbot equivalent of
the philosophical zombie (Kirk, 1974; Chalmers,
1996); it outperforms humans on all tasks, suppos-
edly without having subjective experience. Do you
consider Z as capable of “understanding”?

If you answer “Yes”, turn to Section 3. For
you, the path toward machine cognition lies in test
sets of ever-increasing complexity, identifying ever-
more subtle deficiencies in machine responses. If
we reach this road’s end, we will find Z.

If you answer “No”, turn to Section 4. You hold
that consciousness is a prerequisite for understand-
ing, as that is the only thing distinguishing Zom-
bies from humans. We make several connections
between recent neuroscience research and AI, e.g.,
the function of consciousness and advancements in
the field of neural correlates of consciousness.

If you feel uncomfortable with either of these op-
tions turn to Section 5, where we address potential
objections to our setup and assumptions.

This setup produces two distinct definitions
and research agendas for machine understanding,
which are currently conflated in AI discussion.
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2 Background: Philosophical Zombies

The zombie argument is a thought experiment pro-
posed in the context of debates about consciousness
and its relationship to the physical world, i.e., to
what is measurable (Kirk, 1974). It seeks to ques-
tion the validity of physicalism, the belief that all
that exists in our world, including consciousness,
is physical (Stoljar, 2024). The zombie argument
suggests that it is conceptually possible for there to
be beings that are physically identical to humans
but possess no conscious experiences. These are
commonly referred to as “philosophical zombies”.

Philosophical zombies behave just like humans.
They appear to feel pain when injured or joy when
pleased, and can converse about the events in which
they participate. Despite these behaviors, philo-
sophical zombies possess no subjective experiences
or “qualia” (Tye, 2021) – they do not consciously
experience sensations, feelings, or thoughts. For
instance, a philosophical zombie would react ex-
ternally like a human would to stepping on a sharp
object but would not internally suffer due to the
painful sensation. Chalmers (1996) played a signif-
icant role in bringing the argument into the main-
stream discourse, particularly in the context of the
philosophy of mind.

We conjure the equivalent of a zombie chatbot.
It is implemented on physical computer hardware,
and it is capable of excelling on every NLP task,
seemingly without conscious experience.

3 Zombies do Understand:
Functional Definition of Understanding

One approach to machine cognition relies only on
the model’s behavior, independent of any internal
experience. This definition holds that understand-
ing can be inferred from performance on specific
tasks. We formulate this notion for a task T in
Definition 1:

Definition 1 Functional Understanding. A model
Z functionally understands a task T if its perfor-
mance on T is as good (or better than) a human
who is an expert in T .

This approach to understanding is articulated in
Dummett (1996)’s discussion around intelligence:

If a Martian could learn to speak a human language, or a
robot be devised to behave in just the ways that are essential
to a language speaker, an implicit knowledge of the correct
theory of meaning for the language could be attributed to the
Martian or the robot with as much right as to a human
speaker, even though their internal mechanisms were
entirely different.

Dummett (1996)

This framing helps explain the common practice
for testing understanding in models through long-
standing challenges, such as chess, Go, or language
generation, or in many NLP benchmarks, such as
text comprehension (Wang et al., 2018; Hendrycks
et al., 2021; bench authors, 2023; Liang et al., 2023)
or formal semantic representation (Oepen et al.,
2014; Nivre et al., 2016).

McCarthy (1990) figuratively called such tasks
the Drosophila of AI, drawing a parallel between
research in AI and biology, where model organisms
(e.g., the Drosophila fly) are chosen for wide bench-
mark experimentation with findings generalizing
beyond that specific organism.

Evidently, the recurring trend in the last 70 years
has seen tasks adopted as benchmarks for under-
standing until automated models functionally un-
derstand them. Then, the AI community moves
the goalposts to another, arguably harder, external
objective benchmark for understanding. Taken to
the extreme, a model that functionally understands
every potential benchmark is equivalent to our hy-
pothetical Z chatbot. Notably, models excelling on
these tasks are tested only externally and are not
required to have any internal state linked to their
success. Below, we outline some famous examples
of this trend.

Perhaps the most well-known examples are the
games of chess and Go. Chess served as a proxy
task for understanding for nearly 50 years. Early
works, such as Shannon (1950) and Turing (1953),
already deemed chess a benchmark for machine
intelligence. With the advent of deep learning mod-
els, chess engines now vastly outplay any human
opponent (Silver et al., 2017). For all intents and
purposes, these models functionally understand
chess according to Definition 1. Consequently,
chess was abandoned as a useful benchmark for
understanding.1 Instead, Go was adopted as a
marker for understanding (Bouzy and Cazenave,
2001; Van Der Werf, 2004), until Go models out-
played the best human players (Silver et al., 2016).

1New chess engines are still being developed, albeit with-
out any claims about general understanding beyond chess.
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A natural follow-up question is whether LLMs
can functionally understand. We argue that similar
trends to Go and chess happen for certain NLP
tasks. For example, natural language inference
(NLI) has garnered significant attention since its
introduction (Dagan et al., 2005), and was framed
as “fundamental to understanding natural language”
by the authors of SNLI, one of the most prominent
benchmarks for the task (Bowman et al., 2015).
However, as can be seen in Figure 1, the number of
models developed over SNLI has dropped in recent
years when performance on the benchmark was
saturated, while similar trends are observed also
for the follow-up MNLI dataset (Williams et al.,
2018). To the best of our knowledge, there is no
large scale effort to curate a new benchmark for
the task. It could be argued that LLMs functionally
understand NLI, and the field has implicitly moved
to other tasks. An indication that this trend does
not stem from loss of interest in the task are various
recent works that use NLI models as components
within larger systems, showing that indeed NLI
models are useful (Honovich et al., 2021; Laban
et al., 2022; Aharoni et al., 2023; Min et al., 2023).

Adopting this notion of understanding implies
getting other NLP tasks to go down this path, in-
crementally achieving functional understanding on
as many tasks as possible. At the end of this path,
if it is reachable, lies our hypothetical Z chatbot,
which functionally understands every NLP task.

4 Zombies don’t Understand:
Consciousness is a Prerequisite for
Understanding

In contrast to the external approach to understand-
ing in AI, stands a long line of work that either
explicitly or implicitly requires models to have sub-
jective experience. These works view the quality
of consciousness as an essential aspect of under-
standing, in addition to accurate performance on
any particular task.

This notion is formulated with regards to a model
M and a task T in the following definition:

Definition 2 Conscious Understanding. M con-
sciously understands T if both hold:

1. M functionally understands T (§Def. 1).

2. M is conscious – it has immediate subjective
experience. In Nagel (1974)’s words there is
something that “it is like” to be M .

Figure 1: %Models tested on SNLI (blue bars, left
axis) per year versus state-of-the-art performance on the
benchmark (red line, right axis). Data collected from
paperswithcode.com.

As we highlight below, this notion of understand-
ing has been articulated by seminal works in the
field of AI and NLP. In a section titled Argument
from Consciousness from his famous paper, Turing
(1950) cites (Jefferson, 1949):2

Not until a machine can write a sonnet or compose a
concerto because of thoughts and emotions felt, and not by
the chance fall of symbols, could we agree that machine
equals brain—that is, not only write it but know that it had
written it. No mechanism could feel (and not merely
artificially signal, an easy contrivance) pleasure at its
successes, grief when its valves fuse, be warmed by flattery,
be made miserable by its mistakes, be charmed by sex, be
angry or depressed when it cannot get what it wants.

Turing (1950)

This reveals a strong tie between external be-
haviors, such as writing a sonnet or composing
music, and subjective experiences, such as feeling
emotions, in considering them as prerequisites for
understanding, or intelligence.

Similar connection between consciousness and
understanding is also evident in Searle’s interpreta-
tion for his Chinese room argument (Searle, 1980).
This questions if a computer can be truly intelligent
by imagining a non-Chinese speaker using a rule-
book to manipulate Chinese symbols, seemingly
displaying comprehension without real understand-
ing. Searle (2010) explicitly states that this argu-
ment was meant as a thought experiment for the
existence of consciousness, or its lack thereof:

I demonstrated years ago with the so-called Chinese Room
Argument that the implementation of the computer program
is not by itself sufficient for consciousness or intentionality.

Searle (2010)

Other notable works have also connected the
2Emphasis is our own in all quotes.
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Turing test and the Chinese room argument to
consciousness (Churchland and Churchland, 1990;
Gozzano, 1995; Dehaene and Sigman, 2012).

We believe that consciousness also underlies the
current discussion on whether LLMs understand,
as evident in (Bender et al., 2021):

Our human understanding of coherence derives from our
ability to recognize interlocutors’ beliefs and intentions
within context. That is, human language use takes place
between individuals who share common ground and are
mutually aware of that sharing (and its extent), who have
communicative intents which they use language to convey,
and who model each others’ mental states as they
communicate.

Bender et al. (2021)

Finally, this definition for understanding is in
line with (O’Gieblyn, 2021), who in her recent
book advocated for consciousness as the defining
factor of human intelligence:

As AI continues to blow past us in benchmark after
benchmark of higher cognition we quell our anxiety by
insisting that what distinguishes true consciousness is
emotions, perception, the ability to experience and feel.
The qualities, in other words, which we share with animals.

O’Gieblyn (2021)

To move forward on conscious understanding as
articulated in Definition 2, we suggest following
literature in psychology and neuroscience regard-
ing tests for consciousness (for review, see (Bayne
et al., 2024)) and specifically the neural-correlate-
of-consciousness (NCC; Koch et al., 2016). This
field is dedicated to recognizing the neural dy-
namics in biological organisms associated with
consciousness experience. For example, the In-
tegrated Information Theory (IIT; Tononi et al.,
2016), specifically the weak IIT, links elements of
consciousness with wider information flow met-
rics, like recurrent processing or global workspace.
These findings can inform cognitively-inspired ar-
chitectures, e.g., spiking neural networks (Mediano
et al., 2022).

5 Other Possible Answers

Here we survey alternative answers to the question
of whether zombies understand. We reply to these
objections below, hopefully resolving seeming in-
consistencies within our paradigm.

Argument: Whether Z understands depends on
its implementation (training data, architecture, hy-
perparameters, etc.), but it has nothing to do with
conscious experience.

This argument is in line with Block (1981)’s def-
inition of Psychologism, which assumes that there
may exist implementations of Z which will show
that it indeed understands, e.g., if they involve
complex feature manipulations or explicit reason-
ing steps, while there may exist other implementa-
tions which imply that Z does not understand, e.g.,
if all Z does is leverage spurious correlations or
memorize an immense look up table, similar to the
Chinese room argument (Searle, 1980).

We argue that the concerns regarding specific im-
plementations not being indicative of understand-
ing can be mitigated with our requirement that Z
excels on all possible NLP benchmarks, while also
being implemented on a physical hardware. For ex-
ample, if Z leverages spurious correlations, then by
definition there are samples which do not exhibit
these correlations and which will stump Z (other-
wise they would not be spurious), contradicting our
assumption that Z is a philosophical zombie, and
does not make non-human errors. Similarly, since
human language can produce an infinite amount of
meaningful texts (Chomsky, 2002), and Z can only
memorize a finite amount of samples (as it is im-
plemented in finite hardware), then there must be
samples outside of its memory on which it is bound
to fail. This again contradicts our assumption that
Z does not fail where humans do not fail.

Argument: The question is ill-posed as Z is in-
conceivable. Hence it is meaningless to discuss
different properties of Z.

This argument may stem from the belief
that consciousness has a function in understand-
ing (Van Gulick, 2022), and hence it is impossible
for an agent to excel on every NLP benchmark with-
out also achieving consciousness. We argue that
this position is compatible with the view that con-
sciousness is a prerequisite for understanding (§4),
by positing that is in fact needed to achieve func-
tional understanding.

Argument: The question is ill-posed as it does
not define what is understanding. Different defini-
tions may lead to different answers.

We do not aim to define apriori what constitutes
understanding, and do not argue that there is a sin-
gle “correct” definition. Instead, we try to tease
apart what researchers mean when they use the
term, specifically highlighting the role that con-
sciousness plays in it, and examine how AI research
may be explained through this lens. In fact, we
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claim that answering the question elucidates differ-
ent definitions for understanding (Definitions 1,2).
We invite researchers to engage with this question
to examine their definition for understanding.

6 Discussion

We pose the question of whether Zombies under-
stand to highlight consciousness’s role in AI de-
bates. We propose two definitions for understand-
ing. One deals with functional understanding, and
the other revolves around conscious experience.
These definitions give rise to different research
agendas. This argument can be ported to other dis-
cussions about LLMs possessing human traits. E.g.,
Perry (2023) recently claimed that LLMs could
not feel empathy. We argue that here, too, con-
sciousness plays a major role in the definition of
empathy. Similarly, the question of the relevance
of consciousness to empathy can be unpacked by
asking “Can Zombies be Empathetic?”.

Limitations

We presented a thought experiment posing a philo-
sophical question and have tried to answer it
through the lens of two schools of thought within
the fields of AI and NLP. While we tried to ad-
dress potential reservations to our paradigm, it is
possible that there are other answers that were not
considered in this paper. We invite opinions and
objections to further inform the discussion around
machine cognition.
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Ivanova, and Yi Zhang. 2014. SemEval 2014 task
8: Broad-coverage semantic dependency parsing. In
Proceedings of the 8th International Workshop on
Semantic Evaluation (SemEval 2014), pages 63–72,
Dublin, Ireland. Association for Computational Lin-
guistics.

Meghan O’Gieblyn. 2021. God, human, animal, ma-
chine: Technology, metaphor, and the search for
meaning. Anchor.

Anat Perry. 2023. Ai will never convey the essence of
human empathy. Nature Human Behaviour, 7:1808 –
1809.

Steven T. Piantadosi and Felix Hill. 2022. Meaning
without reference in large language models. ArXiv
preprint, abs/2208.02957.

John Searle. 2010. Why dualism (and materialism) fail
to account for consciousness. Questioning nineteenth
century assumptions about knowledge, III: Dualism,
pages 5–48.

John R Searle. 1980. Minds, brains, and programs.
Behavioral and brain sciences, 3(3):417–424.

Claude E Shannon. 1950. Programming a com-
puter for playing chess. Philosophical Magazine,
41(314):256–275.

7142

https://api.semanticscholar.org/CorpusID:8587959
https://api.semanticscholar.org/CorpusID:8587959
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://doi.org/10.18653/v1/2021.emnlp-main.619
https://doi.org/10.18653/v1/2021.emnlp-main.619
https://doi.org/10.18653/v1/2021.emnlp-main.619
https://api.semanticscholar.org/CorpusID:170114519
https://api.semanticscholar.org/CorpusID:5395332
https://api.semanticscholar.org/CorpusID:5395332
https://doi.org/10.1162/tacl_a_00453
https://doi.org/10.1162/tacl_a_00453
https://doi.org/10.1162/tacl_a_00453
https://api.semanticscholar.org/CorpusID:248377870
https://api.semanticscholar.org/CorpusID:248377870
https://garymarcus.substack.com/p/nonsense-on-stilts
https://api.semanticscholar.org/CorpusID:249245931
https://arxiv.org/abs/2305.14251
https://arxiv.org/abs/2305.14251
https://api.semanticscholar.org/CorpusID:253107905
https://api.semanticscholar.org/CorpusID:253107905
https://aclanthology.org/L16-1262
https://aclanthology.org/L16-1262
https://doi.org/10.3115/v1/S14-2008
https://doi.org/10.3115/v1/S14-2008
https://api.semanticscholar.org/CorpusID:259995103
https://api.semanticscholar.org/CorpusID:259995103
https://arxiv.org/abs/2208.02957
https://arxiv.org/abs/2208.02957


David Silver, Aja Huang, Chris J Maddison, Arthur
Guez, Laurent Sifre, George Van Den Driessche, Ju-
lian Schrittwieser, Ioannis Antonoglou, Veda Pan-
neershelvam, Marc Lanctot, et al. 2016. Mastering
the game of go with deep neural networks and tree
search. nature, 529(7587):484–489.

David Silver, Thomas Hubert, Julian Schrittwieser, Ioan-
nis Antonoglou, Matthew Lai, Arthur Guez, Marc
Lanctot, L. Sifre, Dharshan Kumaran, Thore Graepel,
Timothy P. Lillicrap, Karen Simonyan, and Demis
Hassabis. 2017. Mastering chess and shogi by self-
play with a general reinforcement learning algorithm.
ArXiv preprint, abs/1712.01815.

Daniel Stoljar. 2024. Physicalism. In Edward N. Zalta
and Uri Nodelman, editors, The Stanford Encyclope-
dia of Philosophy, Spring 2024 edition. Metaphysics
Research Lab, Stanford University.

Giulio Tononi, Mélanie Boly, Marcello Massimini, and
Christof Koch. 2016. Integrated information theory:
from consciousness to its physical substrate. Nature
Reviews Neuroscience, 17:450–461.

Alan Turing. 1953. Digital computers applied to games.
In B. V. Bowden, editor, Faster than thought, pages
286–310. Sir Isaac Pitman & Sons, Ltd., London.

Alan M. Turing. 1950. Computing machinery and intel-
ligence. Mind, LIX:433–460.

Michael Tye. 2021. Qualia. In Edward N. Zalta, edi-
tor, The Stanford Encyclopedia of Philosophy, Fall
2021 edition. Metaphysics Research Lab, Stanford
University.

Erik Van Der Werf. 2004. AI techniques for the game
of Go. Citeseer.

Robert Van Gulick. 2022. Consciousness. In Edward N.
Zalta and Uri Nodelman, editors, The Stanford Ency-
clopedia of Philosophy, Winter 2022 edition. Meta-
physics Research Lab, Stanford University.

Alex Wang, Amanpreet Singh, Julian Michael, Felix
Hill, Omer Levy, and Samuel Bowman. 2018. GLUE:
A multi-task benchmark and analysis platform for nat-
ural language understanding. In Proceedings of the
2018 EMNLP Workshop BlackboxNLP: Analyzing
and Interpreting Neural Networks for NLP, pages
353–355, Brussels, Belgium. Association for Com-
putational Linguistics.

Adina Williams, Nikita Nangia, and Samuel Bowman.
2018. A broad-coverage challenge corpus for sen-
tence understanding through inference. In Proceed-
ings of the 2018 Conference of the North American
Chapter of the Association for Computational Lin-
guistics: Human Language Technologies, Volume
1 (Long Papers), pages 1112–1122, New Orleans,
Louisiana. Association for Computational Linguis-
tics.

7143

https://arxiv.org/abs/1712.01815
https://arxiv.org/abs/1712.01815
https://api.semanticscholar.org/CorpusID:21347087
https://api.semanticscholar.org/CorpusID:21347087
https://doi.org/10.18653/v1/W18-5446
https://doi.org/10.18653/v1/W18-5446
https://doi.org/10.18653/v1/W18-5446
https://doi.org/10.18653/v1/N18-1101
https://doi.org/10.18653/v1/N18-1101

