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Abstract

The success of large language models (LLM)
benefits from large-scale model parameters and
large amounts of pre-training data. However,
the textual data for training LLM can not be
confirmed to be legal because they are crawled
from different web sites. For example, there
are copyrighted articles, personal reviews and
information in the pre-training data for LLM
which are illegal. To address the above issue
and develop legal LLM, we propose to detect
the pre-training data from LLM in a pure black-
box way because the existing LLM services
only return the generated text. The previous
most related works are the membership infer-
ence attack (MIA) on machine learning models
to detect the training data from them. But the
existing methods are based on analyzing the
output probabilities of models which are unre-
alistic to LLM services. To tackle the problem,
we firstly construct the benchmark datasets by
collecting textual data from different domains
as the seen and unseen pre-training data for
LLMs. Then, we investigate a black-box frame-
work named DPDLLM, with the only access
to the generated texts from LLM for detecting
textual data whether was used to train it. In
the proposed framework, we exploit GPT-2 as
the reference model to fit the textual data and
feed the generated text from LLM into it to
acquire sequence probabilities as the signifi-
cant feature for detection. The experimental
results on the benchmark datasets demonstrate
that DPDLLM is effective on different popular
LLMs and outperforms the existing methods.

1 Introduction

Language modeling (LLM) is a major approach
to advance natural language processing systems
by modeling the likelihood of sequence of words

occurring in a given context (Zhao et al., 2023).

Considering to combine the neural networks with
language modeling for generating human-like
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Figure 1: The schematic diagrams of pre-training phase
of LLMs and the detection phase for copyrighted mate-
rials on LLMs.

texts, the pre-trained language models (PLM) like:
BERT (Devlin et al., 2019) and GPT-2 (Radford
et al.,, 2019) were designed with different pre-
training strategies. And they are effective in adapt-
ing to various downstream tasks. As the size of
PLMs increases, researchers find that large-sized
PLM:s display the emergent abilities which are dif-
ferent from smaller PLMs (Wei et al., 2022). There-
fore, the research community denotes the large-size
PLMs as large language models (LLMs) which
present the impressive performance in conversa-
tion with humans (Wang et al., 2023). The rep-
resentative LL.Ms include the open-source model
LLaMA (Touvron et al., 2023a) and the closed-
source model GPT-3.5 and 4 (OpenAl, 2023). Dur-
ing the pre-training phase, the LLMs are trained
with various corpora using the language modeling
objective, as illustrated in Figure 1. However, the
pre-training corpus may contain the illegal data
like: copyrighted articles, personal reviews or in-
formation because they are crawled from different
web sites (Touvron et al., 2023a). To develop legal
LLMs, we propose to detect the unauthorized pre-
training data whether is exploited to train LLMs.
The previous related works are the membership
inference attack (MIA) on machine learning mod-
els to detect whether a given sample was present
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in a target model’s training data or not (Shokri
et al., 2017). Mireshghallah et al. (2022) proposed
the likelihood ratio attack for PLMs to measure
the training data leakage. Mattern et al. (2023)
firstly applied the data augmentations for the at-
tacks against to PLMs via neighbourhood com-
parison. Considering to investigate the MIA on
LLMs, Shi et al. (2023) constructed the benchmark
WIKIMIA and designed the grey-box approach to
detection based on output probabilities of LLMs.
However, there are two main challenges to detect
pre-training data from LLMs according to the ex-
isting approaches. Firstly, the above studies mainly
exploit the output losses or probabilities of LLMs
as detection features (Mattern et al., 2023; Shi et al.,
2023), but it is unrealistic to obtain the output val-
ues except for generated texts from the existing
LLM services. Secondly, the existing MIA ap-
proaches (Mireshghallah et al., 2022) always need
to train a shadow model with the same architecture
of target model, and they are time-consuming and
inefficient way to detect LLMs because of the large
model size and corpus.

To overcome the above disadvantages, we pro-
pose a black-box framework named DPDLLM !
to detect pre-training data from LLMs. Based on
the actual scenario, we require that the black-box
approach only obtains the generated texts, with-
out access to losses or probabilities of LL.Ms, as
depicted in Figure 1. The DPDLLM framework
consists of two main components: the reference
model and the classifier. Given texts to be detected,
we use the reference model to fit them for memoriz-
ing the texts. Then, the prefix of the detection text,
such as the first half, is fed into LLLMs to obtain
the generated text. Ultimately, we input them into
the reference model to obtain the language model-
ing sequence probabilities as important features. If
the detection text was employed to pre-train LLMs,
the corresponding generated text is similar to the
raw text and the reference model will assign the
high probabilities to it because of the memoriza-
tion on it. The features of detection texts are fed
into the classifier to predict if they were utilized
during pre-training. To assess different detection
methods on popular LLMs, we construct the large-
scale benchmark datasets by collecting the seen
and unseen texts during pre-training LL.Ms. The
experimental results demonstrate the superiority of

'When ready, the code will be published at https://
github.com/ZovanZhou/DPDLLM

the DPDLLM framework on the proposed bench-
mark datasets. And the further analysis of different
factors on the datasets verifies the robustness of
the proposed method. The contributions of the
manuscript can be summarized as follows:

* We analyze the disadvantages of the existing
MIA-based methods on detecting pre-training
data from LLMs. And to assess different de-
tection methods on popular LLMs, we con-
struct the large-scale benchmark datasets in
different domains.

* To overcome the shortcomings, we are the
first one to propose a black-box framework
DPDLLM containing the reference model and
the classifier. Without access of the output
losses or probabilities from LLMs, the frame-
work can detect the copyrighted materials
solely based on the generated texts of LLMs.

* The experimental results and further analysis
on the proposed benchmark datasets present
that the DPDLLM framework outperforms ex-
isting baselines in terms of both effectiveness
and robustness.

2 Related Work

2.1 Membership Inference Attacks on
Language Models

Membership inference attack (MIA) was proposed
to identify whether a given sample was used in
training a target model or not (Shokri et al., 2017).
Language models are trained with large amount
of corpus where there might be personally identifi-
able information crawled from the public Internet.
Therefore, the MIA methods could be exploited
to extract the privacy information from language
models (Carlini et al., 2021). One class of MIAs
depends on analyzing the output values like: losses
or probabilities of samples fed into target mod-
els for determining membership (Song and Raghu-
nathan, 2020). Mattern et al. (2023) proposed a
data augmentation-based attack method to compare
the losses of the generated neighbour sentences and
those of the original sample under the target model
by computing their difference. Shi et al. (2023)
selected the k% tokens with the minimum proba-
bilities and calculated the negative log-likelihood
values of them as features to detect the pre-training
data for LLMs. The other class of MIAs need to
train shadow models for analyzing the difference of

645


https://github.com/ZovanZhou/DPDLLM
https://github.com/ZovanZhou/DPDLLM

behaviors between target models with them. And
the architecture of shadow models is always the
same with that of target models. Mireshghallah
et al. (2022) exploited an energy-based language
model to calculate the likelihood radio between
signals from both the target model and a reference
model to decide the membership of a sample.

Compared with the existing studies, we focus on
applying MIA on detecting pre-training data from
LLM:s and propose the black-box framework which
do not require losses or probabilities from LLMs
and time on training shadow models.

2.2 Data Contamination

Data contamination occurs when instances from
the evaluation set are inadvertently included in the
training dataset (Dodge et al., 2021). Recent stud-
ies have revealed that data contamination is a per-
vasive issue within widely-used NLP benchmark
datasets (Touvron et al., 2023b; OpenAl, 2023).
With the growing popularity of LLMs, it is im-
perative to rigorously evaluate and mitigate this
problem to ensure that model performance is as-
sessed accurately. Some existing approaches uti-
lize sub-string matching between training samples
and validation ones to identify data contamination.
Brown et al. (2020) employed n-gram overlap as
a method to detect contamination. Meanwhile, in
the study by Chowdhery et al. (2022) on PalLM,
a sample is regarded as contaminated if at least
70% of its 8-grams are present at least once in the
training set. Li (2023) suggested a new approach to
measure contamination levels using perplexity of
LLMs, even without access to the complete training
set. Other approaches try to detect contamination
by extracting memorized samples with prompting
LLMs with dataset names (Sainz et al., 2023) or
partial contents (Golchin and Surdeanu, 2023).

While the data contamination methods can iden-
tify the evaluation samples within the training set,
they are not efficient in detecting pre-training data
from LLMs. This is mainly due to the imprac-
ticality of obtaining the entire corpus used for
pre-training LLMs. Therefore, we propose the
DPDLLM framework, which requires a small part
of corpus data to train the classifier for detecting
pre-training data from LLM:s.

3 Methodology

Before getting into the details of the proposed
framework, we formalize the problem of detecting

pre-training data from LLMs. Given the target large
language model fy pre-trained on the seen dataset
Dyq, the task objective is to learn a detector h for
classifying the detection text x : h(x, fp) — {0,1}
where x € D; U D, and D,, represents the unseen
dataset which is not used to pre-train LLM. The
training and test sets are denoted as Dy, and Dy,
respectively. And we formulate the training set as
Dy, = {(T3, yi)}yzt{‘ where T; is the text of i-th
sample and y; € {0, 1} is the task label represent-
ing whether the text was utilized to pre-train LLM
or not. In our setting of the task, the detector has
access to the LLMs as a pure black box, and we can
only acquire the generated texts but not token prob-
abilities from LLMs. And we can obtain a small
part of seen dataset because the report claimed the
details of the entire pre-training corpus for popular
LLMs (Touvron et al., 2023a). After training the
detector on the training set, we evaluate it on the
test set Dy, and the samples of test set are disjoint
with those of training set Dy, (| Dy = @.

The DPDLLM framework for detecting pre-
training data from LLMs is illustrated in Figure 2.
The framework consists of the reference model and
the classifier, and is trained to detect pre-training
data from target LLMs. To mimic the realistic sce-
nario, we demand that the LLMs can be accessed in
a black-box way to acquire the generated contents
and the reference model can be utilized to calculate
the token probabilities in a white-box way. Given
the texts to be detected, the reference model is
trained with them for memorizing the whole texts.
To obtain the memorization on detection texts of
the target LLM, we feed the prefix of the texts,
such as the first half, into the LLM to generate
the postscripts. The trained reference model is em-
ployed on the whole generated texts to calculate the
language modeling sequence probabilities as signif-
icant detection features, and we use the Gaussian
Naive Bayes classifier to fit them for detection.

3.1 Memorizing Detection Texts

The pre-training stage is exploited to enhance the
language modeling ability of large language mod-
els (LLM) (Zhao et al., 2023). And the popu-
lar LLMs are trained with a large amount of cor-
pus from different domains. Considering to re-
duce training the shadow model same to the tar-
get LLM with the large corpus, we only need to
mimic the language modeling of LLM on detection
texts. We denote the detection text with N words
asT = (wy,ws, ..., wy). The language modeling
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Figure 2: The DPDLLM framework for detecting pre-training data from large language models. The LLM Services
can be accessed in a black-box way that users feed texts into them for generating contents. In the DPDLLM
framework, the prefix texts of detection texts are input into LLMs to generate the postscripts.

of LLM is to generate the next words based on the
previous texts. Due to the large size of LLM, the
target model can memorize the pre-training data
with the language modeling objective. Therefore,
we employ the reference model gy to memorize
the detection texts. And the language modeling
objective function is defined as follows:

N
mnglogp(mi | z1,22,...,xi—1) (1)
i=1
Considering that the size of the reference model is
far smaller than that of the target LLM, we fine-tune
the reference model by fitting it on the detection
texts. Therefore, the reference model can memo-
rize the detection texts effectively as the same as
the target LLM.

3.2 Extracting Memorization of Large
Language Model

During the pre-training stage, the target model fy
fitted on the pre-training data. Therefore, the LLM
can memorize the pre-training data and generate
the similar texts based on the same previous con-
tents. Given the detection text 7', we want to know
whether it was utilized to pre-train the target LLM.
Based on the goal of pre-training stage, we can
extract the memorization of LLM on the detection
text. We denote the prefix text of the given detec-
tion text T as T" = (x1, x2, . .. ’mt%J)' To extract
the memorization of LLM, we feed the prefix text
into the target LLM to generate postscripts. The
extraction process can be simplified as follows:

T = fe(T’) = (xl,.. . 7xl_%J’£l_%J+17"".ﬁN)
) ®)
where T is the memorization text of LLM and
(:i‘L Nipgree , &) is the generated postscripts.
2

3.3 Detection Feature and Classifier

The grey-box methods utilized the losses or prob-
abilities from target models as the detection fea-
tures (Li, 2023; Shi et al., 2023). However, we can
not acquire the above features because of the black-
box access to the target LLM. Given the text T" to
be detected, we can obtain the memorization text
T by Equation 2. Besides, we have the reference
model g4 to memorize T' with the same language
modeling objective function. If the target LLM
was pre-trained with 7', the memorization text T
from LLM is similar to the raw text. And the ref-
erence model will assign the memorization text T
with high probabilities because of the memoriza-
tion on the detection text 7T". Therefore, we exploit
the token probabilities from the reference model
as the detection features. The language modeling
sequential probabilities of the memorization text
are formulated as:

O:g¢(T):{Ol|Z:1>2>7N}a

0; = p(x; | 1,22, ..

3)

. axifl)

where o; € R represents the conditional proba-
bility of the ¢-th token in T. Given the training
set Dy, we can calculate the detection features
{0, yi}gf{' with the above steps.

Considering that the token probabilities are in-
dependent and identical distribution, we assume
that the distributions of detection features follow
the normal distribution. Therefore, we propose to
make use of Gaussian Naive Bayes (GNB) classi-
fier to map the features to the detection labels by
modeling the distributions of features. To classify
the sample with N-dimension feature into cate-
gory set ¢, the parameters of GNB are defined as:
T = {(pr,0%) | k € c}. For the data of the de-
tection task, we can estimate the parameters of the
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Algorithm 1 DPDLLM

Input: Training set Dy,., Test set Dy, LLM fy

Reference model g4, GNB classifier A,

Output: Results on test set Y = {g;} Lljtf'.

1: / Training Procedure */

2: Update ¢y, < ¢ with Dy, by Equation 1
3: fori=1,2,...,|Ds| do

4 Obtain T}" as the i-th sample in Dy,
5:  Extract Tj < fo(T}") by Equation 2
) -
7

8

9

Calculate O; < gy, (7;) by Equation 3
. end for
: Update 7 with {O;, yﬁﬁ’i”' by Equation 4
: /* Evaluation Procedure */
10: Update ¢ < ¢ with D;, by Equation 1
11: fori=1,2,...,|Dy| do
12:  Obtain T}¢ as the i-th sample in Dy,
13:  Extract T; < fo(T}¢) by Equation 2
14:  Calculate O; < gy, (T}) by Equation 3
15:  Calculate y; with O; by Equation 5
16: end for
17: return Y = {gji}gtf/'

classifier as follows:

1 | Der|
He = 0,
Del G
4)
1 | Der|
o) = > (05— )
|Dtr| i=1,y;=k

where {j, 01} € RY and ¢ = {0,1} represents
the two categories. To inference the detected data,
we maximize the posterior probability by the Bayes
theorem as follows:

y = argmaxlog(p(y = ¢ | 0))
N
= argmaxlog(p(y = ¢) [ [ p(os | y = ¢)).

i=1
®)

The parameters of the classifier are fixed after train-
ing and used to test on the evaluation data.

3.4 Training and Evaluation Procedures

In the DPDLLM framework, the reference model is
required to memorize the detection texts and output
the probabilities of the corresponding memoriza-
tion texts extracted from the target LLM fy. And
the classifier is fed with the detection features of
texts and identifies their labels for detecting them

Dataset WikiMIA2  BookMIA  Wiki-SPGC  WikiMIA2-SPGC
Length 64 512 64 64
# Train set 2,252 4,935 1,928 3,214
# Test set 2,252 4,935 1,929 3,215

Distribution

(S%:U%) 51% :49% 50% :50% 50% : 50% 66% : 34%

Domain
Book S, U S S
Website S, U U S,U

Table 1: The statistical information of the four bench-
mark datasets. The “Domain” item shows the data
sources of the corresponding dataset. “S” means the
seen data source that were used to pre-train the target
LLMs and “U” means the unseen one that were not em-
ployed during pre-training.

whether were utilized to pre-train the target model.

Therefore, given the training set Dy,., we firstly
train the reference model gy, and the classifier i,
with the optimized parameters 7 during the train-
ing procedure. To evaluate the framework on the
test set Dy, we consider that the detection texts
from two sets are dis-joint and should also train
the reference model g4, to memorize the texts in
Dye. During the evaluation procedure, we obtain
the detection features based on the reference model
94,. and use the classifier i, to recognize the type
of the texts to be detected. The overall algorithm
of DPDLLM is illustrated in Algorithm 1.

4 Experimental Setup

To detect the pre-training data from LLMs, we in-
vestigate the open-source LLMs including: Pythia-
2.8B (Biderman et al., 2023), LLaMA-7B and
LLaMA-13B (Touvron et al., 2023a) as target mod-
els. Based on the reports of the above LLMs’ train-
ing details, we can construct the detection datasets.
Datasets. To evaluate the different detection meth-
ods, Shi et al. (2023) proposed the benchmark
datasets WikiMIA and BookMIA. However, the
above datasets are limited to the small size and do-
mains. Therefore, we propose the new benchmark
datasets with large size and more domains. The
detailed information of the benchmark datasets is
shown in Table 1.

WikiMIA2: Considering that there are only 542
samples in WikiMIA, we extend it as WikiMIA2
by collecting newest contents from websites includ-
ing: Wikipedia and news. Based on the Wikipedia
page 2 of events occurred in 2023, we crawled
the texts and the reference websites of news in it
as the unseen data. And we follow the report of

Zhttps://en.wikipedia.org/wiki/2023
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WikiMIA2

Methods \ Pythia-2.8B \ LLaMA-7B \ LLaMA-13B

| Prec. Reca. F1  AUC | Prec. Reca. Fl AUC | Prec. Reca. Fl AUC
PPL 51,5 979 37.0 502 | 515 979 370 502 | 513 964 373 498
Zlib 512 982 355 496 | 51.2 982 355 496 | 514 984 365 50.1
Lowercase 51,5 962 383 502 | 515 962 383 502 | 509 940 377 492
Average PROB | 547 730 534 545|551 762 539 553|543 806 519 545
MIN-K% PROB | 543 815 516 545 | 586 572 573 573 | 566 659 560 562
DPDLLM 667 757 679 679 | 71.8 732 714 714 | 730 685 708 70.8

BookMIA

Methods | Pythia-2.8B | LLaMA-7B | LLaMA-13B

‘ Prec. Reca. F1 AUC ‘ Prec. Reca. F1 AUC ‘ Prec. Reca. Fl1 AUC
PPL 82.1 32 372 513|886 32 372 5141|948 45 386 521
Zlib 776 24 363 509 | 868 2.7 367 512|929 32 373 515
Lowercase 61.6 226 496 544 | 613 195 479 537 | 634 174 471 538
Average PROB | 780 78.5 784 784 | 776 781 780 78.0 | 803 79.1 80.1 80.1
MIN-K% PROB | 743 543 675 680 | 837 50.0 69.1 702 | 84.5 534 71.1 719
DPDLLM 827 776 809 809 | 819 777 80.5 80.5 | 839 779 817 816

Table 2: Performance comparison of different detection methods on benchmark datasets including: WikiMIA2 and
BookMIA. We investigate the large language models including: Pythia-2.8B, LLaMA-7B and LLaMA-13B as the
target models to detect the pre-training data from them.

LLM:s (Touvron et al., 2023a) to use the previously
dumped pages of Wikipedia as the seen data which
were employed to pre-train them.

BookMIA: Shi et al. (2023) constructed the
dataset by extracting 100 random 512-word snip-
pets from 100 books of the Books3 corpus (Gao
et al., 2021) as the seen data and collecting 50 new
books with first editions in 2023 as the unseen data.

Wiki-SPGC: To construct the multi-domain
dataset, we select books of Gutenberg corpus (Ger-
lach and Font-Clos, 2020) as the seen data and take
the unseen data of WikiMIA2 into account.

WikiMIA2-SPGC: To mimic the seen data from
multi-domains, we merge WikiMIA2 with the
books of Gutenberg corpus as the whole dataset.
And it is a hard benchmark to evaluate the detection
methods under the multi-domain scenario.

Baselines. We take existing detection methods as
our baselines and utilize them to extract detection
features for classification. The widely used feature
is the perplexity (PPL) (Li, 2023) of the sample fed
into language models (LM). The other PPL-based
methods include comparing the sample PPL to zlib
compression entropy (Zlib) or to the lowercased
sample PPL (Lowercase) (Carlini et al., 2021). Be-
sides, we take the sentence probability from LM as
detection feature and apply the average operation

on it (Average PROB). Shi et al. (2023) proposed to
select the k% tokens with the minimum probability
and compute the average log-likelihood of them as
detection feature.

In the experiments, we select GPT-2 as the refer-
ence model and train it for 15 epochs to memorize
detection texts. For different baselines, we extract
their specific features to optimize classifiers based
on training set and evaluate them on test set.

5 Experimental Results

5.1 Main Results

To compare the performance of different detec-
tion methods on WikiMIA2 and BookMIA, we
investigate the large language models including:
Pyhia-2.8B, LLaMA-7B and LLaMA-13B as tar-
get models. As illustrated in Table 2, the proposed
DPDLLM framework can always gain the best re-
sults including: F1 and AUC scores on the two
datasets and three LLMs. The PPL-based detection
methods including: PPL, Zlib and Lowercase are
not useful on the two benchmark datasets. The
memorization texts extracted from LLMs differ
from the original detection texts. And the PPL re-
flects the loss of the reference model that is trained
using the detection texts. Consequently, the PPL
values of the memorization texts fed into the refer-
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M | WikiMIA2 | Wiki-SPGC | WikiMIA2-SPGC
ethods

‘ Prec. Reca. F1 AUC ‘ Prec. Reca. F1 AUC ‘ Prec. Reca. F1 AUC
PPL 515 99.6 359 503 | 97.3 114 449 556 | 659 100.0 524 50.0
Zlib 514 99.7 353 501 | 100.0 332 370 51.7 | 659 1000 524 50.0
Lowercase 542 80.5 516 543 | 949 992 969 969 | 663 949 554 50.8
Average PROB 55.1 762 539 553 | 897 817 862 862 | 659 100.0 524 50.0
MIN-K% PROB | 586 572 573 573 | 87.6 663 782 785 | 659 100.0 524 50.0
DPDLLM 71.8 732 714 714 | 90.7 850 882 882 | 73.7 780 66.6 62.1

Table 3: Performance comparison of different detection methods on multi-domain scenarios. We investigate the
large language model LLaMA-7B as the target models to detect the pre-training data from it.

Methods . WikiMIA2 . BookMIA
Pythia-2.8B  LLaMA-13B | Pythia-2.8B LLaMA-13B

DPDLLM 67.9 70.8 80.9 81.6
Reference Model

w/o fine-tuning 66.8 67.2 73.6 75.1
Classifier

LR 65.2 70.0 76.8 71.7

MLP 64.4 65.0 73.3 74.3

Table 4: The ablation study of DPDLLM on the bench-
mark datasets. The results of each method are AUC
scores. “LR” represents the logistic regression model
and “MLP” represents the multi-layer perceptron model.

ence model are not discriminative features for de-
tecting pre-training data. Besides, the probability-
based methods including: Average PROB and MIN-
K% PROB achieve better performances than the
PPL-based methods. If the original texts used to
pre-train target models are memorized by the refer-
ence model, the memorization texts extracted from
LLMs will be assigned high token probabilities.
Therefore, the token probabilities from the refer-
ence model are the efficient features to detect pre-
training data. Average PROB and MIN-K% PROB
gain worse results than the proposed method. Be-
cause the average operation compresses the whole
sequence probability into one value, and the sig-
nificant features are reduced by it. And DPDLLM
takes the sequence probability into account and
models the distributions of it for detection.

5.2 Analysis on Multi-Domains

Considering that the detection texts may come from
different domains, we construct the multi-domain
benchmark datasets including: Wiki-SPGC and
WikiMIA2-SPGC. As illustrated in Table 3, the
overall metrics like: F1 and AUC scores of Wiki-
SPGC are higher than those of the other datasets.
Because Wiki-SPGC consists of the unseen texts
from websites and the seen ones from books, and
there is significant difference between the two
kinds of texts for the easy detection. And Low-

ercase method can gain the best results on Wiki-
SPGC because the significant difference between
website and book texts lies in the writing conven-
tion of upper and lower case. Besides, WikiMIA2-
SPGC is the hardest benchmark dataset becuase
it contains the unseen texts from websites and
the seen texts from both websites and books. As
shown in Table 3, the baselines are not effective
on WikiMIA2-SPGC and identify the all detec-
tion texts as the seen ones which were utilized to
pre-train LLMs. Because the seen texts are from
different domains, and the detection features of
baseline methods are not useful to train the classi-
fier. The proposed DPDLLM framework can also
gain the best results and the phenomenon verifies
that the sequence probability is useful in detecting
pre-training data of multi-domains from LLM:s.

5.3 Ablation Study

The DPDLLM framework consists of the reference
model and the classifier. To investigate the effec-
tiveness of components in DPDLLM, we conduct
the ablation study of it on the benchmark datasets
and LLMs. The reference model is trained to mem-
orize the detection texts by language modeling ob-
jective function. We utilize the reference model
without fine-tuning to extract detection features
for identifying pre-training data. As presented in
Table 4, the results of the reference model with-
out fine-tuning are worse than those of DPDLLM.
Because the original reference model can not mem-
orize the detection texts without training and it can
not assign the reasonable probabilities to the mem-
orization texts extracted from LLMs. Besides, we
replace the Gaussian Naive Bayes (GNB) classifier
with other ones. As shown in Table 4, the logistic
regression (LR) model can achieve the competitive
results on WikiMIA2 compared with GNB, but it
gains worse results than GNB on BookMIA. This
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Figure 3: The performance comparison of detection
methods on benchmark datasets with various lengths.
The target large language model is LLaMA-7B.

phenomenon demonstrates that the text lengths of
detection texts influence the results of different clas-
sifiers, and the GNB can keep the superiority on
long texts compared with LR. And the multi-layer
perceptron (MLP) model gains the worst results be-
cause it can not model the distributions of detection
features and generalize to the test set effectively.

5.4 Influence of Text Length

To analyze the influence of text lengths to the per-
formances of different detection methods, we con-
struct the benchmark datasets with various lengths
versions. There are four versions of WikiMIA?2 and
WikiMIA2-SPGC with different token lengths in-
cluding: 32, 64, 128 and 256. As illustrated in Fig-
ure 3, DPDLLM framework can always achieve the
best results on the benchmark datasets with differ-
ent lengths. This phenomenon verifies that the se-
quence probability is the detection features robust
to text lengths. Besides, Lowercase method can
gain better results with the increase of text lengths.
And the performances of Average PROB and MIN-
K% PROB on WikiMIA2 decrease with the in-
crease of text lengths. Because WikiMIA?2 contains
texts from the same domain and the probability-
based methods struggle to use the increased texts
for detection. The MIN-K% PROB method on
WikiMIA2-SPGC is unable to detect multi-domain
pre-training data with different lengths. This is be-
cause it only utilizes a small portion of token prob-
abilities as detection features. In contrast, other

651

WikiMIA2 BookMIA

—e— Pythia-2.8B

—e— Pythia-2.8B
—- LLaMA-7B
--®- |LLaMA-13B

—- LLaMA-7B

--®- |LaMA-13B

200 30 40 50

Percentage (%)

20 30 40 50 10

Percentage (%)

0 10

Figure 4: The performance comparison of DPDLLM
on benchmark datasets including: WikiMIA2 and Book-
MIA with different percentages of original training data.

methods that rely on sequence probabilities can
achieve better results as the length of the text in-
creases. This observation supports the idea that
longer detection texts improve results of detecting
multi-domain pre-training data from LLMs.

5.5 Influence of Training Set Size

To investigate the impact of training set size, we
randomly select a portion of the original training
set to train DPDLLM. We then evaluate its perfor-
mance on the test set. The results, shown in Figure
4, demonstrate that DPDLLM achieves better per-
formance as the training data size increases. Specif-
ically, when training DPDLLM on WikiMIA2, uti-
lizing 50% of the original training data set yields
the best results. On the other hand, using only 10%
of the original training data set yields the best re-
sults on BookMIA. Therefore, it is not necessary
to have large amounts of annotated training data to
detect pre-training data from LLMs.

6 Conclusion

In this paper, we discuss the issue of using poten-
tially illegal pre-training data for large language
models (LLMs) and analyze the disadvantages
of existing detection methods. Considering to
avoid training shadow models and accessing in-
ner of LLMs, we propose the black-box framework
named DPDLLM to detect pre-training data from
LLMs. The proposed framework comprises a refer-
ence model and a classifier. The reference model
is trained to memorize detection texts, while the
classifier is optimized using detection features of
memorization texts extracted from target LL.Ms,
based on the reference model. To evaluate detec-
tion methods, we construct the benchmark datasets
from different domains and the experimental re-
sults demonstrate the superiority and robustness of
the proposed methods over baselines.



7 Limitations

The experimental results demonstrate that the ex-
isting detection methods are not effective on multi-
domain dataset WikiMIA2-SPGC. Therefore, we
should investigate more significant detection fea-
tures and efficient detection models to identify
multi-domain pre-training data from LLMs. Be-
sides, in the proposed framework, we need to make
use of a small part of seen data which were uti-
lized to pre-train LLMs. And it is more convenient
to combine the detection methods with the zero-
shot learning to reduce utilizing the distribution of
pre-training data for LLMs.
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