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Abstract

The objective of the Causal Emotion Entail-
ment (CEE) task is to identify the causes of the
target emotional utterances in a given conver-
sation. Most existing studies have focused on
a fine-tuning paradigm based on a pretrained
model, e.g., the BERT model. However, there
are gaps between the pretrained task and the
CEE task. Although a pretrained model en-
hances contextual comprehension to some ex-
tent, it cannot acquire specific knowledge that
is relevant to the CEE task. In addition, in
a typical CEE task, there are peculiarities in
the distribution of the positions with different
emotion types of emotion utterances and cause
utterances in conversations. Existing methods
employ a fixed-size window to capture the rela-
tionship between neighboring conversations;
however, these methods ignore the specific
semantic associations between emotions and
cause utterances. To address these issues, we
propose the Position-oriented Prompt-tuning
(POP-CEE) model to solve the CEE task in
an end-to-end manner. Specifically, we can
model the CEE task by designing prompts with
multiple unified goals and by exploring the
positional relationship between emotion and
cause utterances using a position constraint
module. Experimental results demonstrate
that the proposed POP-CEE model achieves
state-of-the-art performance on a benchmark
dataset. Our code and data can be found at:
https://github.com/ZhOuzh/POP-CEE.

1 Introduction

Social media’s recent expansion has increased inter-
est in emotion analysis in conversations (EAC) in
the natural language processing (NLP) field. Exist-
ing EAC efforts primarily focus on emotion recog-
nition in conversation (ERC), which identifies the
types of emotions conveyed in utterances. How-
ever, (Poria et al., 2021) has argued that recogniz-
ing a speaker’s emotion is insufficient. In other

*Corresponding author

{ A Did you hear what happened to Mike in Accounts?
B: No. What?

{ A:Whata great weekend that was ! (

8: My feelings exactly. ( )

A: | really enjoy the beach in the summer . ( A: He got arrested on Friday night and spent the night in jail. «
B: | couldn't agree with you more . ( B: No. Really, what happened? (surprise)

A: We should come here more often . ( A: He got home on Friday night Iate, and he'd been out drinking

', B: You are absolutely right . ( ) /% with some clients.

/" A: You look like a basket case.
B: I'm not surprised
A: What's the problem?
B: My brother in-law just dropped in from the states. (
A: Yeah , and?
B: 1 decided to put him up while he's here , big mistake! (ds
A:Why?
A: He's lazy. | tried being a good host, but if you give him an inch, hell —/
*\ take a mile. (disgust)

A: Dad, I'm scared. (fear)
B: Take it easy, honey. It's just raining cats and dogs.
A: But, dad, i's stormy outside® (fear) <

B: Honey, its just windy and raining outside.

A: Arl Dad, the power went out*(fear) 2%

Figure 1: Position relationships between emotion and
cause utterance for different emotions in a conversation
scenario. Four distinct emotions are shown: Happi-
ness (red), Surprise (yellow), Disgust (blue), and Fear
(green), where the arrows point from the emotion ut-
terance to the cause utterance. Note that Happiness is
constantly contagious in the conversation. The conver-
sation partner causes the Surprise emotion, which lasts
for a short utterance. The Disgust and Fear emotions
are present on only one side of the conversation.

words, further reasoning is required, e.g., mining
the causes behind the speaker’s emotion. Thus,
they proposed the RECCON task, which comprises
two sub-tasks, i.e., Causal Span Extraction (CSE)
at the word or phrase level and Causal Emotion En-
tailment (CEE) at the utterance level. In this paper,
we focus on the CEE task, which attempts to pre-
dict which specific utterances in a given dialogue
history contain the causes of non-neutral emotions
in the target utterance.

For the CEE task, (Poria et al., 2021) proposed
a baseline approach, treating the task as a natural
language inference problem. However, this method
only performs simple inference and does not con-
sider the characteristics of the dialogue text. Thus,
(Zhang et al., 2022), (Kong et al., 2022), and (Jiang
et al., 2023) characterized the structure of the con-
versation and the information of the emotion and
speaker in the conversation text by designing dif-
ferent network models, and (Li et al., 2022), (Zhao
et al., 2022) incorporated the commonsense knowl-
edge into the inference using graph models.
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Pos| g 1 2 3 4 5 6 7
emo

56.2% 56.8% 263% 162% 131% 84% 84% 5.5%
surprise 422% 84.6% 52% 11% 18% 17% 0.6% 0.8%
sadness 762% 22.6% 322% 122% 198% 6.5% 14.6% 4.3%
anger 73.1% 38.8% 422% 171% 28.7% 132% 182% 7.1%
fear 734% 11.9% 328% 5.6% 191% 29% 6.5% 0.0%
disgust 83.9% 27.1% 312% 74% 243% 34% 68% 29%

happiness

Table 1: Relationship between emotion type and cause
utterance position in the RECCON-DD dataset. emo
denotes six different emotion types, and pos denotes
the distance between the candidate utterance U; and the
target utterance U, (only 0-7 are listed here), where 0
means that the candidate utterance is the target utterance
itself. The data in the table indicate the proportion of
candidate utterances that imply a cause utterance among
the candidate utterances at a particular emotion type and
a particular position.

These previous studies considered different di-
alogue characteristics. However, they ignored the
relationship between emotion types and the posi-
tions of the corresponding cause clauses. When
a speaker displays a particular emotion, the dif-
ferent types of emotion can reveal the position of
the cause. For example, we consider the conver-
sation scenarios shown in Figure 1. Here, for the
happiness emotion, when Speaker A’s utterance
contains the happiness emotion, Speaker B’s subse-
quent utterance is more likely to contain happiness
because positive emotions are contagious among
speakers. In other words, when a speaker commu-
nicates positive emotions, those around them are in-
fluenced and experience similar positive emotions.
We observe that the underlying causes of positive
emotions are typically the same, and the primary
cause is the initial utterance of Speaker A express-
ing happiness. In terms of the surprise emotion,
when Speaker B’s utterance contains the surprise
emotion, we know that Speaker B must not have
known about it beforehand. The surprise emotion
typically only lasts for a short period. Therefore,
the cause of surprise is generally contained in the
utterance nearest to the emotion utterance. Thus,
surprise is typically caused by the speaker’s words
most intimate to the surprise emotion, frequently
Speaker A. For negative emotions, e.g., disgust and
fear, in a conversational situation, the goal of the
conversation is to transform the negative emotion
into a neutral or positive emotion. When Speaker
A expresses a negative emotion, Speaker B will
typically persuade Speaker A with a neutral feeling.
The conversation tends to move in the direction of
one person complaining and the other comforting,
and the cause of the negative emotion is generally

in the first utterance in which Speaker A expresses
the negative emotion. In rare cases, e.g., when both
speakers are arguing, Speakers A and B may rep-
resent the same emotion. The position between
the emotion and the cause can facilitate effective
utterance extraction in conversations. These lin-
guistic phenomena are based on our statistics on
the RECCON-DD dataset, and the relationship be-
tween emotion and position is shown in Table 1.

Thus, we propose the Position-oriented Prompt-
tuning model for CEE (POP-CEE). Multiple tem-
plates are proposed to guide the pretrained model
from a semantic perspective combined with con-
straints to filter out the model’s obviously incorrect
prediction results. Based on the observed positional
relationship between the emotions and the causes
in the target conversations, we construct multiple
templates modelling the CEE tasks to direct the
model’s attention to the position between the emo-
tions and causes. Then, the positional constraints
module filters the obtained predictions.

We conducted extensive experiments on bench-
marks, and the results demonstrate that the pro-
posed framework outperforms all baselines on the
experimental dataset. In addition, we conducted
several studies and analyses to explore each mod-
ule’s effectiveness on the CEE task. The primary
contributions of this study are summarized as fol-
lows.

* We present the POP-CEE method to solve
CEE tasks in an end-to-end manner. The pre-
sented method can fully utilize the position-
specific information between emotions and
causes in different dialogue scenarios.

* We design four prompt templates and com-
bine them for model inference, which can use
the semantic information present in conversa-
tions to understand the relationship between
emotion types and cause utterances.

* We conduct extensive experiments, demon-
strating that the method proposed in this paper
achieves state-of-the-art performance.

2 Related Work

Early work in sentiment analysis was applied to
opinion mining tasks (Cambria et al., 2013) to rec-
ognize and extract opinions from text data. More
recently, the work in sentiment analysis has been
applied to a wider range of tasks, e.g., allowing for
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Figure 2: Framework of the proposed POP-CEE model. The structure of the model is shown at the top, and the
detailed structure of the emotion prompt module is shown below. First, we input the target utterance, the candidate
utterance, and their speakers for reasoning. Then, the emotion prompt module selects the corresponding prompt
according to the emotion type of the target utterance. Then, the average value of the reasoning result and the
reasoning result of the basic-prompt are taken to obtain the probability that the candidate utterance contains the
cause of the emotion. The position constraint module then further constrains the probability according to the
positional relationship between the target utterance and the candidate utterance to obtain the final prediction result.
Candidate utterances containing the target utterance’s cause are marked with pentagrams.

dialogueue topic segmentation (Gao et al., 2023)
and speech separation (Jiang et al., 2021).

Initially, the extraction of target emotional
causes was primarily realized using rule-based
methods (Lee et al., 2010; Chen et al., 2010). (Gui
et al., 2016) constructed a public ECE dataset us-
ing city news as a corpus and solved the emotional
causes extraction problem as a question answering
task (Gui et al., 2017). Then, in conjunction with
the ECE task, (Xia and Ding, 2019) proposed the
emotional causes pair extraction (ECPE) task and
used a two-part framework for it to process. Many
end-to-end improvement methods emerged subse-
quently (Yuan et al., 2020; Fan et al., 2020; Wei
et al., 2020; Cheng et al., 2020; Song et al., 2020;
Singh et al., 2021; Zhou et al., 2022; Liu et al.,
2022; Zheng et al., 2022; Hu et al., 2023). How-
ever, the ECE and ECPE datasets use news articles
as the corpus, and the complexity of reasoning is
lower because most expressions in news articles are
more formal, the expressed emotions are typically
very clear, and the information density is higher.

To further reason about emotions, (Poria et al.,
2021) proposed the RECCON task, which is based
on two datasets, i.e., the IEMOCAP(Busso et al.,

2008) and Dailydialogue(Li et al., 2017) datasets.
The RECCON task comprises two different sub-
tasks, i.e., the CSE and CEE tasks, and most cur-
rent work has focused on solving CEE, whose
goal is to determine whether the target utterance
in a given conversation history contains the cause
of the target emotion utterance. To address this
task, (Zhang et al., 2022) proposed TSAM to cap-
ture intra-speaker and inter-speaker emotional in-
fluences in the global view, (Kong et al., 2022)
proposed DAM to capture the interactions between
utterances and session-specific structures, (Zhao
et al., 2022) proposed KBCIN to reason about emo-
tional causes combined with commonsense knowl-
edge, and (Jiang et al., 2023) constructed a joint
framework using a Window Transformer to capture
the short-time effects of information transfer be-
tween multiple utterances. In this paper, we solve
the CEE task based on prompt learning.

3 Proposed Method
3.1 Task Definition

Given an utterance U; with a non-neutral emo-
tion, the CEE task attempts to predict which utter-
ances in the given conversation history H(U;) =
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(U1,Us,Us, Uy, . . .) contain the causes correspond-
ing to U;’s emotion. Here, the inputs to the model
include the target utterancely, its emotion type, the
conversation history H(U;), and the candidate ut-
terance U;. The candidate utterance U; is classified
as a positive case if it contains the cause corre-
sponding to the emotion in U;. Otherwise, it is
classified as a negative case.

3.2 Overview

The overall framework of the proposed POP-CEE
model is shown in Figure 2. This framework
comprises two main modules, i.e., the emotion
prompt module and the position constraint module.
The emotion prompt module directs the pretrained
model to prioritize the relationship between the
emotion type and the position of emotion-cause
utterances, thereby allowing the pretrained model
to identify the cause utterance corresponding to the
target emotion utterance. The position constraint
module constrains the model’s prediction results
by considering the specific positional relationship
between the emotion and the cause utterances.

3.3 Emotion Prompt Module

The emotion prompt module is divided into five el-
ements according to the distribution of the position
of emotions and causes in the given dialogue. The
Intra-Prompt is applied to cases where the emotion
and cause are contained in the same utterances. The
Happiness-Prompt, Surprise-Prompt, and Negative-
Prompt are applied to cases where the emotion is
"Happiness", the emotion is "Surprise", the emo-
tion is "Disgust”, "Fear", and other negative emo-
tions, respectively. The Basic-Prompt is applied to
all cases.

Intra-Prompt is applied to determine whether
the cause utterance of a given emotion utterance
is the emotion utterance itself. Specifically, the
intra-prompt template is designed as follows:

Tintra = "H(Uy), Sy says U, with E(Uy) is<mask>

because of the utterance itself."

where U; denotes the target emotional utterance,
H(Uy) is its conversation history, S; is the speaker
of Uz, and E(Uy) is the emotion of U;. The la-
bel words corresponding to <mask> are {"not",
"blank"}, where "not" corresponds to a nega-
tive case and "blank" means that the <mask> is
not filled with any word and corresponds to a

positive case. When the candidate utterance is
the target utterance itself, i.e., U; = U, the
model applies the intra template and the pretrained
model gives the probability of the label word filled
at <mask>. Py(< MASK >="not"|U;) and
Py(< MASK >="blank"|U;) correspond to the
probability that U; is a negative and positive case

neg POS

predicted by the model, denoted as g; ~ and g;
respectively, which are given by the following for-

mula:
g;" = g(Py(< MASK >="not"|U;)|U; = Up)

¢ = g(Py(< MASK >="blank"|U;)|U; = Uy)

Happiness-Prompt is applied to reason about
the cause utterance corresponding to the emotion
of happiness. The happiness emotion is typically
transferred between two speakers, and the cause
utterances it corresponds to are generally the same;
thus, we designed the template for the happiness-
prompt as follows:

Thappiness = "H(Ut), S; says U;, <mask> Sy says

U, with E(U;)."

where U; denotes the candidate utterance, and
S; represents the speaker of the candidate utter-
ance. The label words corresponding to <mask>
are {"then", "so"}, where "then" indicates that U,
and U; have a succession relation, which means
a negative case. Furthermore, "so" ndicates that
U; and U; have a causal relation, which refers
to a positive case. When the candidate utter-
ance is not the target utterance itself and emo-
tion type E(U;) = happiness, the model applies
the happiness template. The pretrained model
gives the probability of the label words filled
at <mask> Py(< MASK >="then"|U;) and
Py(< MASK >="s0"|U;), correspond to the
probability that U; is a negative case and a positive
case, respectively, as predicted by the model, which
are given by the following formulas:

99 = g(Py(< MASK >="then”|U;)|E(Uy))
9P = g(Py(< MASK >="50"|U;)| E(Uy))

Surprise-Prompt is applied to reason about the
cause utterance corresponding to the emotion of
surprise. Note that the duration of the surprise
emotion in a dialogue scene is generally short; thus,
the distance between the emotion utterance and
the cause utterance will be very small. Here, we
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only consider the previous utterance of the target
utterance. The designed surprise-prompt template
is expressed as follows:

Tsurprise = "H (Uy), St says Uy with E(Uy) is

because of the <mask> utterance."

The label words filled at <mask> are {"no", "last"},
where "no" and "last" correspond to a negative case
and a positive case, respectively.

Negative-Prompt is applied to reason about the
cause of the emotion utterances containing nega-
tive emotions, e.g., anger, disgust, fear, and sad-
ness, which are typically not transmitted between
speakers. Therefore, its cause utterance is typi-
cally a conversation before the U;’s speaker S;.
The template for the negative-prompt is the same
as that for the happiness-prompt, i.e., Tyegative =
Thappiness> With the difference being < mask >=
{"and","thus"}, where "and" and "thus" corre-
spond to a negative case and a the positive case,
respectively.

Basic-Prompt
tions:

is a generic template for all situa-

Toasic = "H(Uy), Sy says Uy with E(Uy), is the

following utterance the cause of the above
emotional utterance, U;? <mask>."

The corresponding label words at <mask> are
{"No", "Yes"}, where "No" and "Yes" correspond
to a negative case and a positive case, respectively.
Basic-Prompt balances the four templates men-
tioned above and mitigates their overfitting. There-
fore, for all U;, the model will apply Basic-prompt
to calculate the probability of their negative and
positive cases, which are denoted as g, % and
ghee. ., respectively, and the specific formulas are
shown below:

gt = g(Pu(< MASK >="No"|U;))

gh .= g(Pu(< MASK >="Yes"|U;))

The model then computes the mean of ¢,/ and

pos neg DOS .
g; ,andthe meanof g, . andg; . ,respectively,
as follows:

neg __ neg neg

p; - mean(gi ’ gbasic)
0s pos _pos

p%i) - mean(gi ’ gbasic)

where p;“Y denotes the probability of a negative
case, i.e., the probability that U; and U; are un-
correlated, and pf”® denotes the probability of a
positive case, i.e., the probability that U; and U,
are correlated, and finally p; Y and p® are formed
into a binary group:

t
pfromp — (p?eg’p?OS)

Note that p?"*""* is the final output of the prompt
module.

3.4 Position Constraint Module

The constraint module filters out irrelevant candi-
date utterances based on the positional relationship.
In the proposed model, we consider all conversa-
tions before the target emotional utterance U; as
the local context of that utterance, for which we
design a total of three constraint strategies, i.e., the
basic-constraint, surprise-constraint, and negative-
constraint strategies. In addition, we set a value of
[ for each constraint. When the candidate utterance
U; and target utterance U, satisfy the correspond-
ing constraint relation C, the constraint module
subtracts [ from the probability of the positive case
and adds [ to the probability of the negative case.
These three constraint strategies are described in
detail in the following.

Basic-Constraint is a universal constraint for all
emotion utterances. As shown in Table 1, there is a
position bias in the RECCON-DD dataset. For the
majority of pairs, the distance between its emotion
utterances and the corresponding cause utterances
is less than 7. This means that no cause utterance
can be found when the distance is greater than 6.
The condition of the basic-constraint is designed as
follows:

Chasic 3P05(Ut, Uz) > kbasic

where pos(Uy, U;) denotes the distance between
the target utterance and the candidate utterance,
and kpqgc 1S set to 6.

Surprise-Constraint is applied to utterances
with the surprise emotion. As shown in Table 1,
the distance between the emotion utterance and the
cause utterance for surprise is less than 2, which
means that the cause utterance can only be the
target utterance or the preceding utterance. The
surprise-constraint is expressed as follows.

csurprise 3p05(Ut, Uz) > ksurprise

Here, Kgurprise 1s set to 1.
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Negative-Constraint is applied to all negative
emotion types, e.g., anger, disgust, fear, and sad-
ness. Negative emotions are typically not transmit-
ted between two speakers; thus, the causal utter-
ance of a negative emotion is generally a previous
utterance by the speaker of the target utterance.
Thus, the negative-constraint is given as follows.

Cnegative - pOS(Ut, Uz)%2 = knegative

Here, kyegative 18 set to 1.

The constraint module filters out utterances with
very low relevance based on the emotion type of
the target utterance and the distance between the
target and candidate utterances, which is expressed
as follows:

FeB]"™") = P((07 + L9} = Dle)
,(leLceC)

where C' = {Cbasia Csurprises Cnegative} and L =
{lbasic: Lsurprises lnegative ;. The result is then
mapped to the probabilities of positive and neg-
ative cases using the softmax between 0 and 1 to
obtain the final prediction result ;.

gi = softmaz(f.(p]"""™"))

3.5 Cause Prediction and Optimization

The final prediction of the model for the CEE task is
implemented based on the prediction results of the
constraint module and optimization of the model
parameters.

Cause Prediction We obtain the model’s final
classification result by comparing the magnitude of
the probability of the positive and negative cases in

uncorrelated,
correlated,

argmaxy; =0
Fopp(Us) = { ar§ maxzi =1
Here, y; denotes the final prediction result of the
constraint module, ¥; is a binary group, the posi-
tion of 0 denotes the prediction probability of the
negative case, and the position of 1 denotes the pre-
diction probability of the positive case. Pogg(U;)
is the final prediction result of the model, uncor-
related means that the candidate’s utterance is un-
related to the target utterance (a non-causal utter-
ance), and correlated means that the candidate
utterance is related to the target utterance (a causal
utterance).

Optimization The proposed model is optimized
using an end-to-end optimization process. Based
on the probability of the positive and negative cases
predicted by the model, cross-entropy is employed
to calculate the loss and optimize the model param-
eters.

loss = > —(yslog i + (1 — ;) log(1 — %j;))
icd

Here, y; indicates whether the candidate utterance
is the cause for the target utterance.

4 Experiments

4.1 Experimental Datasets

We conducted experiments on the RECCON’s
benchmark dataset containing two subsets, i.e.,
RECCON-DD and RECCON-IE. RECCON-DD
was constructed based on the Dailydialogue dia-
logue dataset. The Dailydialogue dataset comes
from various websites used by English language
learners to practice dialogue in their daily lives, in
which each dialogue contains the following sen-
timent categories: { Anger, Disgust, Fear, Happy,
Neutral, Sad, and Surprise}. RECCON-IE was con-
structed based on the IEMOCAP dialogue dataset.
The IEMOCAP is a dataset of two-person conver-
sations labeled in English across 16 conversational
scenarios with six emotion categories: {Anger, Ex-
cited, Frustrated, Happy, Neutral and Sad}. Both
RECCON-DD and RECCON-IE were constructed
by randomly selecting conversations and annotat-
ing them with information about the causes of each
utterance’s sentiment.

4.2 Implementation

We used RoBERTa-base as the pretrained model
to facilitate a fair experimental comparison. We
set the batch size to 8 during the training process,
and the learning rate was set to le — 5. Here, we
used the AdamW optimizer for model training, and
cross-entropy was used as the loss function. The
model was trained over 12 epochs, and we saved
the best results for each generation of the model.
Finally, the model with the highest macro-averaged
F1-score was used to evaluate the test set. We also
used the PyTorch framework for the experimen-
tal models, and all experiments were executed on
a computer system running the Ubuntu OS with
NVIDIA GeForce RTX 3090 Ti (24 GB memory)
GPUs.
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Method Pos.F1(%) Neg.F1(%) Macro F1(%)
RoBERTa-base(Poria et al., 2021) 64.28 88.74 76.51
RoBERTa-large(Poria et al., 2021) 66.23 87.89 77.06

ECPE 2D(Ding et al., 2020a) 55.50 94.96 75.23
ECPE-MLL(Ding et al., 2020b) 48.48 94.68 71.59
RankCP(Wei et al., 2020) 33.00 97.30 65.15
KAG(Yan et al., 2021) 55.52 94.49 75.02
Adapted(Turcan et al., 2021) 62.47 95.67 79.07
MuTEC(Bhat and Modi, 2022) 69.20 85.90 77.55
TSAM(base)(Zhang et al., 2022) 68.50 89.75 79.17
TSAM(large)(Zhang et al., 2022) 70.00 90.48 80.24
KBCIN(Zhao et al., 2022) 68.59 89.65 79.12
Window transformer(Jiang et al., 2023) 63.10 97.96 80.53
POP-CEE 70.71* 90.48 80.60

Table 2: Experimental results obtained on RECCON-DD dataset. Bold indicates the best experimental results, and
"*" indicates that the proposed POP-CEE model achieved a statistically significant improvement compared to the

best baseline method.

Method Pos.F1(%) Neg.F1(%) Macro F1(%)
RoBERTa-base(Poria et al., 2021) 28.02 95.67 61.85
RoBERTa-large(Poria et al., 2021) 40.83 95.68 68.26

ECPE 2D(Ding et al., 2020a) 28.67 97.39 63.03
ECPE-MLL(Ding et al., 2020b) 20.23 93.55 57.65
RankCP(Wei et al., 2020) 15.12 92.24 54.75
POP-CEE 43.24* 96.98 70.11

Table 3: Experimental results obtained on RECCON-IE dataset. Bold indicates the best experimental results, and
"*" indicates that the proposed POP-CEE model achieved a statistically significant improvement compared to the

best baseline method.

4.3 Baselines and Evaluation Metrics

The proposed model was compared with
the following baseline models. RoBERTa-
base/RoBERTa-large(Poria et al., 2021), ECPE
2D(Ding et al., 2020a), ECPE-MLL(Ding et al.,
2020b), RankCP(Wei et al., 2020), KAG(Yan et al.,
2021), Adapted(Turcan et al., 2021), MuTEC(Bhat
and Modi, 2022), TSAM(Zhang et al., 2022),
TSAM(Zhang et al., 2022), KBCIN(Zhao et al.,
2022), Window Transformer(Jiang et al., 2023).

Based on previous work(Jiang et al., 2023; Zhao
et al., 2022; Zhang et al., 2022), the Macro-F1-
score was used to evaluate the experimental results.
Here, the F1-score was calculated separately for
the positive and negative cases (labeled Pos F1 and
Neg F1, respectively).

4.4 Main Results

Results on REECCON-DD: Table 2 shows the ex-
perimental results of REECCON-DD. Here, the re-
sults for all baseline models were obtained from the
corresponding literature (Zhao et al., 2022; Jiang
et al., 2023). As can be seen, the proposed method
outperformed the compared baseline methods, with

w/o prompt Pos.F1(%) Neg.F1(%) MacroF1(%)
POP-CEE 70.71 90.48 80.60
w/o intra 68.37 89.84 79.11
w/o happiness 70.27 90.24 80.25
w/o surprise 67.41 89.88 78.64
w/o negative 69.10 89.50 79.30
w/o basic 69.14 90.24 79.69

Table 4: Effect of different prompts in the prompt
module on the performance of the proposed POP-CEE
model.

a 0.07% improvement in the Macro-F1 score com-
pared to the previous best performance obtained
by the Windows Transformer model. In addition,
the Pos.F1 score obtained by the proposed method
was improved by 0.71% compared to the TSAM
(large) model, which confirms the effectiveness of
the proposed method on the CEE task.

The experimental results of REECCON-DD
demonstrate that the proposed POP-CEE model
transforms the CEE task into a cloze task that is
the same as the pretrained model’s task, and the
entire model architecture only uses the Roberta
model without additional neural network layers,
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thereby maximizing the pretrained model’s ability
to understand semantic information. In addition,
compared to the RANKCP, KAG, and TSAM mod-
els using graph networks, the proposed method
employs the constraint module to direct the pre-
trained model to pay more attention to utterances
that are closer to the target utterance because the
possibility of sentiment relevance to the target ut-
terance decreases considerably as the distance to
the target utterance increases. Finally, compared
with the Window Transformer model, the proposed
method considers the relationship between the emo-
tion type and the position of the utterance because
different emotion types typically imply the position
of the cause utterance.

Results on REECCON-IE: Table 3 shows the
experimental results of REECCON-IE. The POP-
CEE model outperformed the compared baseline
methods, with a 1.85% improvement in the Macro-
F1 score compared to the best performance ob-
tained by the RoBERTa-large model. In addi-
tion, the Pos.F1 score obtained by the POP-CEE
model was improved by 2.41% compared to the
RoBERTa-large model. The experimental results
of REECCON-IE demonstrate that the POP-CEE
model is able to maintain a high performance in
datasets with multiple conversational scenarios,
and shows a good generalization.

4.5 Ablation Study

To analyze the role of each module in the model,
we conducted two sets of ablation experiments to
investigate the effects of the emotion prompt mod-
ule and position constraint module.

4.5.1 Emotion Prompt module

The emotion prompt module includes five distinct
prompts. Ablation experiments were conducted
on different prompts to determine whether each
prompt achieves the pretrained model’s reasoning
for the cause utterances. Table 4 shows the experi-
mental results.

As shown in Table 4, the lack of any of the
prompts yields a reduction in model performance,
which demonstrates that all five prompts play crit-
ical roles in the model learning process, thereby
verifying the effectiveness of the prompts in the pro-
posed model. Specifically, eliminating the surprise-
prompt resulted in a considerable decrease in model
performance because the position features of the
cause utterance corresponding to the surprise emo-
tion are the most obvious. Thus, the pretrained

model achieved the best prediction with the sur-
prise prompt. In addition, the happiness-prompt
was found to have a relatively small effect on the
performance of the model compared to the other
prompts because happiness is the most common
emotion; thus, the relationship between the happi-
ness emotion and the position of the corresponding
cause utterance is more complex and difficult to
reason, and the absence of the negative-prompt
caused the model’s accuracy to drop for negative
cases. The lack of the intra-prompt made the model
less accurate in reasoning for positive cases. As
a generalized prompt, the basic-prompt reduced
the inference error of the other prompts and is an
indispensable component of the prompt module.

4.5.2 Position Constraint Module

Three constraints are designed in the constraint
module. To confirm the validity of these con-
straints, we conducted ablation experiments on the
three types of rules, i.e., Chasic, Csurprises Cnegatives
their corresponding [-values, and the kp,;.-values.

w/o constraint  Pos.F1(%) Neg.F1(%) MacroF1(%)
POP-CEE 70.71 90.48 80.60
w/o surprise 68.18 89.91 79.04
w/o negative 69.97 89.96 79.81
w/o basic 68.16 90.03 79.09

Table 5: Effect of different constraints in the constraint
module on the performance of the proposed POP-CEE
models.

Constraint Ablation Table 5 shows the results
of the constraint ablation experiments. As can be
seen, all three constraints play an essential role
in the model’s inference process. We found that
the surprise-constraint has the most significant in-
fluence on the model’s performance for the same
reason as the surprise-prompt, i.e., the positional
features of the cause utterance corresponding to sur-
prise are the most significant. The basic-constraint
has a more pronounced influence on the model’s in-
ference effect in the positive case, and the negative-
constraint has a relatively small impact on the per-
formance of the model, which may be caused by
the fact that the target utterance of the negative
emotion had a relatively small proportion in the
experimental dataset.

l-value Ablation The results of the ablation ex-
periments for each l-value of the constraint are
shown in Table 6. As shown, the model achieved
the best performance when lyqic = 5, lLsurprise =
3, and lyegative = 3. We found that ljq4c had a
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constraint [ Pos.F1(%) Neg.F1(%) MacroF1(%)

lel 68.45 90.16 79.30

le2 69.10 89.98 79.54

le3 68.80 90.15 79.47

basic le4 69.97 90.23 80.10
1e5 70.71 90.48 80.60

le6 70.80 90.15 80.47

le7 70.70 89.84 80.27

lel 69.94 89.83 79.88

le2 70.64 90.16 80.40

1e3 70.71 90.48 80.60

surprise led 69.46 89.83 79.65
leS 70.13 89.76 79.94

le6 68.71 89.68 79.20

le7 67.42 89.83 78.63

lel 68.14 90.20 79.17

le2 69.11 90.24 79.68

1e3 70.71 90.48 80.60

negative  le4 69.95 90.06 80.01
le5 69.46 90.20 79.83

le6 70.75 90.19 80.47

le7 69.35 89.85 79.60

Table 6: Effect of [-values of each constraint in the
constraint module on the performance of the proposed
POP-CEE model (values in bold indicate the best re-
sults).

constraint  kp,s;c Pos.F1(%) NegF1(%) MacroF1(%)
0 66.15 90.01 78.08
1 66.07 90.15 78.11
2 69.08 90.20 79.64
3 69.65 89.92 79.79
basic 4 70.40 89.77 80.09
5 70.48 90.24 80.36
6 70.71 90.48 80.60
7 70.73 90.22 80.47
8 70.77 89.92 80.34

Table 7: Effect of kp,sic in basic-constraint on the per-
formance of the proposed POP-CEE model (values in
bold indicate the best results).

relatively small impact on the performance of the
model because it has the most relaxed constraints.
In addition, /syprise €xhibited a significant impact
on the accuracy of the negative cases because the
limitations on the surprise-constraint are the most
stringent, which may make the model overly de-
pendent on the surprise-constraint in the reasoning
process for the target utterances of the surprise type,
which in turn produces a bias in the semantic un-
derstanding of the negative cases of the surprise
type. Thus, we recognized many negative cases
as positive cases. The effect of [,,cgative On the
model performance was less regular, which could
be due to the fact that negative emotion involves
more types of emotion, and the negative-constraint
is more complex.

kpesic-value Ablation The results of thekp,s;.
ablation experiments under the basic-constraint are
shown in Table 7. As can be seen, when k. 1S
smaller, there is a great impact on the model perfor-
mance, especially during the inference process for
positive cases, the value of Macro-F1 at kpqsic = 0
is 2.52% lower than that at kj,s;. = 6, which is be-
cause the correlation between candidate utterances
and target utterances is higher when the distance
between candidate utterances and target utterances
is closer. In addition, a large ki value yields a
smaller effect on the model’s performance, thereby
providing relatively stable results. Note that the dif-
ference between the Macro-F1 value at k550 = 6
and kpgsic = 8 is only 0.26%.

5 Conclusion

In this study, we have applied prompt learning to
the CEE task and designed a new prompt learn-
ing—based paradigm to strengthen the pretrained
model’s knowledge of the positional relationship
between an emotion and its cause utterances to
guide the model to recognize the corresponding
emotional cause utterance effectively. Experimen-
tal results demonstrate that the proposed model
outperforms several state-of-the-art models, and
additional ablation experiments and analyses verify
the effectiveness of each component implemented
in the proposed model.

6 Limitations

In this paper, we propose the Position-oriented
Prompt-tuning (POP-CEE) model to solve the CEE
task in an end-to-end manner. However, prompts
and constraints are somewhat empirically designed,
and an automated approach is necessary. In addi-
tion, our current approach is based on RoBERTa-
base, and we have not yet verified its effectiveness
on generative large language models. Future re-
search will focus on addressing these limitations
and exploring the potential of generative models.
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A Case Study

To further validate the POP-CEE’s effectiveness,
we selected several representative cases to analyze
the model’s prediction results.

Each utterance is enumerated according to its
order, and if the utterance contains a non-neutral
emotion, the emotion, the ground truths of cause
utterances and predictions are listed at the end sep-
arately.

Case One: Here is a conversation where the
boss praises his employee.

1. A: You have been doing a great job this year
and I am very satisfied with your work. (happi-
ness)(Ground truths: 1)(Predictions: None)

2. B: I am very happy to know my work could
be recognized by you and our company. (hap-
piness)(Ground truths: 1, 2)(Predictions: 1,
2)

3. A: Based on your contribution, I would like
to give you a pay raise. Your monthly salary
will be increased by 800 Yuan. This increase
includes an 80% married increase based on
your achievements and increase responsibilities
and then the additional 20% increase were re-
flecting the changes in cost of living. (happi-
ness)(Ground truths:1, 3)(Predictions: 1, 3)

4. B: I really appreciate it. Thank you. (happi-
ness)(Ground truths:1, 2, 3)(Predictions: 3,
4)

In Case One, POP-CEE successfully predicted the
emotional reasons for the second and third utter-
ances, i.e., (1, 2) and (1, 3), which demonstrates
that POP-CEE captures the characteristics of the
happiness conversation, i.e., the emotion and the
reason are transmitted between the two speakers.
However, for the first utterance POP-CEE did not
predict correctly, this is probably because there is
no prior knowledge for the first utterance and it
is difficult for the model to predict the emotional
reason. For the fourth utterance, the model pre-
dicted only partially correct answers, this because
the first utterance and the second utterance are rela-
tively far from the fourth utterance, and the model
tends to think that they are not relevant to the fourth
utterance.

Case Two: Here is a conversation between two
speakers discussing an athlete.

1. A: What happened? Why didn’t he win?

N

. B: Didn’t you hear? He was disqualified.

3. A: How did that happen? He’s so talented! I
thought he had a great chance of winning a gold
medal! (surprise)(Ground truths: 2)(Predic-
tions: 2)

4. B: If he didn’t have any drug problems, he
would have won.

5. A: What? What kind of drugs was he using?
(surprise)(Ground truths: 4)(Predictions: 4)

6. B: He was taking steroids to make him stronger
and faster.

7. A:1thought that all athletes were supposed to
be regularly tested for drugs.

8. B: They are. The only reason they didn’t dis-
qualify him until after the race is because the
results from the text only came back afterwards.

4209


https://doi.org/10.18653/v1/2020.acl-main.289
https://doi.org/10.18653/v1/2020.acl-main.289
https://doi.org/10.18653/v1/2020.acl-main.289
https://doi.org/10.18653/v1/p19-1096
https://doi.org/10.18653/v1/p19-1096
https://doi.org/10.18653/v1/2020.emnlp-main.289
https://doi.org/10.18653/v1/2020.emnlp-main.289

In Case Two, POP-CEE successfully predicted the
causes of all surprise utterances, which demon-
strates that POP-CEE can capture the cause charac-
teristics of surprise utterances well.

Case Three: Here is a conversation between

two drivers.

1

2

10.

11.

12.

13

. A: Hey, look out!
. B: What happened?

. A: You’ve just scratched my car. Oh, God, a
paint was scratched off. (anger)(Ground truths:
3)(Predictions: 3)

B: Where? my car? (surprise)(Ground truths:
3)(Predictions: 3)

. A: No, mine! (anger)(Ground truths: 3,
5)(Predictions: 3)

B: Thank goodness!
A: I’ve just had it repainted.

B: That’s terrible. (sadness)(Ground truths: 3,
7)(Predictions: 3, 7)

A: I am sorry to say this, sir, but you should’ve
been more careful.

B: I apologize for that. But the space is too
small. (sadness)(Ground truths: 3, 7, 10)(Pre-
dictions: 3, 10)

A: What about the damage to my car? What are
you gonna do about that?

B: Can we solve this later? I am calling the
insurance company.

. A: OK. I gotta call mine too.

In Case Three, POP-CEE can perfectly predict the
cause of emotion in the third, fourth fifth and eighth
utterances, and part of the cause in the tenth utter-
ance. This demonstrates that POP-CEE can capture
the cause characteristic of negative emotional ut-
terances, i.e., negative emotions and causes are
transmitted in one speaker’s utterances.

4210



