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Abstract

Movie screenplay summarization is challeng-
ing, as it requires an understanding of long
input contexts and various elements unique to
movies. Large language models have shown
significant advancements in document summa-
rization, but they often struggle with process-
ing long input contexts. Furthermore, while
television transcripts have received attention
in recent studies, movie screenplay summa-
rization remains underexplored. To stimu-
late research in this area, we present a new
dataset, MovieSum,! for abstractive summa-
rization of movie screenplays. This dataset
comprises 2200 movie screenplays accompa-
nied by their Wikipedia plot summaries. We
manually formatted the movie screenplays to
represent their structural elements. Compared
to existing datasets, MovieSum possesses sev-
eral distinctive features: (1) It includes movie
screenplays, which are longer than scripts of
TV episodes. (2) It is twice the size of previ-
ous movie screenplay datasets. (3) It provides
metadata with IMDb IDs to facilitate access to
additional external knowledge. We also show
the results of recently released large language
models applied to summarization on our dataset
to provide a detailed baseline.

1 Introduction

Large language models have shown significant im-
provements in abstractive summarization in recent
years (Zhong et al., 2022; Zhu et al., 2021; Zhong
et al., 2021; Zhang et al., 2022), aiming to pro-
duce a concise and coherent summary of the input
document. However, these models often struggle
when the input context is long, particularly when
the relevant information is distributed across the
document (Liu et al., 2023). To better understand
this phenomenon and to advance research, datasets

'Our dataset and code is available at https://github.
com/saxenarohit/MovieSum.

keller@inf.ed.ac.uk

are needed that not only contain long-form doc-
uments but also have the property that important
information is dispersed throughout the document.
Movie screenplays have these characteristics: to
generate a faithful summary, an understanding of
characters and events across the entire length of the
screenplay is required.

More recently, narrative summarization research
has focused on TV shows and books (Kryscinski
et al., 2021; Moskvichev and Mai, 2023), with less
attention given to movie screenplays (Gorinski and
Lapata, 2015; Papalampidi et al., 2020). Notably,
Chen et al. (2022) introduced a dataset of TV show
transcripts which has gained considerable interest
and was included in a long document summariza-
tion benchmark (Shaham et al., 2022). But unlike
movie screenplays, TV episode transcripts tend
to be relatively short and predominantly comprise
spoken dialogue with minimal scene or charac-
ter descriptions. Additionally, they are not self-
contained, as the events or characters from previ-
ous episodes can be referred to. In contrast, movie
screenplays are structured documents with various
screenplay elements such as scene headings, lo-
cations, character names, dialogues and detailed
scene descriptions. These are written by screenwrit-
ers and are characteristically formatted to denote
each element.

The largest current movie screenplay dataset
(Gorinski and Lapata, 2015, 2018) comprises 917
automatically formatted screenplays (ScriptBase-j),
with the most recent movie from 2013. We built
MovieSum, a new movie screenplay dataset for
abstractive summarization, which consists of 2200
movies, more than twice the size ScriptBase-j. Im-
portantly, our new dataset has been formatted using
a professional script writing tool and paired with
Wikipedia plot summaries. Each movie is also
tagged with its IMDB IDs to facilitate the collec-
tion of other external knowledge in rhw future. The
dataset consists of movies spanning a wide range
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of genres from 1930 to 2023.

We provide a detailed description of MovieSum,
including the steps for collecting and filtering
screenplays and statistics and comparison with
other narrative datasets. We conduct extensive
experiments to evaluate the performance of state-
of-the-art summarization models on MovieSum,
demonstrating its utility as a benchmark dataset
for narrative summarization research. Experiments
suggest that recent models struggle with long ab-
stractive summarization, and we hope that our ef-
forts will inspire further research in this area. Fur-
thermore, we provide qualitative analyses of how
the structure of the screenplay can be utilized in
generating summaries.

2 The MovieSum Dataset

We present MovieSum, a movie screenplay ab-
stractive summarization dataset that consists of
2200 movie screenplay-summary pairs. All movie
screenplays in the dataset are in English.

2.1 Collection of Movie Screenplays

We collected movie screenplays from a range of
movie screenplay websites.? In total, we assembled
5,639 movie screenplays documents in various text
format along with metadata of movie name, IMDB
identifier, and release year. If the IMDB identi-
fier was missing, we extracted it using the IMDB
database. We then manually removed movies based
on two criteria. Firstly, we removed any duplicate
movie screenplays by using the movie names and
release years to identify the duplicates. Secondly,
we filtered out screenplays which did not have text
or were incomplete.

2.2 Screenplay Formatting

Movie screenplays are structured documents with
various script elements such as scene headings (also
known as slug lines), characters’ names, dialogues,
and scene descriptions (or actions). These elements
have specific markers based on spacing. Most of
this formatting is lost when extracting text from
these movie screenplay documents, making it chal-
lenging to retrieve the elements using regular ex-
pressions. To ensure the quality of the dataset, after
filtering, we manually corrected the movie screen-
play and formatted each movie screenplay using
Celtx,? a professional screenplay writing tool. This

2https://www.scriptslug.com/,

com/, https://www.dailyscript.com/
Shttps://www.celtx.com/

https://imsdb.

process preserved the format of movie screenplay
elements. We further filtered out screenplays with
encoding or optical character recognition errors.

2.3 Collection of Wikipedia Plot Summaries

To build a robust summarization dataset, it is nec-
essary to collect high-quality human-written sum-
maries. Similar to previous work (Kocisky et al.,
2018), we collected Wikipedia plot summaries,
which we found to be of high quality, helped by the
fact that Wikipedia summaries follow a consistent
set of guidelines for movie plot summaries.*

To collect the Wikipedia plot summary, we first
extracted the Wikipedia page of the movie using
the movie name and year, then collected text under
the Plot section. We filtered out movies where the
Wikipedia page or the plot section was unavailable.

This process resulted in 2200 manually for-
matted movie screenplays with corresponding
Wikipedia summaries.

% Novel n-grams in Summary
l-grams 2-grams 3-grams 4-grams

31.69 68.88 93.12 98.6

Table 1: Statistics for percentage of novel n-grams in
the MovieSum summaries.

3 Dataset Analysis

This results in a dataset consisting of 2200 manu-
ally formatted movie screenplays along with their
corresponding summaries. The average length of
the screenplays is 29k words, with an average sum-
mary length of 717 words. Importantly, this dataset
is twice the size of the previously available movie
screenplays dataset with formatted movie screen-
plays (Gorinski and Lapata, 2015). Figure 1a. illus-
trates the genre distribution of the movies within
the dataset and showcases the broad range of gen-
res. In Figure 1b, the distribution of release years
is depicted, revealing that the movies span a wide
range of years, with a substantial number of them
originating in recent years.

To study the abstractiveness of the summary, we
report the percentage of novel n-gram in Table 1 as
reported by Fabbri et al. (2021); Zhao et al. (2022).
It shows that a high number of 3-gram and 4-gram
are novel in summary and not present in the movie
screenplays implying high abstractiveness of the

4https: //en.wikipedia.org/wiki/Wikipedia:
How_to_write_a_plot_summary
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Figure 1: Distribution of movie genres and release years in the dataset.

Datasets Domain Type Task Size Doc. Len. Sum. Len
ScriptBase—j Movies Formatted Screenplays Summarization 917 29K 753
ScriptBase—alpha Movies Formatted/Raw Screenplays Summarization 9177359 29K 738
SummScreenFD TV Episodes  Raw Transcripts Summarization 4348 7605 113
NarraSum Movies/TV Plot Summary Summarization 122K 786 147
NarrativeXL Books Raw Text QA 1500 87K -
NarrativeQA Books/Movies Raw Text/Screenplays QA/Summarization 783 /789 61K 650
BookSum Books Raw Text Summarization 405 112K 1167
MovieSum Movies Formatted Screenplays Summarization 2200 29K 717

Table 2: Comparison of MovieSum with different narrative datasets for movies and TV shows.

summary. See Appendix B for further analysis on
the abstractiveness of the summary.

3.1 Comparison with Existing Datasets

We compare our dataset with various datasets in
the narrative domain, and the statistics are reported
in Table 2. These datasets include ScriptBase-j
(Gorinski and Lapata, 2015), ScriptBase-alpha
(Gorinski and Lapata, 2015), SummScreenFD
(Chen et al., 2022), NarraSum (Zhao et al., 2022),
NarrativeXL. (Moskvichev and Mai, 2023), Nar-
rativeQA (Kocisky et al., 2018), and BookSum
(Kryscinski et al., 2021). Notably, BookSum
and NarrativeXL have a longer average document
length but comprise books, not screenplays. Summ-
ScreenFD consists of TV show episode transcripts,
which are much shorter in both document and sum-
mary length. Importantly, SummScreen consists of
community-contributed transcripts and primarily
comprises dialogues, unlike screenplays, which in-
clude detailed scene descriptions. Also, TV show
episodes are not self-contained, as events or char-
acters from previous episodes can be referenced.
NarraSum contains plot summaries as documents
rather than actual screenplays, and therefore has

the lowest average document length among the
datasets we compare. NarrativeQA includes both
books and movie screenplays, with books being no-
tably lengthy, making the average document length
comparable to book datasets. However, it consists
of only 789 unformatted movie screenplays.

Both  ScriptBase-j and ScriptBase-alpha
datasets are close to our screenplay dataset.
ScriptBase-j contains formatted screenplays,
whereas ScriptBase-alpha comprises the unformat-
ted raw text of screenplays. It is important to note
that ScriptBase-j is a subset of ScriptBase-alpha,
which consists of 917 formatted screenplays.
On the other hand, ScriptBase-alpha includes
an additional 359 movies. Our work can be
considered as the extension of ScriptBase-j as it
also consists of formatted screenplays. At the
same time, we overcome two critical limitations of
SciptBase-j:

(1) The formatting of the movie screenplay was
performed automatically. Although it is easy to
detect the scene heading based on rules and string
matching, it is challenging to distinguish dialogues,
character names, and scene descriptions. The work
does not provide any details regarding the auto-
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R-1 R-2 R-L BS, BS, BSy
Lead-512 1035 1.27 9.84 49.25 4359 46.23
Lead-768 1443 1.79 1376 4929 457 4741
Lead-1024 1793 224 17.15 49.12 4691 4798
TextRank 3332 527 3210 5146 5247 51.85
FLAN-UL2 8K (ZS) 23.62 429 2201 529 49.57 50.87
Vicuna 13B 16K (ZS) 16.35 355 1544 48.89 4849 47.07
TextRank with Vicuna 13B 16K (ZS) 17.14  3.68 1547 59.24 49.05 53.57
Moving Window Vicuna 13B 16K (ZS) 19.56  3.32 18.57 5495 48.7 51.53
Pegasus-X 16K 4242  8.16 40.63 58.81 50.56 54.36
LongT5 16K 4149 8.54 39.78 56.09 55.36 55.68
Longformer (LED) 16K 4485 9.83 43.12 59.11 58.43 58.73
Dialogues Only (LED) 44.68 10.02 4294 5930 58.29 58.74
Description Only (LED) 4472  9.72 4292 59.47 5845 5892
Heuristic Only (LED) 4445 9.78 4271 5893 58.15 58.54

Table 3: Results of summarization models on the MovieSum dataset. We report ROUGE and BERTScores for the

baselines and other summarization models.

matic formatting strategy. MovieSum, on the other
hand, includes all the movies from ScriptBase-j
formatted using professional screenplay tools.

(2) Both subsets of ScriptBase consist of movies
released until 2013. In contrast, MovieSum also
includes recently released movies. This is crucial
for ensuring that summarization models remain
robust to new movie narrative conventions. The
movie release years are graphed in Figure 1b.

4 [Experiments

We evaluate the MovieSum dataset using several
baselines and state-of-the-art neural abstractive
summarization models. We first report the Lead-N
baseline, which simply outputs the first N tokens
of the movie script as the movie summary. We
varied the value N to understand the impact of
summary length on performance and report results
for Lead-512, Lead-768, and Lead-1024. For the
extractive baseline, we used TextRank (Mihalcea
and Tarau, 2004), a graph-based unsupervised ex-
tractive summarization method. For instruction-
tuned large language models, we used Vicuna 1.5
13B 16K (Zheng et al., 2023), built on Llama-2
(Touvron et al., 2023), and FLAN-UL2 (Tay et al.,
2023; Wei et al., 2022) in a zero-shot setting. For
fine-tuned models with long inputs, we utilized
LongT5 (Guo et al., 2022), PEGASUS-X (Phang
et al., 2023), and the Longformer Encoder-Decoder
(LED) model (Beltagy et al., 2020). We fully fine-
tuned these models and report results on the test
set. The implementation details of the models are

mentioned in Appendix A.

4.1 Results

Table 3 shows the summarization evaluation results
using ROUGE F1 (1/2/L) scores (Lin, 2004) and
BERTScore (Zhang et al., 2019) on MovieSum.
The Lead baseline performs better with a higher
number of words, achieving the best result with
1024 words. This is not surprising, as the ROUGE
metric is known to give higher scores for longer
summaries (Schluter, 2017). In the case of zero-
shot, FLAN-UL2 8K performed substantially better
than Vicuna 13B 16K. This confirms that a longer
context does not necessarily lead to attention to the
full context length. We also tested reducing the in-
put context using TextRank, which only marginally
improves the zero-shot performance for Vicuna 13
model. To further utilize the full context, we also re-
port results for moving window chunk-based zero-
shot summarization and concatenating the gener-
ated summaries. This performs better compared to
using only the 16K context length. The best perfor-
mance was achieved with fine-tuned models with
longer context lengths. Pegasus-X, LongT5, and
LED perform similarly well, with LED demonstrat-
ing superior performance.

5 Analysis of Screenplay Structure

We analyze the importance of screenplay elements,
dialogue and scene description, and their impact on
summarization performance. We selected the best
model from the full fine-tuned experiment and stud-
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ied the effects of fine-tuning solely on dialogues
and descriptions. Additionally, we investigated the
effects of selectively using both dialogue and scene
description based on heuristics similar to Pu et al.
(2022). Results in Table 3 show a marginal impact
on summarization when dialogues or scene descrip-
tions are removed. We also found the heuristic
based removal of input context method results is
comparable to the full-text results. This suggests
that the current model does not fully utilize the
inherent structure of the document, and new meth-
ods for content selection and summarization should
consider both screenplay elements for movie script
summarization.

6 Discussion and Conclusion

We introduce the MovieSum dataset, comprising
formatted and recent movie screenplays paired with
Wikipedia summaries. Our experiments demon-
strate that it is a challenging dataset even for a
large language model with a long input length. We
hope that MovieSum will enable future research
in the area of movie screenplay understanding and
abstractive summarization.

Limitations

Limitations of the work include that the dataset
consists of movie screenplays and their correspond-
ing summaries only in English. Models trained
on MovieSum may not generalize well to multilin-
gual summarization tasks or applications requiring
cross-lingual understanding.

Ethics Statement

Large Language Models: This paper uses pre-
trained large language models, which have been
shown to be subject to a variety of biases, to occa-
sionally generate toxic language, and to hallucinate
content. Therefore, the summaries generated using
our dataset should not be released without auto-
matic filtering or manual checking.

Bias: Despite efforts to include a wide range of
movies, the dataset may not fully represent the di-
versity of cinematic styles, languages, or cultural
contexts. Models trained on MovieSum may there-
fore exhibit biases towards the types of movies
included.
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A Implementation Details

For TextRank, we set the parameter words = 1024.
We randomly split the dataset into 1800/200/200
as a train/val/test set to train the models. We
used the base variants of Pegasus-X, LongT5, and
LED for fine-tuning. Each input sequence for
the movie is truncated to 16,384 tokens (includ-
ing special tokens) to fit into the maximum input
length of the model. We used AdamW as an op-
timizer (81 = 0.9, B2 = 0.99). For LED and
LongT5, we used a learning rate of 2e-5 with a
cosine scheduler and a warmup ratio of 0.01. We
set the max_new_token to 1024 with greedy de-
coding for all the experiments. For Pegasus-X, we
found that a learning rate of 5e-5 performed better
with a linear warmup strategy and a warmup ratio
of 0.01. All models were trained for 50 epochs, and
the best model was selected using the ROUGE-1
on the validation set. The rest of the configurations
for the models were kept as default. All the models
were trained on A100 GPU with 80GB memory.
We used the Huggingface evaluate library for the
implementation of the metrics.
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Figure 2: Coverage-Density plot of the summaries.

B Additional Statistics of Dataset

To further understand the abstractiveness of the
summaries we computed the coverage and den-
sity of the summaries as discussed by Fabbri et al.
(2021). The low density in Figure 2, indicates low
overlap between the summary and the screenplays.

C Prompt Template

For the zero-shot experiments in Section 4, we used
the following prompt template:

Prompt: Summarize the following movie script.
Movie Script: {movie script text}
Summary:

Number of Movies
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Movie Script Length
Figure 3: Distribution of movie script length from the

training set.
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Figure 4: Distribution of summary length from the train-
ing set.

D Length Distribution

Figure 3 and 4 show the length distribution for
movie scripts and their summaries across the train-
ing set. The mean length of movie scripts is 29K
words, and the average length of summaries is 714
words.

E Example of a Movie Screenplay

Figure 5 shows an example of a cleanly formatted
screenplay with distinct elements such as scene
heading, characters, and dialogues. All the files are
converted into XML using Celtx tool.

F Sample of Movie Summary

Table 4 shows sample of generated summary of a
movie using fine-tuned LED model (full-text).
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EXT. QUADRANGLE, CAMBRIDGE — EVENING «———+1— Scene Heading

I HURRY across the quad. A lonely figure. — Scene Description

Character BOHR (V.0.)
Quantum physics isn't a step forward... «—————  Dialogue

INT. LECTURE HALL, CAMBRIDGE -- CONTINUOUS

| sneak into the back of the auditorium. Standing,
SPELLBOUND, as NIELS BOHR, a charismatic Dane,
lectures. /
BOHR

...It's a new way to understand reality. Einstein's opened a

door, now we're peering through, seeing a world inside our
world... a world of energy and paradox that not everyone can

accept.
| raise my hand to ask a question...

INT. SENATE COMMITTEE HEARING ROOM -- DAY (B&W)

Strauss sits facing the Committee, COUNSEL beside him,
PRESS, CAMERAS and PUBLIC behind...

Figure 5: Example of cleanly formatted scenes from a movie screenplay.

Movie: Oppenheimer

Generated Summary

In 1947, American physicist Dr. Robert Oppenheimer (Samuel L. Jackson) is appointed chairman of the American Enterprise
Institute. After giving a lecture on quantum mechanics at Columbia University, Oppenheimer asks him, "How did you come
to the place you are?" Angered by Oppenheimer’s failure to present convincing proof of his theory, Oppenheimer dismisses
him. Eltenton moves to California to start a school of his own, and he teaches himself the art of quantum mechanics. Lewis
Strauss (Nicholson), a young scientist from New York City and a fellow associate at the institute, meets fellow physicist
Dr. Robert Oppenheimer at a party meeting. They begin a relationship, and he introduces her to the Tolmans (Lerner) and
their daughter, Peter. They form a secret organization, the Organization of American Unity, led by Dr. Robert Oppenheimer.
Eventually, the Organization of American Unity is shut down. In 1958, Oppenheimer becomes the new chairman of the
AEC, overseeing the construction of the Manhattan Engineer District. The AEC chairman, General Groves (Harvey Keitel),
promotes Oppenheimer to general and orders him to head the school; he reluctantly does so. In 1964, Oppenheimer agrees to
build a secret atomic weapon, the "Thermostellar Trigger" (Thermostellar Trigger) at Los Alamos, California. Oppenheimer
asks the head of the school to help him construct a machine that could split the atom, but he is rebuffed. Angered that
Oppenheimer would abandon the project, Oppenheimer urges him to leave the school and take a job in Washington, D.C. as
a "secret member of the Communist Party". He argues that such a machine would be "destroyer of worlds". At the AEC
meeting, he is overcome by guilt and despair, and Oppenheimer announces that he will start the school. In 1970, Oppenheimer
died of a heart attack while trying to explain the concept of a supernova. Groves decides to start a secret organization, the
Friends of the ABC, to support the project. Lawrence Bender (Edith Atwater), an old friend of Oppenheimer’s, explains that
in 1947 and 1954, he and several other scientists worked on a project to create a machine that could split the atom, but the
team discovered that the machine could not get enough power to make the machine work. They sent the machine to Mexico,
where it was secretly carried out. In 1969, Oppenheimer died of a heart attack while in the laboratory. Thirty years later, in
1997, Oppenheimer has died of a rare illness at the age of 73. Lawrence still works at the institute. In 2002, Oppenheimer
loses his job because of the explosion. Thirty years later, in 2003, Oppenheimer, whose wife of over 25 years has died of a
heart attack while working at the institute. Lawrence, Frank, and Jackie travel to Mexico to honor his friend and colleague,
Dr. Hagenheimer. In a speech at his home following the death of his brother, Lawrence claims that he is ready to do what
Oppenheimer asked of him. In a post-credits scene, as the screen fades to black.

Table 4: Model generated summary of the movie Oppenheimer. The summary consists of faithfulness errors.
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