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Abstract

With the proliferation of digital communica-
tion, dialogue summarization has become in-
creasingly important. However, it still faces a
shortage of data. To address this issue, we de-
veloped Generative Data Augmentation Strat-
egy Leveraging External Data for Abstractive
Dialogue Summarization (GENDEX), which is
based on the hypothetical foundation that texts
containing people and their interpersonal inter-
actions can potentially serve as summaries of
corresponding dialogues. We filter short texts
containing people and resolve coreferences for
better contextual analysis. We then identify the
semantic roles of words within the texts and fil-
ter them based on the patterns observed in the
dialogue summarization datasets. Using these
texts, we generate synthetic dialogues through
a controlled generation method. To better
leverage the augmented data, we utilize noise-
tolerant training to fine-tune the summariza-
tion model. The experimental results demon-
strate the effectiveness of our proposed method,
showing its robust performance, generalizabil-
ity, and scalability. Moreover, performance
improvements by GENDEX were observed
regardless of complexity of dialogues. The
code is available at https://github.com/DMCB-
GIST/GENDEX.

1 Introduction

Text summarization is to generate short texts con-
taining essential information (Radev et al., 2002).
In an era overflowing with web information, it can
serve as a convenient tool. To date, many sum-
marization studies have focused on document data.
Recently, the need for dialogue summarization has
emerged, following the growing usage of mobile
communications and social network services. Dia-
logue summarization is not just about reducing con-
tent but also enhancing comprehension and the util-
ity of conversations by making information more
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accessible, supporting business intelligence, and
aiding decision making. Techniques that automati-
cally summarize dialogues can be advantageous in
various fields requiring interpersonal communica-
tions, such as customer service (Liu et al., 2019a),
business meetings (Feng et al., 2020), and medical
consultations (Joshi et al., 2020a).

However, there is a significant lack of dialogue
summarization data, making it a more challeng-
ing task than document summarization (see to Ap-
pendix A for comparative results). There are some
reasons for this. While document summarization
datasets can be collected in an automated manner
by utilizing titles, headlines, and abstracts as sum-
maries, dialogue data require manual annotations
(Feng et al., 2021). Moreover, there are privacy is-
sues of real dialogues, which must be addressed to
publicize them (Zhu et al., 2021). Further, dialogue
data are structurally complex. Dialogues inher-
ently consist of turns. This turn-based structure is
complex compared to the straightforward structure
of plaintext-based documents. These properties
complicate the collection, organization, and publi-
cization of dialogue data.

To address data shortage, various approaches
have been explored. One way is transfer learning
utilizing abundant document summarization data
to benefit from adaptation (Yu et al., 2021; Zhang
et al., 2021). Another way is a simple perturbation-
based method at the token level, such as synonym
replacement and random word deletion (Wei and
Zou, 2019; Kumar et al., 2020; Kobayashi, 2018).
Chen and Yang (2021a) introduced a simple aug-
mentation method that slightly perturbs the origi-
nal data at the utterance level, considering conver-
sational characteristics. Gunasekara et al. (2021)
used the original training data for reverse-training
and synthesizing new dialogues.

Although these approaches have improved the
dialogue summarization performance, several limi-
tations still remain. Transfer learning methods may
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Dialogue:

Lucas: Hey! How was your day?

Demi: Hey there! It was pretty fine, actually, thank you!
I just got promoted! :D

Lucas: Whoa! Great news! Congratulations! Such a
success has to be celebrated.

Demi: | agree! :D Tonight at Death & Co.?

Lucas: Sure! See you there at 10pm?

Demi: Yeah! See you there! :D

Summary: Demi got promoted. She will celebrate that
with Lucas at Death & Co at 10 pm.

Figure 1: Example of the dialogue summarization data
from SAMSum (Gliwa et al., 2019).

not fully reflect the characteristics of dialogue data.
Moreover, as described by Zhang et al. (2021), pre-
training on multiple datasets does not always guar-
antee further improvements. Perturbation-based
approaches cannot significantly improve seman-
tic diversity. In addition, they could harm perfor-
mance because they modify the original data (Wei
and Zou, 2019). The approach that uses the orig-
inal data for reverse-training and generation has
an upper limit on the amount of data that can be
augmented. Further, there is a trade-off between
generation performance and amount of data being
augmented (Gunasekara et al., 2021).

Figure 1 shows an example of dialogue summa-
rization data. Dialogue summaries generally in-
clude people who appear in the dialogues and their
interpersonal interactions. We analyzed three pop-
ular dialogue summarization datasets and found
out that 97 - 99% of summaries contain people
(see Appendix B for more details). This find-
ing emphasizes the critical role that person names
play, suggesting their presence as a key element
for capturing the context of dialogues. Motivated
by these, we hypothesize that texts including peo-
ple and their interpersonal interactions can poten-
tially serve as summaries of the corresponding
dialogues. Building on this insight, we propose
Generative Data Augmentation Strategy Leverag-
ing External Data for Abstractive Dialogue Sum-
marization (GENDEX). To address the shortage
of dialogue data, we utilize abundant external out-
of-domain (OOD) data. We apply Named Entity
Recognition (NER) to select texts containing per-
son names, resolve coreferences for context, and
determine semantic roles to filter texts aligning
with dialogue summary patterns. These steps en-
able us to generate dialogues from curated texts.
We then generate synthetic data using controlled

generation. Lastly, we use two-stage noise-tolerant
training to better utilize synthetic data. Experimen-
tal results demonstrate that GENDEX is an effective
technique in various aspects. It not only performs
well in both quantitative and qualitative evaluations
but also exhibits generalizability and scalability.
In addition, it improves performance regardless of
complexity of dialogues.

2 Related Works

As dialogue summarization has recently received
much attention, several datasets have been pro-
posed in various domains, such as meetings (Zhong
et al., 2021), chats (Chen et al., 2021; Gliwa et al.,
2019), and customer services (Feigenblat et al.,
2021). Several methods have been proposed for ef-
fective dialogue summarization. Most initial works
directly used document summarization models for
dialogue summarization (Gliwa et al., 2019). Sub-
sequently, the structural and contextual information
of the dialogue data was explored. Chen and Yang
(2020) extracted conversational structures from dif-
ferent views and then incorporated them for better
representation. Feng et al. (2020) enhanced the un-
derstanding of dialogues by introducing discourse
relations using a relational graph encoder. Chen
and Yang (2021b) incorporated discourse relations
and action triples to better represent interactions.
Zhang et al. (2021) explored the transfer learning
between document and dialogue data. Zhong et al.
(2022a) proposed a pre-training framework for long
dialogue summarization task. However, many mod-
els still require large amounts of data to achieve
cutting-edge performance (Yu et al., 2021). Several
methods have been proposed to improve dialogue
summarization performance in such low-resource
environments. Yu et al. (2021) utilized abundant
document datasets for adaptation. Additional tech-
niques, such as data modification and augmentation
have also been proposed. Chen and Yang (2021a)
proposed a data augmentation method consisting
of swapping, deletion, insertion, and substitution
at utterance level. Other augmentation methods
by replacing text sections in dialogue and sum-
mary using pre-trained language model (Liu et al.,
2022; Ouyang et al., 2023) were also introduced.
Gunasekara et al. (2021) proposed a generative aug-
mentation technique using a portion of the training
data.
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Figure 2: Illustration of the example-based overall pipeline of GENDEX

3 Method

In this section, we introduce GENDEX, an effective
generative data augmentation strategy for abstrac-
tive dialogue summarization. Our approach begins
with source data filtering process to ensure the qual-
ity of the seed texts for generation (Section 3.1).
We then generate synthetic data (Section 3.2). Fi-
nally, we train the dialogue summarization model
to better utilize the augmented data (Section 3.3).
The overall pipeline of GENDEX is illustrated in
Figure 2.

3.1 Source Data Filtering

NER Filtering Unlike document summarization,
accurately matching the speakers with their utter-
ances and actions is important when summarizing a
dialogue. Thus, most dialogue summaries contain
people who participate in the dialogues as shown
in Figure 1. Thinking about this in reverse, we
attempt to generate dialogues from short texts con-
taining people and their interpersonal interactions.
We analyzed summaries in three dialogue summa-
rization datasets, and discovered that 98, 99, and
99% of the summaries in SAMSum, TweetSumm,

and DialogSum include at least one person, respec-
tively. Furthermore, summaries containing more
than two people are 80, 98, and 94% of the to-
tal in each respective dataset (see Appendix B for
more details). Considering the interpersonal inter-
actions that constitute the content of dialogues, we
filter texts involving at least two different people.
We use NER to detect persons in texts. NER is
an information extraction technique that identifies
and classifies named entities in text into predefined
categories, such as person, organization, location,
etc (Nadeau and Sekine, 2007). We use the spaCy
NER tool, which is a powerful, transformer-based
English language processing tool by spaCy. We
first collect large out-of-domain (OOD) text data
D = {to,t1,...,t,}. We then filter short texts con-
taining person names from D and obtain NER-
filtered texts Dyer = {to, ..oy thy ooyt J(m < m).

Coreference Resolution The next step is coref-
erence resolution. Coreference resolution is the
task identifying expressions that refer to the same
entity within a text. For example, if we have a
text “Sally will buy a new smartphone. Ted will
help her.”, this can be transformed to “Sally will
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buy a new smartphone. Ted will help Sally.” NER-
filtered texts still have many personal pronouns.
In this step, we resolve such coreferences in the
texts from Dy, = {to,..., tk, ..., tm} and obtain
Deores = {tg, ..., t), .-, 1, }. By replacing per-
sonal pronouns with the corresponding people, we
can analyze interactions more clearly. We use Al-
lenNLP, which is an open-source platform built on
PyTorch to solve the NLP task.

Semantic Role Labeling (SRL) and Pattern-
Based Filtering Unlike document summariza-
tion stated in a narrative format of a single speaker,
dialogue summarization involves interactions be-
tween multiple participants. Previous studies
showed that actions represent explicit information
between participants (Chen and Yang, 2021b) and
event-oriented text can be an effective source for
generation (Daniel et al., 2003). Therefore, we
focus on filtering texts containing interpersonal in-
teractions. To this end, we use SRL. SRL is identi-
fying semantic roles of words in a sentence. These
roles help explain the relationship between predi-
cates and arguments. A predicate is typically a verb
indicating an action, event, or state. An argument
is typically an entity that participates in the action
or event described by the predicate (Larionov et al.,
2019). We analyzed the summaries in the dialogue
summarization datasets using SRL to find frequent
patterns focusing on predicate-argument structures
and their positional relations (more detailed exam-
ples can be found in Appendix C). Based on this,
we filter texts in Deorer = {1, .., t}, ..., t, } and
obtain Dgpng = {si}i=0:p(p < m), which contains
texts that match these patterns and can be used as
source texts for dialogue generation.

3.2 Controlled Dialogue Generation

Controlled text generation is generating texts
whose attributes can be controlled by adding com-
ponents to the input sequence (Prabhumoye et al.,
2020). The controllable attributes can include style,
content, and plot. To enhance the model’s under-
standing of dialogue context, we process the orig-
inal dialogue summarization datasets (i.e., SAM-
Sum, TweetSumm, and DialogSum) to make turn-
level inputs and train the model to learn the con-
nectivity among conversational components. The
model is trained using this processed data, with
constraints imposed on syntactic, semantic, and
length aspects. We use DialoGPT (Zhang et al.,
2020b), which is a dialogue response generation

model pre-trained on Reddit data. We make turn-
level dialogue generation inputs containing control
parameters by processing the original data. The
following five elements are used as control param-
eters to generate dialogue turns. (1) Summary (s):
the dialogue summary containing key contents. (2)
Context (ctx): The dialogue history before the turn
to be generated. Empty for the first turn. (3) The
number of remaining turns to generate (r). (4)
The speaker of the next turn (ns). (5) The length
of the next turn (/). We use the following input
representation to fine-tune our generation model:
< bos > s < context > ctx < remain > r <
speaker > ns < turn length > | < turn >
next turn < eos >. Given a summary text
S = {s1, ..., Sp }, the number of remaining turns 7,
dialogue context C' = {c1, ..., ¢} (r+m =k, k is
the total number of turns of dialogue), next speaker
ns, and the length of the next turn [, the goal is
to generate a target response 1" = {t1,...,¢;}. The
conditional probability of P(T|S,C,r,ns,l) can
be written as the product of a series of conditional
probabilities:

P(T|S,C,r,ns,l) =
!
H p(tnlti, ..., tn=1, 5, {cp}p=1:k—r, NS)
n=1

)

The next step is to generate synthetic data. We
extract person names from the filtered text ft using
NER and obtain P = {p, ..., p, }. The elements
in P act as participants in the generated dialogue
and can be assigned to the value of ns in the input
sequence. Then, we set the appropriate number
of turns to be generated. We analyzed the ratio
between the length of summary and the number of
turns from the data of three dialogue summariza-
tion datasets and observed that the average ratio
of len(summary) / #turns is 2.5. These two
variables have a positive correlation. If a dialogue
contains much information, the summary that con-
denses it tends to be long, and vice versa. Based on
these statistical observations, we set the appropri-
ate number of turns, which will decide the number
of iterations for turn-level generation. During the
generation, we indicate the number of remaining
turns using the control parameter r. r decreases
by one for each generation of a turn and the gen-
eration is repeated until r is reduced to 1. We
randomly select the next speaker from among the
elements in P and the length of a turn [ in a range
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of 3-15 at each iteration. The generated response
T is added to context C' for the next iteration. In
summary, we give the model the following input
representation at inference time so that it can gen-
erate the next turn by text completion: < bos >
ft < context > C' < remain > r < speaker >
pi € P < turnlength > | < turn >. We gen-
erate dialogues turn-by-turn so that the model can
generate a more context-relevant response, provid-
ing it gradually accumulating context information
with conversational components.

3.3 Noise-tolerant training

Synthetic data may contain some noise compared
to human-labeled original data. To effectively train
the model on such noisy data, we train our sum-
marization model using early stopping based two-
stage noise-tolerant training setting. In the first
stage, we train the model using synthetic data while
monitoring its performance on the validation set
from the original dataset. We then implement early
stopping based on the validation performance to
prevent overfitting on the noisy data. The objective
function of the first stage is

Ll = E(C’,s’)EDsyn 10g P(S/|C/) (2)

where DY is the synthetic dataset, ¢ is the gen-
erated dialogue, and s’ is filtered short text which
will act as summary. In the second stage, we train
the model on original data. The objective function
is

Ly = E(, gcpori log P(s|c) 3)

where DO is the original dataset, c is the original
dialogue, and s is the original summary in DO"%

4 Experiments

4.1 Datasets and Metrics

We experimented on three public dialogue sum-
marization datasets. The detailed dataset statistics
are presented in Appendix D. SAMSum (Gliwa
et al., 2019) contains messenger-style dialogues
on daily topics. TweetSumm (Feigenblat et al.,
2021) contains chat dialogues between agents and
customers in customer service. DialogSum (Chen
et al., 2021) contains spoken daily dialogues. We
use three text corpora for synthetic data generation:
BookCorpus, Wikipedia, and ROCStories. Book-
Corpus (Zhu et al., 2015) is a large collection of
novel books. Wikipedia is a large collection of arti-
cles from the Wikipedia website. To handle articles

containing people, we especially used Wikipedia-
person!, which is a filtered version with only pages
about people. ROCStories (Mostafazadeh et al.,
2016) is a dataset of five-sentence stories designed
for story understanding and generation. We filtered
20K texts each from BookCorpus and Wikipedia,
and 9K texts from ROCStories and used them as the
source texts for dialogue generation. We adopted
the ROUGE metric (Lin, 2004) for automatic eval-
uation. ROUGE-1 (R-1), ROUGE-2 (R-2), and
ROUGE-L (R-L) are used to calculate the unigram
overlap, bigram overlap, and longest common sub-
sequence between the model output and reference
summary, respectively. We use the Fl-score for
R-1,R-2, and R-L.

4.2 Methods for Comparison

To compare various aspects of different methods
applied in low-resource environments, we selected
methods used for transfer learning, general-text
data augmentation, and dialogue data augmen-
tation as baselines. BART-base (Lewis et al.,
2020) is a popular pre-trained model often used
for summarization tasks. We use it as a back-
bone model in our experiments. AdaptSum x s¢7 s
and AdaptSumg y y/pys (Yu et al., 2021; Zhang
et al., 2021) are BART-base models pre-trained on
XSUM (Narayan et al., 2018) and CNN/DailyMail
(Hermann et al., 2015), respectively. These are two
widely used news-domain document summariza-
tion datasets. These methods are used for trans-
fer learning to improve the performance on low-
resource data using abundant OOD data. Synonym
Replacement (SR) (Kumar et al., 2020; Kobayashi,
2018; Wei and Zou, 2019) and Token Cutoff (TC)
(Wei and Zou, 2019) are general token-level aug-
mentation methods for text data. SR replaces ran-
dom words while maintaining their semantic mean-
ings. TC removes random tokens in order to give
perturbations to data. Summ grounded aug (SGA)
(Gunasekara et al., 2021) applies reverse-training
and then augments data using a portion of the train-
ing data. CODA (Chen and Yang, 2021a) augments
data by slightly perturbing the training data at utter-
ance level. These two methods are used especially
for dialogue data augmentation.

"https://huggingface.co/datasets/rcds/wikipedia-persons-
masked
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Dataset] SAMSum TweetSumm DialogSum
Model R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L
BART 45.80i‘21 22.51i.29 38.71:,31 33.87L35 16.17¢.27 29.961.25 40.08i,11 15-93r16 33-47i-12
Transfer Learning
AdaptSumXSUM 46.63¢.24 23.091.35 39.151.22 34.12¢.40 16.07:.39 30.091.28 40.33¢,14 15.91¢.16 33.69:42
AdaptSumcnniom 46.73, 31 23.67.,7 39.33,30|34.28,19 16.12, 16 30.10,17|40.16, 13 16.13,1; 33.54, 13
Text Data Augmentation
Synonym Replacement 46.89,16 23.71,13 39.70,15|34.29, 16 16.29, 03 30.20,10[40.13, 1> 16.15,14 33.59. 06
Token Cutoff 46.75, 51 23.64, 0 39.61,19|34.23,29 16.28,21 30.19,,|40.11, 19 16.13,1; 33.55,15
Dialogue Data Augmentation
Summ grounded aug 46.22, 28 23.28,24 39.38,,1|34.17, 3 16.19, 21 30.33,2,(40.10, 2 16.20, 16 33.61,2
CODA 46.99, 59 23.80,37 39.94,34|34.42,35 16.31,,7 30.23,2,|40.15, 55 16.16,,9 33.62, 31
Ours
GENDEXgc 47.83,21 24.25,24 40.28,26|35.55, 20 16.80,29 31.18,3,[40.78,27 16.69, 3 34.21, 28
GENDEXwiki 47.79, 24 24.43,31 40.43,30|35.91,26 16.98,3, 31.31,,,[40.98, 5 17.03,18 34.65, 2
GENDEXgoc 47.77, 29 24.45, 30 40.55, 54|34.85, 25 16.68. 29 30.69. 3,[40.56. 6 16.58. 1 34.16. g

Table 1: Evaluation results on three dialogue summarization datasets: SAMSum, TweetSumm, and DialogSum. ‘R’
denotes the ROUGE metric. BC, WIKI, and ROC denote the source data, Bookcorpus, Wikipedia, and ROCStories,
respectively. The subscripted numbers represent the standard deviation.

5 Results and Discussion

5.1 Main Result

Table 1 shows the test results on the three dialogue
summarization datasets. Pre-training on document
summarization datasets, such as AdaptSum x sy v
and AdaptSumcn/py, helps in dialogue sum-
marization. AdaptSumcyn/py shows slightly
better performance than AdaptSumx gy s on av-
erage. This could be because CNN/DailyMail is
larger than XSUM (approximately 312 K and 226
K samples, respectively). For R-1, R-2, and R-
L, AdaptSumx syn and AdaptSumcyn/pay im-
proved BART’s performance across all datasets by
averages of (1.1%, 0.6%, 0.7%) and (1.1%, 2%,
0.8%), respectively. Such simple pre-training on
document datasets generally improves the perfor-
mance on dialogue datasets. SR and TC improved
performance by (1.2%, 2.5%, 1.2%) and (1.1%,
2.3%, 1.1%) on average, respectively. These results
surpass AdaptSum x sy and AdaptSumcn N pi-
In other words, improving robustness by perturbing
data through SR and 7'C works better than simply
pre-training on document data. CODA performs
better than these methods. This is because CODA
was specifically designed for dialogue data con-
sidering its distinct features. CODA also outper-
forms SGA. On average, CODA and SGA improved
BART’s R-1, R-2, and R-L performance by (1.5%,
2.7%, 1.5%) and (0.6%, 1.7%, 1.1%), respectively.
Our method, GENDEX, improved the performance
by the largest margin, with average increases of
3.6%, 5.9%, and 3.6% for R-1, R-2, and R-L, re-
spectively.

Comparison with Transfer Learning Dialogue
summarization datasets are usually small so it is
effective to introduce external knowledge (Zhang
et al., 2021). Therefore, pre-training on abundant
document datasets has been used. However, obvi-
ous structural and contextual gaps exist between
document and dialogue data. Thus, pre-training
on different data may sometimes hurt the perfor-
mance because of differences between source and
target domains (Zhang et al., 2021). Therefore,
simply pre-training on document data may not be
the best for dialogue summarization. Meanwhile,
our method can generate dialogue-formatted data
from OOD short texts. Thus, data that demonstrate
conversational characteristics can be used for train-
ing. Based on these observations, we can conclude
that not only external knowledge but also task sim-
ilarity is important, and GENDEX can satisfy both
of them. Moreover, our method achieved better
performance despite using less data. GENDEX
used at most 20 K samples for training, whereas
AdaptSumc y N/pyv and AdaptSumx sy s used 312
K and 226 K samples, respectively.

Comparison with Text Data Augmentation SR
and 7C improved dialogue summarization perfor-
mance. However, there exist possibilities to hurt
performance because they perturb the original data.
Replacing words can change the identity of a sen-
tence, and deleting words can make a sentence
unintelligible (Wei and Zou, 2019). Therefore, de-
termining an appropriate augmentation ratio is im-
portant. However, our method does not alter the
original data. Instead, it leverages external data,
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Dataset SAMSum TweetSumm DialogSum
Model R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L
T5-small (60M) 44.03,19 20.42,5 36.65,15|35.01.15 15.93,1 30.35,10|37.80, 25 14.15. 31.82,14
+ GENDEX 4520, 55 21.31,15 37.78,17|3553,15 16.38,15 30.94,2 [38.61,15 14.75,25 32.46, 05
DialogLED-base (162M) | 47.79, 15 23.49,15 39.86, 20 | 44.37,21 21.17,57 37.88,2 | 43.28,5 17.52,2 35.08,
+ GENDEX 49.06,2 24.52,2 40.72,10|45.88,5 22.47.5 3912, |43.94,24 18.30.2 35.75.3
PEGASUS-large (568M) | 51.64.16 27.47.71 43.16.23|45.09.2 21.88,,3 38.48. 2 |45.65.19 19.97.25 37.40.2
+ GENDEX 52.72,21 27.91,2 4351, |46.12,2 22.61,10 38.84,20 |45.99, 20.42,21 37.96,2
Table 2: Results of applying GENDEX to other language models
ensuring that the knowledge of original data is pre- Model Coh. Con. Flu. Rel. overall
served. In Table 1, GENDEX shows better perfor- =BART 0.914 0.895 0.922 0.782 0.878
mance than SR and TC. éGENDEXBC 0.920 0.901 0.928 0.803 0.888
Z|GENDEX,,, |0917 0.896 0929 0.796 0.885
Comparison with Dialogue Data Augmentation (;GENDEXROC 0919 089 0.928 0.797 0.885
SGA uses a portion of the training set to augment EPART 0837 0831 0.790 0.642 0.775
data. Therefore, it has an upper bound to the QGENDEXBC 0857 0.844 0.770 0.664 0.784
8|GENDEX,,, |0.847 0.839 0.801 0.673 0.790
amount of data that can be augmented. Also, as EGENDEXROC 0.822 0835 0.800 0674 0.783
mentioned by Gunasekara et al. (2021), there is cBART 0928 0910 0921 0.839 0900
a trade-off between the generation performance ‘Z’> GENDEX,. |0.936 0918 0931 0.851 0.909
and amount of augmented data. However, our ,TEGENDEwim 0.942 0.924 0.932 0859 00914
method leverages external data for augmentation O|GENDEXroc | 0.943 0.920 0.932 0.865 0.915

and can augment large data without such limita-
tions. CODA augments dialogue data by slightly
perturbing original data at the utterance level and
provides robustness. GENDEX introduces external
knowledge by leveraging OOD data. In this exper-
iment, the external knowledge introduced by our
method appears to contribute more to the perfor-
mance (see Appendix E for more details).

Evaluation on Different Datasets As shown in
Table 1, all models show lower performance on
TweetSumm and DialogSum compared to SAM-
Sum. This is because these two datasets present
more challenging tasks than SAMSum. Our
method works well on the three dialogue summa-
rization datasets. In particular, it significantly im-
proves performance on TweetSumm compared to
other methods. TweetSumm features a longer dia-
logue length and smaller amount of data than the
other two datasets (see Appendix D). It has 20%
of the data volume of SAMSum and 23% of that
of DialogSum. Moreover, it was annotated under
strict conditions (Feigenblat et al., 2021). GEN-
DEX also performs well on DialogSum, which is
more abstractive, open-domain, and spoken analo-
gous (Chen et al., 2021). These results suggest that
GENDEX can perform well on more challenging
tasks.

Table 3: Quality analysis results of summaries

Different Source Data We used three OOD data
sources to filter the texts: Bookcorpus, Wikipedia,
and ROCStories. As shown in Table 1, they
showed slightly different performance, indicating
the injection of different types of external knowl-
edge. Using texts filtered from these corpora im-
proved performance and outperformed the base-
lines. GENDEXyy 11 achieved the most signif-
icant improvement on average. GENDEXgroc
demonstrated slightly better results on SAMSum
compared to using other OOD data, despite having
the smallest amount of data.

5.2 Generalizability and Scalability

We experimented on other language models to ver-
ify the generalizability and scalability of GEN-
DEX. The Wikipedia corpus was used as the source
dataset in this experiment. We applied our method
to T5 (Raftel et al., 2020), DialogLED (Zhong et al.,
2022a), and PEGASUS (Zhang et al., 2020a). We
used T5-small (60M), Dialogl. ED-base (162M),
and PEGASUS-large (568M). As shown in Ta-
ble 2, GENDEX improved the performance of all
models when tested on the three datasets. It per-
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forms well on models that are both smaller and
larger than BART-base (140M). These findings sug-
gest that GENDEX is not only applicable to other
types of models but also exhibits scalability. More-
over, although DialoglLED is already pre-trained
on dialogue-domain data, our method can further
improve its performance.

5.3 Evaluation Based on Difficulty

Turns and participants are the two essential com-
ponents of dialogue data. As the number of turns
and participants increases, the dialogue becomes
more complex. Therefore, the performance gen-
erally decreases as they increase (Chen and Yang,
2020). The performance shown in Table 1 may not
ensure satisfactory performance across all difficulty
levels. Thus, we evaluated performance according
to the number of turns and participants using the
SAMSum test set. As shown in Figure 3, the perfor-
mance generally decreases as the number of turns
and participants increases, indicating increasing
task difficulty. Our method improved the perfor-
mance across all difficulty levels. We can infer
that GENDEX has a good ability on summarizing
complex dialogue data effectively.

5.4 Quality Analysis

Similarity-based metrics such as ROUGE may not
fully capture aspects such as fluency, consistency,
and coherence. Therefore, we evaluated the quality
of the summaries using a multi-dimensional eval-
uator (Zhong et al., 2022b) on three datasets. The
summaries were evaluated in terms of the follow-
ing four aspects: coherence, consistency, fluency,

and relevance. These metrics assess the follow-
ing: whether all sentences form a coherent whole,
whether there is factual alignment between the sum-
mary and source text, the quality of individual sen-
tences, and whether the summary encapsulates the
important information from the source text. As
shown in Table 3, GENDEX generally improves
performance in all four perspectives. Especially,
there was the largest increase in relevance. This
result indicates that our method enables the model
to accurately capture and reflect the important con-
tents of dialogue, ensuring semantic alignment with
the source dialogue.

5.5 Limited Data Setting

As mentioned in Section 5.1, TweetSumm com-
prises 20% and 23% of the data volume of SAM-
Sum and DialogSum, respectively. However, to
test our method under stricter environments, we ex-
perimented in limited data settings. We randomly
sampled 1%, 5%, 10%, and 20% training data from
SAMSum and applied our method to BART using
these subsets. For a fair comparison, we used the
same entire test set in all settings. As shown in
Figure 4, GENDEX improved performance under
all settings. In particular, it significantly improves
performance when there is less data.

5.6 Ablation Studies

To observe the effect of source data filtering in
the GENDEX framework, we conducted ablation
studies. As shown in Figure 2, there are several
pre-steps for pattern-based filtering. Coreference
resolution is a pre-step for semantic role labeling.
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Model SAMSum TweetSumm DialogSum

R1 R2 RL|R1 R2 RL|R1 R2 R-L

GENDEXgc 47.83 24.25 40.28 | 35,55 16.80 31.18 | 40.78 16.69 34.21
- Patten-based filtering | 46.84 23.43 39.61 | 34.63 1590 30.45|39.44 15.55 33.28
GENDEXwiki 47.79 24.43 40.43 3591 16.98 31.31 (4098 17.03 34.65
- Patten-based filtering | 46.40 23.08 39.19 | 34.14 16.30 30.01 | 39.63 1550 33.23
GENDEXgoc 47.77 24.45 4055|3485 16.68 30.69 | 40.56 16.58 34.16
- Patten-based filtering | 46.30 23.34 39.36 | 34.21 16.02 30.09 | 39.37 15.37 33.16

Table 4: Ablation studies on SAMSum, TweetSumm, and DialogSum.

It clarifies the text and helps in contextual analysis
by replacing personal pronouns with correspond-
ing names before applying semantic role labeling.
Therefore, coreference resolution cannot be elim-
inated alone. Similarly, semantic role labeling is
a pre-step for pattern-based filtering. By analyz-
ing text using semantic role labeling, we obtain a
structured representation of the predicate-argument
relationships within the text. These results are used
for pattern-based filtering. Thus, semantic role la-
beling cannot be eliminated alone. Finally, we con-
ducted ablation studies to eliminate pattern-based
filtering, which entails a chain of elimination of
these three consecutive steps.

Table 4 shows the results of the ablation stud-
ies. We verified the effect of source data filter-
ing for three OOD datasets by eliminating pattern-
based filtering from GENDEXpc, GENDEXw 1K1,
and GENDEXRroc. We tested the performance on
three dialogue summarization datasets: SAMSum,
TweetSumm, and DialogSum. As shown in Table
4, eliminating pattern-based filtering degrades the
performance. It drops R-1, R-2, and R-L scores
by an average of 3%, 6%, and 3%, respectively.
Additionally, it drops the performance by up to
9% in the most extreme case. These results imply
that our proposed pattern-based filtering method
contributes to the performance. We conducted ad-
ditional experiments to further verify GENDEX’s
effectiveness. We compared the performance with
that of training the model on a combined dataset
of the three dialogue summarization datasets, and
GENDEX showed better performance despite us-
ing less data for training (see Appendix F for more
details).

6 Conclusion

In this paper, we proposed a generative data aug-
mentation strategy leveraging external data for ab-
stractive dialogue summarization, called GENDEX.

We filter OOD texts by focusing on the presence of
person and interpersonal interactions in the texts.
We generate synthetic dialogues from these filtered
texts and augment dialogue summarization data.
This approach enhances data diversity in terms of
semantics and introduces external knowledge by
leveraging OOD data and reconstructing it in a
dialogue format. The experimental results show
that GENDEX can improve the performance of
dialogue summarization in both quantitative and
qualitative aspects, outperforming previous state-
of-the-art methods. They also demonstrate the ef-
fectiveness of GENDEX, highlighting its robust
performance, generalizability, and scalability. Fur-
thermore, GENDEX improved the performance of
dialogue summarization regardless of the complex-
ity of dialogue data.

7 Limitations

One of the limitations of our approach is its depen-
dency on NLP tools and pre-trained language mod-
els. These tools are not entirely perfect and may
cause error propagation. For example, when us-
ing the NER tool, names that overlap with common
nouns, pet names that sound like human names, and
names that are underrepresented in training data
may not be recognized well. Another limitation
is the dependency on external data. While exter-
nal data are much more abundant than dialogue
data, careful selection of OOD data that include the
presence of people and their interpersonal interac-
tions is needed. Additionally, the experiments were
primarily conducted on English dialogue summa-
rization datasets, which may affect the applicability
of our proposed method to other languages.
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A Volume Comparison of Summarization
Datasets

Figure 5 illustrates the volume of document and
dialogue summarization datasets. Arxiv/PubMed
(Cohan et al., 2018) consists of scientific papers,
focusing on the abstract generation of scientific
articles. CNN/DailyMail (Hermann et al., 2015)
is a collection of news articles from CNN and
Daily Mail. XSUM (Narayan et al., 2018) is also
a news-domain summarization dataset containing
BBC articles covering various topics. These are
widely-used document summarization datasets. Di-
alogSum (Chen et al., 2021) contains spoken daily
dialogues. SAMSum (Gliwa et al., 2019) contains
messenger-style dialogue on daily topics. Tweet-
Summ (Feigenblat et al., 2021) contains chat dia-
logues between agents and customers in customer
service. These are popular dialogue summariza-
tion datasets. As illustrated in Figure 5, the gap

Arxiv/PubMed il

CNN/DailyMaity 312085

XSUM

Dataset

DialogSum 14460

TweetSumm {3327

SAMSum

The Number of Data

Figure 5: Comparative statistics of the volume of the
document (blue) and dialogue (orange) summarization
datasets.

in their volume is evident. Document datasets are
significantly larger, showing a vast amount of data
reaching into the hundreds of thousands. In con-
trast, dialogue datasets are considerably smaller
in size. This visual representation highlights the
discrepancy in data availability between document
and dialogue summarization datasets, indicating
the challenges faced in dialogue summarization
due to the limited data resources.

B Dialogue Summary Analysis

To assess the occurrence of people within dia-
logue summaries, we analyzed the summary con-
tent across three distinct dialogue summarization
datasets: SAMSum, DialogSum, and TweetSumm.
Table 5 represents the number of summaries based
on the number of people in each dataset. For in-
stance, the SAMSum dataset comprises 8,403 sum-
maries containing two people. A substantial ma-
jority of summaries—98% in SAMSum, 99% in
TweetSumm, and 99% in DialogSum—include at
least one person. Moreover, the proportions of sum-
maries containing more than two persons are 80%
in SAMSum, 98% in TweetSumm, and 94% in
DialogSum. Dialogue data features multiple speak-
ers, which is the most significant difference from
document data. The content of dialogue data is
constituted by the exchange of turns among these
speakers. In this context, these statistical results
suggest the importance of human names in the con-
struction of dialogue summaries, indicating that
their inclusion is vital for effectively capturing the
context of the dialogues.

C Examples of SRL Pattern

Using Semantic Role Labeling (SRL), we analyzed
the structure of summaries in three dialogue sum-
marization datasets: SAMSum, TweetSumm, and
DialogSum. Table 6 presents frequently occurring
argument-predicate patterns in these summaries.
ARG represents a range of semantic roles associ-
ated with the predicate within a text. ARGO typ-
ically represents the agent or speaker, who is the
doer or the subject of the action or state. ARG1
usually denotes the direct object or patient, which
is the entity affected by the action or state. ARG2
indicates an indirect object, instrument, or bene-
ficiary. ARG3 is used to express a starting point,
path, or direction. ARG4 denotes an endpoint or
goal, used to express the final position or target
of the action. Additionally, there are arguments
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#Person
Dataset 0 1 2 3 4

5 6 7 8 9 10 1

SAMSum
DialogSum 9
TweetSumm 17

798 11547 1743 314
49 3230 30 1

375 2949 8403 3225 1018 272 72 28 13 11 1 2

40 7 2

Table 5: Statistical result of the number of people in summaries of three dialogue summarization datasets.

Patterns

ARGO V ARG1

ARG1V ARG2

ARGO V ARG2 ARG1

ARGO V ARG1 ARG2

ARGO V ARG1 ARGM-TMP

ARG0 ARGM-MOD V ARG1

ARGO0 ARGM-NEG V ARG1

ARGO V ARG2

ARGO V ARG1 ARGM-PRP

ARGO ARGM-MOD V ARG1 ARGM-TMP
ARGO V ARG1 ARGM-LOC

ARG1 YV ARG2 ARGM-TMP

ARGO V ARG1 ARGM-CAU

ARGO V ARG1 ARGM-ADV

ARGO V ARG1 ARGM-MNR

ARG1V ARGM-TMP

ARGM-TMP ARGO V ARG1

ARGO0 ARGM-TMP V ARG1

ARG1V ARGM-NEG ARG2

ARG1 ARGM-MOD V ARG2

ARGO0 ARGM-ADV V ARG1

ARGO V ARG4

ARGO0 ARGM-MOD ARGM-NEG V ARG1
ARG1 ARGOV

ARG1V ARG2 ARGM-CAU

V ARG2

ARG0 ARGM-MOD V ARG1 ARG2
ARGO0 ARGM-MOD V ARG2 ARG1
ARG1 ARGM-MOD V ARG2 ARGM-TMP

Table 6: Examples of frequent Argument-Predicate pat-
terns appearing in the summaries of SAMSum, Tweet-
Summ, and DialogSum.

playing adjunct roles starting with ARGM-, such
as ARGM-TMP (time), ARGM-LOC (location),
ARGM-MNR (manner), and ARGM-CAU (cause).
ARMG-MOD represents a modal in a text, indicat-
ing possibility, permission, obligation, etc. ARGM-
NEG indicates negation word, such as not or never.
Based on these frequently occurring patterns, we
analyzed the positional relationship between argu-
ment and predicate when people are included in the
argument. In these patterns, arguments containing
people appeared significantly before and after, and
after the predicate (96.19% in SAMSum, 83.14%

in TweetSumm, 96.18% in DialogSum). Based on
this observation, we used a pattern-based matching
method to filter the text.

D Statistics of Dialogue Summarization
Datasets

Table 7 shows statistics of three popular dialogue
summarization datasets: SAMSum, TweetSumm,
and DialogSum. SAMSum (Gliwa et al., 2019)
contains over 16,000 chat dialogues with manually
annotated summaries. It mainly focuses on creating
abstractive summaries from messenger-style con-
versations covering various daily topics. It consists
of 14,732 training samples, 818 validation sam-
ples, and 819 test samples. TweetSumm (Feigen-
blat et al., 2021) includes chat dialogues from a
customer service context with manually annotated
summaries, featuring conversations between agents
and customers. It offers both extractive and ab-
stractive summaries, and we used the abstractive
ones. It consists of 2,629 training samples, 356
validation samples, and 342 test samples. Dialog-
Sum (Chen et al., 2021) contains spoken daily di-
alogues with manually annotated summaries and
emphasizes real-life scenarios. It consists of 12,460
training samples and 500 validation samples. For
test samples, there are two versions of the publicly
available DialogSum dataset: one with 500 samples
and another with 1,500 samples. The latter version
includes slightly varied summaries from three dis-
tinct annotators for each dialogue sample, enabling
a more strict and comprehensive assessment. We
used the version with 1,500 samples.

E Data Diversity

Data diversity is an important factor in machine
learning. In this section, we investigate data diver-
sity through topic modeling. Topic modeling can
be useful when evaluating the semantic diversity of
texts. We used BERTopic (Grootendorst, 2022), a
popular text clustering method. We applied topic
modeling to the dialogues from SAMSum, the syn-
thetic dataset generated using GENDEX, and the

3183



# Dialogue # Speakers # Turns Dialog len. Summary len.
mean interval mean interval mean interval mean interval
SAMSum 16,369 | 240,04, [2,14] | 11.15,5,, [3,46] | 84.71,764  [5,4340] | 20.49,.,,; [1,64]
TweetSumm 3,327 226,09, [2,13] | 10.49,,4 [8,25] | 199.58,,,¢; [72,595] | 35.25,,,55 [10, 104]
DialogSum 14,460 201,,,5 [2,7] 9.51, 455 [2,65] | 124.00,¢59; [32,953] | 22.37,495 [4,153]

Table 7: Statistics of SAMSum, TweetSumm, and DialogSum.
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Figure 6: Results of topic modeling: (a) SAMSum, (b) synthetic data generated using GENDEX, and (c) combined

dataset of these two.

combined dataset of these two. Figure 6 presents
the inter-topic distance map for each dataset. Each
circle represents a topic, and its size represents
the amount of data belonging to that topic. Thus,
the number of circles and their distribution reflect
the semantic diversity of the data. Topic circles
are sparsely distributed in a few regions in SAM-
Sum, whereas they are widely spread out in the
synthetic data. SAMSum and the synthetic data re-
sulted in 148 and 289 topics, respectively. The com-
bined dataset of SAMSum and synthetic data gen-
erated using GENDEX contains 381 topics, which
is slightly smaller than the sum of 148 and 289.
These results suggest that our method augments
the data for topics in SAMSum and also gener-
ates synthetic data for topics not present in the
original dialogue summarization dataset. Such se-
mantic diversity can be obtained by leveraging a
large amount of OOD data. Plain-text data is rel-
atively abundant compared to dialogue data, so it
can cover a wide range of topics and synthetic di-
alogues generated from these texts can introduce
external domain knowledge to the model. In this
context, OOD data refers not only to data outside
the dialogue domain (i.e., non-conversational data)
but also to data that belongs to other topics, which
the original dataset does not have.

F Comparison with Combined Dataset

We trained the BART model on combined datasets
of the three dialogue summarization datasets
(SAMSum, TweetSumm, and DialogSum) and
tested it on each dataset. Then, we compared
the performance with that of GENDEX. In Ta-
ble 8, ‘BART trained on (S + T + D)’ denotes
the BART model trained on the combined dataset.
As shown in Table 8, using multiple datasets can
improve performance. However, GENDEX en-
hances performance more than training the model
on the combined dataset. In addition, a slight
performance drop on DialogSum was observed
when trained the model on the combined dataset.
As described by Zhang et al. (2021), training a
model on multiple datasets does not always guar-
antee performance improvement. This could be
attributed to different characteristics, such as dia-
logue styles and topics. However, GENDEX can
generate synthetic dialogues close to the original
data by training the dialogue generation model to
learn their style. Moreover, GENDEX shows better
performance despite using less data for training.
GENDEXBC, GENDEXW[K], and GENDEXROC
used 20K, 20K, and 9K data for training, respec-
tively, while ‘BART trained on (S + T + D)’ used
30K data.
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Dataset SAMSum TweetSumm DialogSum
Model R1 R2 RL|R1 R2 RL|R1 R2 R-L
BART 4580 2251 38.71|33.87 16.17 29.96 | 40.08 15.93 33.47
GENDEXgc 47.83 24.25 40.28 | 35,55 16.80 31.18 | 40.78 16.69 34.21
GENDEXwiki 47.79 2443 40.43|3591 16.98 31.31 4098 17.03 34.65
GENDEXgoc 47.77 24.45 4055 | 34.85 16.68 30.69 | 40.56 16.58 34.16
BART trainedon (S+ T+ D)| 46.23 23.02 39.29 | 34.10 16.20 30.19 | 39.98 15.92 33.48

Table 8: Comparative result with training on combined dataset. ‘BART trained on (S + T + D)’ denotes the BART
model trained on the combined dataset (i.e., SAMSum + TweetSumm + DialogSum).

G Implementation Details

Named Entity Recognition (NER) We used
spaCy toolkit which is an open-source software li-
brary for natural language processing. We selected
en_core_web_trf model provided by spaCy. It is
based on the transformer architecture, specifically
utilizing the RoBERTa (Liu et al., 2019b) model.
en_core_web_trf supports a wide range of NLP
tasks, including tokenization, part-of-speech tag-
ging, named entity recognition, dependency pars-
ing, and more. It has a good ability especially in
understanding the context and semantics of text.

Coreference Resolution For coreference resolu-
tion, we used AllenNLP, which is an open-source
NLP research library built on PyTorch, developed
by the Allen Institute for Al (AI2). We selected the
coref-spanbert-large model provided by AllenNLP,
which specifically utilizes the SpanBERT (Joshi
et al., 2020b) model.

Semantic Role Labeling (SRL) We used Al-
lenNLP for SRL. We selected the structured-
prediction-srl-bert model provided by AllenNLP
pre-trained model cards, which is a BERT (Devlin
et al., 2019) based model with some modifications.

Dialogue Generation We utilized the DialoGPT-
large (Zhang et al., 2020b) model for dialogue gen-
eration. For model training, we set the maximum
input length to 512, learning rate to Se-5, weight
decay to 0.01, batch size to 3, and epochs to 10.
For generation, we set the maximum generation
length to 1000. The model was trained using an
NVIDIA RTX 3090 GPU.

Dialogue Summarization We primarily used the
BART-base (Lewis et al., 2020) model for dialogue
summarization. For pre-training on synthetic data,
we set the maximum input length to 1024, max-
imum target length to 256, learning rate to 2e-5,
weight decay to 0.01, gradient accumulation steps

to 2, and batch size to 4. Based on the two-stage
noise-tolerant training setting, we utilized an early
stopping-based strategy. For fine-tuning on origi-
nal dialogue summarization data, all other settings
remained the same, and the epoch was set to 3. The
model was trained using an NVIDIA RTX 3090
GPU.
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