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Abstract

To tackle the AVeriTeC shared task hosted by
the FEVER-24, we introduce a system that only
employs publicly available large language mod-
els (LLMs) for each step of automated fact-
checking, dubbed the Herd of Open LLMs for
verifying real-world claims (HerO). For evi-
dence retrieval, a language model is used to en-
hance a query by generating hypothetical fact-
checking documents. We prompt pretrained and
fine-tuned LLMs for question generation and
veracity prediction by crafting prompts with re-
trieved in-context samples. HerO achieved 2nd
place on the leaderboard with the AVeriTeC
score of 0.57, suggesting the potential of open
LLMs for verifying real-world claims. For fu-
ture research, we make our code publicly avail-
able at https://github.com/ssu-humane/
HerO.

1 Introduction

Automated fact-checking is a task that predicts
a claim’s veracity by referring to pieces of evi-
dence (Guo et al., 2022). Claim verification re-
quires the retrieval of relevant information from
a reliable document collection and the decision
on whether the claim is supported by the known
relevant information. Early research attempted to
automate the fact-checking process by generat-
ing synthetic claims based on Wikipedia docu-
ments (Thorne et al., 2018; Aly et al., 2021) or
collecting manually verified claims by human ex-
perts (Wang, 2017; Augenstein et al., 2019). How-
ever, most datasets suffer from critical issues such
as context dependence, evidence insufficiency, and
temporal leaks; these limitations made the result-
ing systems less applicable to the verification of
real-world claims. In light of this, a recent study
proposed a dataset called AVeriTeC (Schlichtkrull
et al., 2023). They addressed the limitations by con-
ducting fine-grained crowdsourced annotations for
the fact-checking process.

This paper describes our system for the
AVeriTeC shared task hosted by the FEVER-24
workshop (Schlichtkrull et al., 2024). Motivated by
the recent advancements in large language models,
we introduce a fact-checking system that utilizes
LLMs for each step of evidence-based fact verifi-
cation: evidence retrieval, question generation, and
veracity prediction. Our system, the Herd of Open
LLMs for verifying real-world claims (HerO), em-
ploys publicly available LLMs without using pro-
prietary LLMs, to ensure the transparency of the
system. HerO achieved 2nd place in the shared task
with an AVeriTeC score of 0.57. Given that the
winning system used gpt-4o (Schlichtkrull et al.,
2024), HerO’s competitive performance imply the
potential of open LLMs for verifying real-world
claims.

2 Related Work

LLMs have achieved remarkable success in natu-
ral language understanding and generation (Brown
et al., 2020; Thoppilan et al., 2022; Achiam et al.,
2023). While major tech companies primarily
drove the initial success, they only provided limited
access to the model through an API. On the other
hand, some research groups have attempted to de-
velop open LLMs to facilitate open research. While
the performance of the initial models was unsatis-
factory (Zhang et al., 2022; Le Scao et al., 2023),
recent models are on par with closed models and
even outperform them in certain categories (Jiang
et al., 2023; Dubey et al., 2024).

3 Task Definition

The AVeriTeC shared task aims to develop a fact-
checking system that verifies real-world claims by
retrieving evidence from the web. To verify a given
claim, the system first needs to retrieve relevant
information from the web documents (evidence
retrieval). For each of the collected evidence, the
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Figure 1: Inference pipeline of our system

System Evidence Retrieval Question Generation Reranking Veracity PredictionQuery Model

Baseline Claim BM25 Bloom-7b BERT-base BERT-base

HerO HyDE-FC
(Llama-3.1-70b)

BM25
w/ SFR-embedding-2 Llama-3-8b - Llama-3.1-70b

Table 1: Model configurations

system may generate questions that can help verify
the claim (question generation) or choose not to.
The last step of the fact-checking is to verify the
claim by referring to the collected information (ve-
racity prediction). The final verdict is a four-class
variable: supported, refuted, not enough evidence,
or conflicting evidence/cherry-picking. Each sys-
tem is evaluated using three metrics, where a higher
value indicates a better score. Two metrics are the
Hungarian METEOR score1 to assess the quality
of questions (Q score) and question-answer pairs
(Q+A score), respectively. The overall accuracy is
measured by the AVeriTeC score. Details about the
task, dataset, and evaluation metrics can be found
in Schlichtkrull et al. (2023) and Schlichtkrull et al.
(2024).

4 Our System

This section describes our fact-checking system,
the Herd of Open LLMs for verifying real-world
claims (HerO). Inspired by the recent progress of
open LLMs (Jiang et al., 2023; Dubey et al., 2024),

1The score uses the Hungarian algorithm (Kuhn, 1955)
to find optimal matching pairs and evaluates them with the
METEOR score (Banerjee and Lavie, 2005).

we only employ open LLMs for our system with-
out using proprietary LLMs, such as gpt (Brown
et al., 2020) and gemini (Team et al., 2023). Table 1
presents HerO’s model configurations in compar-
ison to the baseline system (Schlichtkrull et al.,
2023). The inference pipeline of our system is illus-
trated in Figure 1. We use web documents provided
along with the dataset as the knowledge store.

4.1 Evidence Retrieval

The first step aims to retrieve relevant sentences
from the knowledge store to verify a given claim.
Inspired by previous research on generative re-
trieval methods (Gao et al., 2023; Wang et al.,
2023), we utilize an instruction-following LM to
generate hypothetical fact-checking documents to
augment a retrieval query. For the rest of this pa-
per, we call this approach HyDE-FC, which stands
for Hypothetical Document Embedding for Fact-
Checking.

Given a claim c, we generate a set of hypothet-
ical fact-checking documents D = {d1, . . . , dN}
by prompting an instruction-following language
model f(·) using c as an in-context sample. The
used prompt for HyDE-FC is shown in Figure 2.
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Please write a fact-checking article passage to
support, refute, indicate not enough evidence, or
present conflicting evidence regarding the claim.
Claim: Hunter Biden had no experience in Ukraine
or in the energy sector when he joined the board of
Burisma.
Passage: While Hunter Biden did not have direct
experience in the energy sector or Ukraine before
joining the board of Burisma, he did have ...

Figure 2: An example of the instruction prompt used for
HyDE-FC and its output. The bold text is the instruction,
the italic text is a claim, and the blue text indicates the
model output.

We repeat the sampling process until obtaining N
different documents.

Using the claim and generated documents, our
retrieval pipeline employs a two-step hybrid ap-
proach that incorporates spare and dense retrieval
methods. The first step is to retrieve relevant docu-
ments by BM25 (Robertson and Zaragoza, 2009).
We concatenate the claim c and each document in
D for building the query document q. The sparse
vector for q is used to retrieve the top 10,000 rele-
vant sentences from the knowledge store. The sec-
ond step is to re-rank the 10,000 sentences by the
dense retrieval method to decide the top-10 evi-
dence candidates. The query vector vq is obtained
by averaging the embedding vectors for the claim
c and every document in D by the equation 1,

vq =
1

N + 1
[

N∑

k=1

g(dk) + g(c)] (1)

where g is an embedding method.
Our best model uses llama-3.1-70b (Dubey et al.,

2024) for f and SFR-embedding-2 (Meng et al.,
2024) for g. N is set as 8.

4.2 Question Generation

The next step is to generate verifying questions,
each of which the corresponding answer could be
a retrieved sentence. We employ an instruction-
following LM to generate questions for each piece
of evidence. The used prompt is shown in Figure 3.
We improve the baseline prompt (Schlichtkrull
et al., 2023), which takes each evidence and rel-
evant question-answer pairs from the labeled set
by BM25 as in-context examples, by including a
corresponding claim.

Your task is to generate a question based on the
given claim and evidence. The question should
clarify the relationship between the evidence and
the claim

Example 1:
Claim: U.S. aid dollars sent to Ukraine under
Biden’s supervision went toward Burisma, where
Biden’s son Hunter was a board member.
Evidence: Hunter Biden was appointed to the board
of Burisma.
Question: Was Hunter Biden a board member of
Ukrainian energy company ’Burisma’?
...
Example 10:
Claim: Hunter Biden was paid
3millionplus183,000 a month to be a board
member of a company that a lot of people said was
corrupt.
Evidence: Burisma Holdings, Ukraine’s largest
private gas producer, has expanded its Board of
Directors by bringing on Mr. R Hunter Biden as a
new director.
Question: What company is Hunter Biden a member
of the board?

Now, generate a question that links the fol-
lowing claim and evidence:

Claim: Hunter Biden had no experience in
Ukraine or in the energy sector when he joined the
board of Burisma.
Evidence: In 2014, Hunter Biden was appointed to
the board of Burisma Holdings, a Ukrainian energy
company. He was reportedly paid $50,000 a month
to work in an industry in which he had no previous
experience.
Question: What was Hunter Biden’s background or
experience in the energy sector before joining the
board of Burisma Holdings in 2014?

Figure 3: An example of instruction prompt and its
output for question generation. The bold text indicates
the instruction, the italic text is a claim, the gray text is
retrieved in-context samples, and the blue text indicates
the model output.

4.3 Veracity Prediction

We employ an instruction-following LM for verac-
ity prediction. Inspired by a previous study (Wei
et al., 2022), we devise a prompt that incorporates
an annotator’s rationale into the veracity prediction.
Our best model uses the fine-tuned llama-3.1-70b-
it that predicts the veracity label after generating
the explanation. The top 10 question-and-answer
pairs from the earlier steps are given as in-context
samples along with the claim to verify.
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Your task is to predict the verdict of a claim
based on the provided question-answer pair
evidence. The possible labels are: ’Supported’,
’Refuted’, ’Not Enough Evidence’, ’Conflicting
Evidence/Cherrypicking’. Justify your answer
using the provided evidence and select the correct
label.

Claim: Hunter Biden had no experience in
Ukraine or in the energy sector when he joined the
board of Burisma.

Q1: What was Hunter Biden’s background or
experience in the energy sector before joining the
board of Burisma Holdings in 2014?
A1: In 2014, Hunter Biden was appointed to the
board of Burisma Holdings, a Ukrainian energy
company. He was reportedly paid $50,000 a month
to work in an industry in which he had no previous
experience.
...
Q10: Did Hunter Biden have any relevant experience
in Ukraine or the energy sector before joining the
board of Burisma?
A10: What this is all about: From the start of the
inquiry, Republicans have pointed out that Hunter
Biden did not have any experience in corporate
governance or in the energy sector before taking the
job at Burisma.

Justification: No former experience stated.
Verdict: Supported

Figure 4: An example of instruction prompt and its
output for veracity prediction. The bold text indicates
the instruction, the italic text is a claim, the gray text
is retrieved QA pairs, and the blue text is the model
output.

5 Evaluation Experiments

In this section, we present experimental results to
decide the system configuration.

5.1 Experimental Setups
In the comparison experiments, we used the de-
velopment set to evaluate model performance. In
addition to the Q score and Q+A score, we em-
ployed the Hungarian METEOR score to evaluate
the answer quality, denoted as A score. For the
comparison experiments, we used the training set
for training our models and the development set for
the evaluation. The training and development set
were used to train our system for the submission.
We used the Adam optimizer with a learning rate
2e-5, batch size 128, and 2 epochs. For LoRA, we
set the rank to 128 and alpha to 256.

All the language models used in the experiments
are the instruction-tuned version (e.g., llama-3.1-

Query Retrieval model A score

Claim
BM25 0.187
BM25

w/ SFR-embedding-2 0.26

HyDE-FC
(Llama-3-8b)

BM25
w/ SFR-embedding-2

0.2745

HyDE-FC
(Llama-3-70b) 0.2757

HyDE-FC
(Llama-3.1-8b) 0.2751

HyDE-FC
(Llama-3.1-70b) 0.2801

HyDE-FC
(GPT-4o-mini) 0.2773

Table 2: Performance of evidence retrieval methods

Context Model Q score

Retrieved sentences

Baseline 0.2404
Llama-3-8b 0.4210

Llama-3-70b 0.4175
Llama-3.1-8b 0.4212

Llama-3.1-70b 0.4259
GPT-4o-mini 0.4054

Retrieved sentences
w/ Claim

Llama-3-8b 0.4938
Llama-3-70b 0.4789
Llama-3.1-8b 0.4855
Llama-3.1-70b 0.4881

Table 3: Performance of question generation methods

70b-it). For brevity, we omitted ‘it’ in the model
identifier for the rest of the paper. For HyDE-FC,
we set the LM hyperparameters as follows: maxi-
mum number of tokens as 512, temperature as 0.7,
and top_p as 1.0. We used the labeled QA pairs
from the training set as a data store to retrieve in-
context samples for question generation. We used
greedy decoding with a maximum length of 512.
When an LM does not produce the verdict label, we
repeated the generation with the top-2 sampling.

We ran experiments using three machines. The
first has two H100 GPUs (80GB per GPU) and
480GB RAM. The second has eight H100 GPUs
with 2TB RAM; the third has four NVIDIA A6000
GPUs (48GB per GPU) and 256GB RAM. The
experiments were conducted in a computing envi-
ronment with the following configuration: Python
3.11.9, PyTorch 2.3.1, Transformers 4.43.4, Ax-
olotl 0.4.1, vLLM 0.5.3, and SentenceTransform-
ers 3.0.1. HerO took approximately 6.6 hours to
make 500 predictions for the development set with
two H100 GPUs. It took six hours for the evidence
retrieval, 25 minutes for the question generation,
and 12 minutes to complete the veracity prediction.
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5.2 Experimental Results

Evidence Retrieval We present evidence re-
trieval results on the AVeriTeC development set
in Table 2. We relied on the A score as the primary
metric to identify a model that can retrieve sen-
tences that are similar to the annotated evidence.

We made three observations. First, when a claim
was used as a query verbatim, applying SFR-
embedding-2 to the re-ranking step boosted the
performance by the A score of 0.073. Second, aug-
menting a query by the hypothetical document
generation increased the performance. The best
model, HyDE-FC with llama-3.1-70b, achieved an
A score of 0.2801, 0.02 greater than the claim-
only approach. Third, gpt-4o-mini was close to but
slightly worse than the best open model when be-
ing used for HyDE-FC. Accordingly, HerO uses
the two-step approach where SFR-embedding-2 re-
ranks the top 10,000 sentences obtained by BM25;
llama-3.1-70b is used to generate hypothetical fact-
checking documents to augment the query.

Question Generation We present evaluation re-
sults of question generation methods in Table 3.
We fixed the evidence retrieval method as the best
approach to assess the effects of question genera-
tion methods. The Q score was used as a primary
evaluation metric for question generation.

We made three observations. First, all the llama
models achieved better Q scores than the baseline
and gpt-4o-mini. Second, using the claim as an
additional in-context sample boosted the gener-
ation performance significantly. The llama-3-8b
model with the claim achieved a Q score of 0.4938,
0.0728 greater than its counterpart. Third, among
the llama models that only use retrieved sentences
as in-context samples, the latest and largest model
(llama-3.1-70b) achieved the best score. However,
llama-3-8b achieved the best score with the claim.
Accordingly, HerO uses llama-3-8b to generate
questions.

Veracity Prediction We compared veracity pre-
diction methods using the best evidence retrieval
and question generation pipelines. We evaluated
three LLM-based methods: in-context learning
with ten examples, instruction fine-tuning by
LoRA (Hu et al., 2021), and fine-tuning the whole
parameters. Table 4 shows the results. When in-
context learning was used without parameter up-
dates, the llama models outperformed gpt-4o-mini.
The most significant performance gap was an ac-

Method Model Accuracy AVeriTeC score

In-context
learning

Llama-3-70b 0.628 0.494
Llama-3.1-70b 0.54 0.422
Gpt-4o-mini 0.488 0.382

LoRA Llama-3-70b 0.724 0.556
Llama-3.1-70b 0.704 0.55

Fine-tuning Llama-3-70b 0.746 0.57
Llama-3.1-70b 0.752 0.578

Table 4: Performance of veracity prediction methods

System Q score Q+A score AVeriTeC score

TUDA_MAI_0 0.45 0.34 0.63
HerO 0.48 0.35 0.57

CTU AIC 0.46 0.32 0.5
Baseline 0.24 0.2 0.11

Table 5: Test set results

curacy of 0.14 and an AVeriTeC score of 0.112.
Furthermore, the performance was boosted by in-
struction fine-tuning approaches. The llama-3.1-
70b with the full fine-tuning approach achieved
the highest AVeriTeC score of 0.578, which is the
veracity prediction module for HerO.

5.3 Test Set Results
Table 5 shows how HerO performs in the test set
in comparison to the baseline and other compet-
itive models. TUDA_MAI_0 achieved the best
AVeriTeC score of 0.63, followed by HerO (0.57)
and CTU AIC (0.5). Their performance gap
with the existing baseline was significant. HerO
achieved the best Q and Q+A scores among the top
3 models, suggesting that our question-generation
approach is strong. Since HerO’s performance gap
with the winning system was smaller for the Q+A
score than for the Q score, we suspected that our re-
trieval system is on par with but slightly worse than
theirs. The answer score employed in our experi-
ment could help better understand what is attributed
to the performance, either retrieval or question gen-
eration.

6 Conclusion

To tackle the AVeriTeC shared task hosted by the
FEVER-24, we developed HerO, a fact-checking
system that employs publicly available large lan-
guage models for each step of automated fact-
checking: evidence retrieval, question generation,
and veracity prediction. Our system achieved 2nd
place in the shared task, supporting the effective-
ness of open LLMs for verifying real-world claims.
We release our code publicly for future research.
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