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Abstract

With the ever-increasing demands on Question
Answering (QA) systems for IT operations and
maintenance, an efficient and supervised fine-
tunable framework is necessary to ensure the
data security, private deployment and contin-
uous upgrading. Although Large Language
Models (LLMs) have notably improved the
open-domain QA’s performance, how to effi-
ciently handle enterprise-exclusive corpora and
build domain-specific QA systems are still less-
studied for industrial applications. In this pa-
per, we propose a general and comprehensive
framework based on Retrieval Augmented Gen-
eration (RAG) and facilitate the whole business
process of establishing QA systems for IT oper-
ations and maintenance. In accordance with the
prevailing RAG method, our proposed frame-
work, named with RAG4ITOps, composes of
two major stages: (1) Models Fine-tuning &
Data Vectorization, and (2) Online QA Sys-
tem Process. At the Stage 1, we leverage a
contrastive learning method with two negative
sampling strategies to fine-tune the embedding
model, and design the instruction templates to
fine-tune the LLM with a Retrieval Augmented
Fine-Tuning method. At the Stage 2, an effi-
cient process of QA system is built for serv-
ing. We collect enterprise-exclusive corpora
from the domain of cloud computing, and the
extensive experiments show that our method
achieves superior results than counterparts on
two kinds of QA tasks. Our experiment also
provide a case for applying the RAG4ITOps to
real-world enterprise-level applications.

1 Introduction

In recent years, the field of IT operations and main-
tenance has become increasingly significant due
to the rapid expansion of massive data and com-
plex IT systems, such as in cloud computing and
telecommunications (Liu et al., 2023). Efficient IT
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QA Task 2: Troubleshooting

Figure 1: Two examples of typical and important QA
scenarios for IT operations and maintenance. The words
with underlines are domain-specific terminologies, and
the [x] represents enterprise-exclusive terms, e.g. status
codes or service names.

operations and maintenance are critical for provid-
ing the high-quality performance, reliability, and
security for customers in the business area (Du
et al., 2017; Guo et al., 2024).

Traditionally, to operate and maintain those sys-
tems, it highly depends on IT operators’ personal
experience, while often leading to difficulties in
incident management, problem resolution, and
maintaining service quality (Jantti and Cater-Steel,
2017). Later with the advancements of QA tech-
niques, some QA systems are developed, and IT op-
erators can leverage them to retrieve useful informa-
tion and make a plan on troubleshooting efficiently
in a natural-language human-machine interacting
manner (Huang et al., 2023b; Jéntti and Cater-Steel,
2017; Galup et al., 2009). As shown in Figure 1,
the two typical and important QA tasks are Know!-
edge Acquisition and Troubleshooting (Rijal et al.,
2022). The former is usually for junior IT opera-
tors to promote their experience, while the latter
is for senior ones to obtain guidance on resolving
difficult software and hardware faults during their
daily work. Therefore, QA systems have become
greatly important in contemporary IT operations
and maintenance.
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To build the QA systems for IT operations and
maintenance, we observed numerous examples
such as those in Figure 1. Some characteristics and
challenges can be summarized as follows: First, the
QA utterances contain many technical terminolo-
gies (e.g., status codes, service names and other
underlined words/[*] as illustrated in Figure 1), and
their semantics are exclusive to a specific domain
or even an enterprise. Therefore, the enterprise-
exclusive semantics should be thoroughly modeled.
Second, in terms of data forms, a vast amount of
enterprise-exclusive documents, guides and manu-
als should be processed and modeled into a uni-
formed format to support the continual upgrad-
ing of QA systems. Third, the difficulties of var-
ious QA tasks are distinct. For example, QA for
knowledge acquisition requires a system only to an-
swer the question with straightforward information,
while the QA for troubleshooting demands a much
longer answer that involves referring to multiple
resources. To this end, all the above challenges
lead to a complex problem of how to build an effi-
cient framework that addresses exclusive data and
specific QA tasks.

Intuitively, some open-domain QA systems that
are trained on massive public corpora can be lever-
aged to further fine-tune on domain-specific cor-
pora and tasks, especially with the recent break-
throughs of LLMs (Chowdhery et al., 2023; Bai
et al., 2023; Achiam et al., 2023; Brown et al.,
2020) such as BERT, LLaMA-3 (Touvron et al.,
2023), Qwen, and ChatGLM3 (Zeng et al., 2022;
Du et al., 2022). However, those LLMs are still
too general to be adaptive for distinct QA tasks,
or efficiently support the continuous data or/and
system upgrading in real-world applications.

To address the above-mentioned problems, in
this paper, we leverage the idea of Retrieval Aug-
mented Generation (RAG) which can strengthen
LLMs (Gao et al., 2023), and propose a compre-
hensive RAG framework specific for the domain
of IT operations and maintenance, named with
RAG4ITOps. In accordance with the prevailing
RAG methodology, our framework composes of
two stages: (1) Models Fine-tuning & Data Vector-
ization, and (2) Online QA System Process. The
framework features include a data pipeline for ef-
ficiently processing multi-source and multi-form
enterprise-exclusive corpora, a domain knowledge
augmented embedding model for modeling exclu-
sive semantics, and a supervised fine-tuned LLM
which can support grounded QA tasks.

More specifically, to build a QA system by using
the proposed RAG4ITOps, firstly the enterprise-
exclusive corpora should be collected and prepro-
cessed in advance. After several automatic steps
of data cleaning, chunking and distillation, we can
obtain a high-quality set of text chunks and two
datasets with annotations for fine-tuning the em-
bedding model and the LLM respectively. To bet-
ter distinguish the QA tasks and model enterprise-
exclusive semantics, we fine-tune the embedding
model by adopting the contrastive learning (Gao
et al., 2021) with Homogeneous In-Batch Negative
Sampling (HIS) (Zhang et al., 2023) and Auxiliary
Hard Negative Sampling (AHNS) strategies. Then
the set of text chunks are embedded into vectors by
using the fine-tuned embedding model, and stored
in the vector database. As to the LLM, we also
fine-tune it with QA pairs by adopting a Retrieval
Augmented Fine-Tuning method. The details can
be found in the Methodology section.

In summary, the proposed RAG4ITOps is su-
pervised fine-tunable on both exclusive data and
grounded QA tasks. Note that due to the nature of
RAG mechanism, the vector database can be easily
updated by inserting new data, instead of frequently
refine-tuning the LLM. And the LLM can dynami-
cally incorporate retrieved top-k contents from the
database, which are always latest and most rele-
vant. In this way, the requirement of continuous
data or/and system upgrading is fulfilled with a low
cost. We collect enterprise-exclusive corpora from
the domain of cloud computing, and the experi-
ment results show that our framework can achieve
superior performance than counterparts on both
QA tasks. Our experiment also provides a case
of how to apply the RAG4ITOps into real-world
enterprise-level applications.

The contributions of this paper include:

* To satisfy the ever-increasing demands on
QA systems for IT operations and mainte-
nance, we propose a comprehensive RAG-
based framework named RAG4ITOps. This
framework facilitates the business process of
data modeling and model fine-tuning.

* The proposed framework composes of two
stages: (1) Models Fine-tuning & Data Vec-
torization, and (2) Online QA System Pro-
cess. We leverage several latest techniques to
fine-tune the embedding model and LLM, in-
cluding the contrastive learning method with
Homogeneous In-Batch Negative Sampling
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and Auxiliary Hard Negative Sampling strate-
gies, the design of instruction templates, and
a Retrieval Augmented Fine-Tuning method.

* The RAG4ITOps features: (1) a data pipeline
that can automatically process multi-source
and multi-form enterprise-exclusive corpora,
(2) a fine-tuned embedding model for model-
ing enterprise-exclusive semantics, and (3) a
fine-tuned generative LLM which can support
distinct QA tasks.

* Real-world corpora of IT operations and main-
tenance for cloud computing were collected,
and extensive experiments demonstrate that
all the components of RAG4ITOps effectively
improve the performance of distinct QA tasks.
The experiments also establish a case for
our framework to be applied across various
enterprise-level applications.

2 Related work

IT Operations and Maintenance. Traditionally,
the quality of IT operations and maintenance varies
because it highly depends on the IT operators’ per-
sonal experience (Notaro et al., 2020). To culti-
vate IT operators and meanwhile manage the ever-
increasing I'T-related information and knowledge
well, QA systems are essential to improve effi-
ciency across various application scenarios, de-
veloped by leveraging the development of NLP
techniques (Huang et al., 2023a; Elhoone et al.,
2020). These systems aim to help IT operators
quickly access useful information and develop trou-
bleshooting plans (Rijal et al., 2022). However,
in practice, the IT operators may interact with the
QA systems by several times to make a plan for
difficult tasks like troubleshooting, because current
QA systems are not intelligent enough to provide
a comprehensive solution answer just within once
interaction.

Large Language Models. Recent LLMs have
demonstrated significant advancements in open-
domain QA tasks (Brown et al., 2020; Achiam
et al., 2023). As to those closed-source models,
like GPT-4, Claude and Gemini, they cannot an-
swer domain-specific or even enterprise-exclusive
questions well since they do not trained on any
private documents. The other thing is that those
open-source models, like LLaMA-3 (Touvron et al.,
2023), Qwen, and ChatGLM3 (Zeng et al., 2022;
Du et al., 2022), can be directly fine-tuned on

specific corpora and then provide QA services.
However there are two major concerns. Firstly,
LLMs often tend to generate hallucinated infor-
mation (Guo et al., 2023), which is unbearable
in industrial area. Secondly, faced with the ever-
increasing massive data, the QA systems based on
LLMs have to be refine-tuned frequently, leading
to a much high expense. Therefore, intuitively,
RAG frameworks can remove the concerns and
strengthen the LLMs-based QA systems. A recent
effort to develop domain-specific LLMs, such as
OWL (Guo et al., 2024), have shown promise. But
it still struggles to be adaptive for grounded QA
scenarios in real-world industrial IT operations.

Retrieval Augmented Generation. To address
the limitations of LLMs in factual issue and
domain-specific applications, the RAG framework
has emerged as a promising approach (Gao et al.,
2023). RAG techniques aim to enhance the ca-
pabilities of LLMs by incorporating relevant ex-
ternal information into the input queries, thereby
improving the accuracy and factuality of generated
responses. In many domain-specific applications,
RAG has proven highly effective for modeling
domain-related semantics and improving the LLMs
to output factual and satisfactory answers (Gupta
et al., 2024; Wang et al., 2024; Zhang et al., 2024).
Recent researches have further expanded RAG’s
potential, exploring the fine-tuning methods of pre-
trained LLMs specifically for RAG tasks (Lin et al.,
2023; Zhang et al., 2024; Wang et al., 2023a; Xu
et al., 2023b). This paper also follows the idea of
RAG, while we propose a more comprehensive and
practical RAG framework specific for the domain
of IT operations and maintenanc

3 Methodology

To facilitate the business process of data modeling
and model fine-tuning of QA systems for IT opera-
tions and maintenance, we present the RAG4ITOps
framework and introduce its details in this section.
As shown in Figure 2, the framework includes two
stages. One is for offline model fine-tuning and
data vectorization, and the other is about the online
QA system process based on RAG mechanism.

3.1 Data Preprocessing

Data preprocessing is particularly important for
enterprise-level applications. Due to data privacy
and data heterogeneity, a good data processing
pipeline is essential to generate high-quality dataset
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Figure 2: Overview of the proposed RAG4ITOps framework for IT operations and maintenance.

for downstream model training. In terms of IT
operations and maintenance, as instanced in Fig-
ure 1, there are some characteristics of enterprise-
exclusive terminologies, multi-source and multi-
form documents and extremely long texts (e.g.,
texts about error log analysis and solution). Thus,
we design a pipeline to preprocess the data.

As shown in Figure 3, the raw enterprise data
colored with blue background are documents (e.g.,
manuals and guides), QA pairs for knowledge ac-
quisition from log (QAK-Log), and QA pairs for
troubleshooting from log (QAT-Log). Firstly, with
the documents, the pipeline includes three main
phases: data cleaning, data chunking and data dis-
tillation. Data cleaning is the process of removing
unrelated tokens from documents. Data chunking
splits long documents to shorter chunks (e.g., each
chunk is less than 800 words), and data distillation
generates more QA data with GPT-3.5/4.

Secondly, after data chunking, we obtain the
dataset of text chunks from documents (TC). After
data distillation, we get a dataset of QA for knowl-
edge acquisition pairs from GPT-3.5/4 (QAK-
GPT). By combining the QAK-Log, QAK-GPT
and QAT-Log datasets, we create a dataset for fine-
tuning the LLLM (called Data-LLLM) and a dataset
for fine-tuning the embedding model (called Data-
EM). Note that we design some instruction tem-
plates in advance and wrap the Data-LLM for train-
ing the ability of instruction compliance. After the
data preprocessing pipeline, we obtained various
datasets with their statistics summarized in Table 6.
All the details and data examples can be found in
the Appendix section A.2.

3.2 Instruction Template Design

To effectively guide the LLM in generating ap-
propriate responses for different QA tasks, we de-
signed specific instruction templates. These tem-

—
@74
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Pairs from GPT3.5/4 (QAK-GPT)

QA for Troubleshooting Pairs
from Log (QAT-Log)

Documents, e.g.,
manuals and I
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Data cleaning
Data chunking
Data distillation

Figure 3: Data preprocessing method in our frame-
work: datasets with a blue background originate from
enterprise-exclusive corpora, those with a yellow back-
ground are post-preprocessed, and those with a green
background are used for model fine-tuning.

plates serve to structure the input and provide task-
specific context to the model. More detailed infor-
mation on the specific prompts used can be found
in the appendix section A.3.

3.3 Stage 1: Models Fine-tuning & Data
Vectorization

With the preprocessed text chunks and two datasets,
the embedding model and LLM can be fine-tuned
to better adapt for the enterprise-exclusive seman-
tics and QA tasks. As shown in Figure 2, the
Data-EM dataset is used to fine-tune the embed-
ding model, while the Data-LLM dataset is used to
fine-tune the LLM. Especially with the fine-tuned
embedding model, the text chunks dataset can be
vectorized as embeddings which are stored in the
vector database for later online retrieval.

3.3.1 Fine-tuning Embedding Model

More technically, during fine-tuning the embed-
ding model, we employ the Dense Passage Re-
trieval (DPR) framework (Karpukhin et al., 2020)
as our base retrieval method. DPR uses embedding
models to generate dense vector representations of
both queries and passages, enabling efficient and
accurate retrieval. Specifically, we begin with the
pretrained embedding model, BGE-M3 (Xiao et al.,
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2023), known for its compact size and high per-
formance on the MTEB benchmark (Muennighoff
et al., 2022). To further enhance its retrieval perfor-
mance, we conducted contrastive learning with two
kinds of negative sampling strategies, ensuring it
effectively distinguishes between domain relevant
and non-relevant passages.

Homogeneous In-Batch Negative Sampling
(HIS). To ensure the discriminative capability of
the embeddings, a significant number of negative
samples is necessary (Qu et al., 2020; Wang et al.,
2022). While in-batch negative sampling is a stan-
dard approach for introducing a substantial number
of these samples, it comes with a drawback in our
specific scenario: Negative samples from various
tasks might not effectively distinguish semantic
relationships within a particular context. To ad-
dress this challenge, we structure each mini-batch
to contain training data solely from identical tasks,
thus maintaining homogeneity among the in-batch
negatives and enhancing their contribution to the
embeddings’ discriminative ability. Our methodol-
ogy incorporates both in-batch and hard negatives.
Additionally, we utilize cross-device sharing (Xiao
et al., 2021) to increase the volume of negative
samples available.

Auxiliary Hard Negative Sampling (AHNS).
Given the IT operations and maintenance dataset X,
we aim to define an encoding function f : X — R?
that assigns each document chunk or question
x; € X to a position in a d-dimensional embed-
ding space. The goal is for the embeddings of
related chunks and questions (z;, x}) to be prox-
imate, and those of unrelated ones to be distant.
For a random subset (batch) of N positive pairs
Xy = {(a, fz)}fil where Z;, T; represents a doc-
ument chunk and its corresponding question. we
define the contrastive loss function for the encoder
f as follows:

_ exp(s(z,%:)/7)

Ly, = —log xp(s(Z0,3:) [T+ 27, cxy xP(5(@0,25)/7) (DO
_ @) f(z))

where s(z;, ;) = TFeoTT @, fepresents the

inner product of the normalized latent representa-
tions of x; and x;, and 7 is a temperature scaling
hyperparameter. z; is the positive sample associ-
ated with Z; and all other instances &; # Z; € Xy
are considered negative samples. We aim to se-
lect high-quality, informative hard negative exam-
ples from this set. Typically, negative examples
are chosen through random sampling (Chen et al.,

2020b,a). Our approach employs the DPR frame-
work with the initial embedding model to retrieve
top-k relevant chunks for each positive sample. We
then designate all remaining chunks, excluding the
actual document chunks, as hard negative samples

3.3.2 Fine-tuning LLM

For fine-tuning the LLM of RAG4ITOps, we use
a state-of-the-art LLM Qwen-14b-Base (Bai et al.,
2023) as the backbone. Also we leverage two train-
ing methods to enhance the LLM’s ability.

Continue Pre-Training With the preprocessed
domain-specific datasets, we aim to imbue the
Qwen-14b-base model with specialized knowledge
in IT operations and maintenance, enhancing its
ability to understand and generate relevant content
in this domain. The method is aligned with the
standard approach (Gururangan et al., 2020).

Retrieval Augmented Fine-Tuning Method To
enhance the LLM’s ability to utilize retrieved in-
formation in IT operations and maintenance tasks,
we implement a retrieval-augmented fine-tuning
approach. Based on the Data-LLM dataset, we
construct an extended training dataset (Data-LLM)
D = {(z® o I® yO)}M. where () o I) repre-
sents an input query z(9) accompanied by retrieved
chunks 7V, and y(» represents the output answer.

For each example (x(i), y(i)) € D, we retrieve
the top-k relevant text chunks 1) C C based
on (). We then create the fine-tuning instances
by combining each retrieved chunk with the ques-
tion using an instruction template (detailed in Ap-
pendix A.3).

The objective function of this supervised instruc-
tion tuning can be denoted as:

Lm = _% Zf\il Em,y,IEqu IOg P(yO) |I(L) © x(t>)‘ (2)

where P(y®|I(® o 2()) is the probability of gen-
erating the correct output ¥ given the input z(¥)
augmented with the retrieved chunks 7 () This ap-
proach offers two key benefits: it adapts the LLM
to utilize relevant and latest background knowledge,
and it enables the LLM to generate factual answers.

3.4 Stage 2: Online QA System Process

At Stage 2, as shown in Figure 2, the IT operators
can ask a question. Then the fine-tuned embed-
ding model transforms the question into an embed-
ding and the embedding is used to retrieve relevant
contents from the vector database. We leverage
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Method

Supported Max Length

QA for Knowledge Acquisition QA for Troubleshooting

Acc@] Acc@5 Acc@20 | Acc@1 Acc@5 Acc@20
Text2Vec-base (Xu, 2023) 512 0.314 0.496 0.606 0.735 0.771 0.771
M3E-base (Wang et al., 2023b) 512 0.305 0.572 0.758 0.639 0.735 0.771
GTE-large-zh (Li et al., 2023) 512 0.487 0.708 0.822 0.554 0.687 0.747
BGE-large-zh-v1.5 (Xiao et al., 2023) 512 0.525 0.767 0.902 0.602 0.723 0.735
jina-embeddings-v2-base-zh (Mohr et al., 2024) 8192 0.369 0.674 0.847 0.566 0.747 0.783
BGE-M3 (Chen et al., 2024) 8192 0.610 0.881 0.958 0.651 0.759 0.783
RAGA4ITOps (Ours) 8192 0.661 0.919 0.979 0.759 0.795 0.795

Table 1: Comparison of the fine-tuned embedding model with baselines. Acc@K represents top-K retrieval accuracy.

QA for KA QA for TS
Acc@] Acc@5 Acc@20 | Acc@l Acc@5 Acc@20
- 0.661  0.895 0.970 0.711  0.771 0.790
+ - 0.650  0.903 0.974 0.735  0.783 0.795
- + 0.665 0915 0.970 0.721  0.783 0.795
+ + 0.661 0919 0.979 0.759  0.795 0.795

HIS AHNS

Table 2: Ablation study results for the fine-tuned em-
bedding model in RAG4ITOps.

QA for KA QA for TS
Chunks@1 Chunks@5 Chunks@20|Chunks@1 Chunks@5 Chunks@20
15.4 30.9 46.7 27.7 55.6 84.2

Table 3: Response time(ms) for once retrieval.

FAISS (Johnson et al., 2019), a library for effi-
cient similarity search, to identify the most relevant
document chunks. With the retrieved information
and question, they are wrapped by the instruction
template to construct the input prompt for LLM.
Finally, the LLM can answer the question by refer-
ring to all the contents in the input prompt. The
whole process follows the prevailing RAG mecha-
nism and achieves efficient response time.

4 Experiment

4.1 Evaluation Dataset

We collect a dataset called Data-Eval for evalua-
tion. It comprises 319 questions created by domain
experts, among which 236 questions for the knowl-
edge acquisition task and 83 for the troubleshooting
task. Each question is paired with relevant chunks
from the enterprise-exclusive corpora, and all ques-
tions have labbeled answers.

4.2 Baselines and Metrics

We consider the following popular text embedding
models as the baselines for our embedding model
evaluation: GTE-large-zh, BGE-M3, Text2Vec-
base, M3E-base, jina-embeddings-v2-base-zh, and
BGE-large-zh-v1.5. For the LLM evaluation, our
method are compared with several state-of-the-art
language models: Chatglm3-6b, Qwen-7b-Chat,
Llama3-8B-Instruct, and Qwen-14b-Chat.

To evaluate the effectiveness of embedding
model in the knowledge acquisition and trou-
bleshooting tasks, we assessed performance using
the top-k retrieval accuracy (Acc@K). The formal

definition of Acc@K can be defined as follows:
R(q,C) — C takes as input question ¢ and chunks
C and returns a much smaller set C' , Where C cc
and |C| = k < |C|. Top-k retrieval accuracy is the
fraction of questions for which C contains a span
that can answer the question. In our experiments,
we separately present the results of log retrieval
where the k is set 1, 5 or 20.

To assess the performance of LLM, we employ
two evaluation methods: single-score mode and
pairwise-score mode (Huang et al., 2024; Xu et al.,
2023a; Guo et al., 2024; Zheng et al., 2024). In
Single-score mode, we first select the model to be
tested and generate answers based on given ques-
tions and fixed reference chunks, using the BGE-
M3 embedding model as default. We then utilize
GPT-4 (Achiam et al., 2023) as a scoring model to
evaluate the responses on a scale of 1 to 10, with
higher scores indicating better quality. To ensure
reliability, we run GPT-4 three times for each re-
sponse, and report the average score in our results.
In pairwise-score mode, both models generate an-
swers to identical questions using the same refer-
ence chunks. A scoring model then assesses which
model’s responses are superior, assigning a win to
the better performer and a loss to the other. If the
performance is comparable, both models receive a
tie. Detailed prompts and procedures for both eval-
uation modes are provided in the Appendix A.3.

4.3 Evaluation Results for Embedding Model

In Table 1, our domain knowledge augmented em-
bedding model demonstrates superior performance
compared to baseline models across both tasks.
Specifically for the QA for Knowledge Acqui-
sition task (QA for KA), our full model with Ho-
mogeneous In-Batch Sampling (HIS) and Auxil-
iary Hard Negative Sampling (AHNS) achieves
the highest Acc@5 and Acc@20 scores of 0.919
and 0.979 respectively, outperforming the BGE-M3
baseline by 4.3% and 2.2% on these metrics. In
the QA for Troubleshooting task (QA for TS), our
full model demonstrates the strongest performance,
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Method QA for Knowledge Acquisition QA for Troubleshooting
Scorel  Score2 Score3 Mean | Scorel Score2 Score3 Mean
Chatglm3-6b (Du et al., 2022) 5.19 5.28 5.20 5.22 4.01 4.06 4.26 4.11
Qwen-7b-Chat (Bai et al., 2023) 5.89 5.84 5.80 5.84 5.21 5.37 5.22 5.27
Llama3-8B-Instruct (Touvron et al., 2023) 5.32 5.23 5.40 5.32 5.61 5.68 5.62 5.64
Qwen-14b-Chat (Bai et al., 2023) 6.57 6.58 6.63 6.59 5.99 6.07 6.10 6.05
RAGA4ITOps (Ours) 6.92 7.01 6.70 6.88 6.72 6.65 6.68 6.68

Table 4: Results of single-score mode evaluation on the fine-tuned LLM. Scorel-3 mean that the GPT-4 are called

for three times to evaluate each case.

QA for KA QA for TS
CPT RAFT Scorel Score2 Score3 Mean|Scorel Score2 Score3 Mean
- - 6.57 6.65 6.61 6.61 ] 6.15 6.10 6.08 6.11
+ - 6.62 6.6 6.68 6.64| 6.14 615 6.10 6.13
+ 6.66 6.63 672 6.67| 658 675 6.62 6.65
+ + 692 701 670 6.88| 672 6.65 6.68 6.68

Table 5: Ablation study results for the fine-tuned LLM.

achieving the highest scores across all metrics:
Acc@1 of 0.759, Acc@5 of 0.795, and Acc@20
of 0.795. These results represent improvements
of 16.6%, 4.7%, and 1.5% respectively over the
BGE-M3 baseline.

Additionally, we also evaluated the inference
time of our embedding model on an A100 80G
GPU, as shown in Table 3, and the results demon-
strate the efficiency of our method.

4.4 Evaluation Results for LLM

For single-score mode, we compared our proposed
model against several baseline models, including
Chatglm3-6b, Qwen-7b-Chat, Llama3-8B-Instruct,
and Qwen-14b-Chat. Table 4 shows that our model
with Continue Pre-Training (CPT) and Retrieval
Augmented Fine-Tuning Method (RAFT) achieves
the highest mean scores in both QA for Trou-
bleshooting (6.68) and QA for Knowledge Acqui-
sition (6.88) tasks. These scores represent improve-
ments of 0.63 and 0.29 points respectively over
the Qwen-14b-Chat baseline. As for the pairwise
scores (see Figure 4), our model outperforms all
baselines in both tasks.

4.5 Ablation study

For the embedding model, we evaluated the impact
of HIS and AHNS. Results in Table 2 show that
both techniques contribute to performance gains,
with their combination yielding the best results
across all metrics in both tasks.

For the LLLM, we conducted an ablation study
to examine the importance of CPT and RAFT. In
Table 4, the baseline model scored 6.05 for QA for
Troubleshooting and 6.59 for QA for Knowledge
Acquisition. In Table 5, Supervised Fine-Tuning
without chunks (w/o CPT w/o RAFT) showed im-
provements over the baseline. RAFT alone (w/o

Pairwise score on QA for Troubleshooting task

Ours vs
Qwenl.5-14B-Chat |

Ours vs
Qwenl.5-7B-Chat |

Ours vs
Meta-Llama-3-8B-Instruct ]
Ours vs |

Chatgim3-6b . . . . . . . .

0 10 20 30 40 50 60 70 80

Pairwise score on QA for Knowledge Acquisition task

Ours vs |
Qwenl.5-14B-Chat

Ours vs |
Qwenl.5-7B-Chat

Ours vs |
Meta-Llama-3-8B-Instruct

Ours vs |

Chatgim3-6b .

0 50

100 150 200
Win Tie Loss

Figure 4: Pairwise comparison of our LLM against
baselines in two tasks, evaluated by GPT-4.

CPT w/ RAFT) further improved scores to 6.65
and 6.67, outperforming standard Supervised Fine-
Tuning and demonstrating its effectiveness in en-
hancing model performance. Our full model, incor-
porating both CPT and RAFT, achieved the highest
scores of 6.68 for Troubleshooting and 6.88 for
Knowledge Acquisition. This represents notice-
able improvements of 0.57 points (9.3%) for Trou-
bleshooting and 0.27 points (4.1%) for Knowledge
Acquisition compared to the model (w/o CPT w/o
RAFT), highlighting the complementary benefits
of our proposed techniques

5 Conclusion

In this paper, we introduce RAG4ITOps, a com-
prehensive framework for QA systems tailored for
IT operations and maintenance. Initially, we de-
veloped a dataset construction pipeline, incorpo-
rating data cleaning, chunking, and distillation of
enterprise-exclusive corpora. Additionally, we fine-
tuned an embedding model and enhanced its re-
trieval performance using Homogeneous In-Batch
Negative Sampling and Auxiliary Hard Negative
Sampling strategies. Furthermore, we leveraged
and fine-tuned a LLLM enhancing its capabilities
for domain-specific QA tasks with Continue Pre-
Training and Retrieval Augmented Fine-Tuning.
We evaluated our framework through a series of
experiments, designed to assess its performance on
distinct QA tasks with different difficulties, demon-
strating the effectiveness of our approach in the
domain of IT operations and maintenance.
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A Appendix

A.1 Experimental Settings

When fine-tuning the embedding model, the learn-
ing rate we set is 1079, a batch size of 1024. We
use Adam as the optimization algorithm with 51
= 0.9, 82 = 0.99. We also implemented the ho-
mogeneous in-batch sampling strategy, where all
samples in the same batch come from the same
task, and utilized negatives cross-device to enhance
the diversity of negative samples. The model was
trained for 1 epoch using 8*A100 80G GPUs.

For Continue Pre-Training the LLM, we set the
learning rate to 2 x 1075, with a weight decay of
0.1, and global batch size of 128. The sequence
length is set at 2048. We use the Adam optimiza-
tion algorithm with 8; = 0.9 and 82 = 0.99. The
training epoch is 3. For Retrieval Augmented Fine-
Tuning, the learning rate is increased to 5 x 1075,
maintaining the same weight decay of 0.1, the
global batch size is 512. The sequence length
remains 2048. Adam is again used as the opti-
mization algorithm, with the same /3 values. The
training duration for this phase is 1 epoch. We
conduct full parameter training for Continue Pre-
Training using 8*A100 80G GPUs and LoRA (Hu
et al., 2021) fine-tuning for Retrieval Augmented
Fine-Tuning using 8*A100 80G GPUs.

A.2 Dataset Construction

High-quality datasets are essential for effective
Large Language Model(LLM) implementation, of-
ten more crucial than model architecture updates.
With improved data collection and processing tech-
niques, we can perform Continue Pre-Training
and Retrieval Augmented Fine-Tuning (RAFT)
on the model more effectively and achieve bet-
ter Retrieval-Augmented Generation (RAG) per-
formance. We designed a sophisticated dataset
construction pipeline including phases such as col-
lection, chunking, distillation, and combination.
This pipeline is capable of extracting features from
each type of data and provides robust support for
the LLM to meet the specific requirements of the
IT operations and maintenance group.

IT Operations Data This data was provided by

the IT operations group and contains documents
and QA pairs. The documents include Word files
with internal knowledge such as tool descriptions,
operation examples, system configurations, and
scripts. These documents contain text, images, and
tables. As we currently focus on language model-
ing, we only extracted texts and tables using the
python-docx.

Maintenance Data The maintenance group pro-
vided 47k pairs of error logs and corresponding
analyses. The error logs contain detailed descrip-
tions of errors, functions, and related platforms.
The analyses are human-labeled and include er-
ror scenarios, problem localization, and solutions.
Specifically, problem localization contains func-
tion names, function descriptions, error reasons,
priorities, and impacts.

A.2.1 Data Processing

General Processing We convert all information
into text format to make documents easy to han-
dle. By using python-docx, we fully extract all ta-
bles from Word files and convert them to plain text
based on LaTeX standards. Each row is joined by a
line break, and each column is joined by a vertical
line. This approach enables the model to recog-
nize all information within tables. Furthermore,
we standardize texts by removing noisy tokens and
converting illegal tokens to their normal forms. We
use these processed texts from documents to form
the pre-training dataset.

Chunking Techniques As documents often con-
tain very long and complex structures, we split
each document into several chunks. Chunking tech-
niques are essential in our task. Complete and
reasonable chunks can provide meaningful context
to enhance performance in data distillation and data
retrieval. Since most of the current documents are
in a fixed format, we designed a targeted chunking
method for these documents to achieve better re-
sults than general splitting methods. Moreover, we
also designed a general chunking method for new
incoming documents to do online training.

At the beginning of chunking, we first remove
noisy content using heuristic methods. As each doc-
ument contains a menu with clear signs, we explore
the scope of menus and remove them all. Addition-
ally, due to the presence of technical documents,
we remove noisy sentences and tables containing
words like "Script Maintainer" or "Version Num-
ber" which is only for human understanding and

747



Dataset Name | Dataset Description Indicator Number
Chunks # 3,824
TC Text Chunks Avg. token ¥ 579
Sample # 1,468
QAK-Log QA pairs for knowledge acquisition from log Avg. question token # 16
Avg. answer token # 56
Sample # 16,973
QAK-GPT QA pairs for knowledge acquisition from GPT-3.5/4 | Avg. question token # 15
Avg. answer token # 66
Sample # 47,471
QAT-Log QA pairs for troubleshooting from log Avg. question token # 235
Avg. answer token # 370
Data-EM Dataset for fine-tuning the embedding model Sample # 65,912
Data-Pretrain | Dataset for Pretrain the LLM token # 1,604,448
Sample # 65,912
Data-LLM Dataset for fine-tuning the LLM Avg. question token # 1233
Avg. answer token # 186
Sample # 319
Data-Eval Dataset for evaluation Avg. question token # 53
Avg. answer token # 133

Table 6: Statistics of the datasets used in RAG4ITOps.

technical requirements, so we prevent the model
from learning them to increase training and re-
trieval efficiency.

The targeted chunking method primarily focuses
on maintaining the logical integrity of each sen-
tence. Unlike setting a fixed length for each chunk,
this method preserves the complete meaning and
logic of contents as much as possible, especially
for tables. It helps the LLM gain a comprehensive
understanding of contents and avoid hallucinations
due to forced sentence segmentation. As we extract
all information from documents in Word file for-
mat, each line has its type, including content, style,
and font. The style represents whether it is a title
or normal text and the level of the title. Since each
title signifies an individual block, we can separate
the content based on title levels.

We start by splitting each content into blocks
by 'Heading 1°, the largest title. For each block,
we count the number of tokens using the same tok-
enizer. If the number is less than 800, we consider
this block as a whole and do not split it further. Con-
versely, we continue splitting the block by "Head-
ing 2°, and so on. After recursion, if the number of
tokens in a block exceeds 800 but cannot be split
further, we resort to using the general method intro-
duced below to split the sentence. By setting 800
as the threshold, we can include enough complete
contexts in the RAG result.

Moreover, in our experiments, we find that the
short sentence is ineffective for model understand-
ing and affect data distillation performance. There-
fore, we combine contents with fewer than 20 to-

kens into nearby blocks. We also separate titles
and contents, underlining them using a template
like "Title: <title> Content: <content>". This ap-
proach, similar to human reading patterns, allows
the retrieval model to work effectively and easily
find accurate results.

The general method is a default version that
splits the document into blocks of nearly fixed
length without considering its format. Generally,
we split the document to ensure each sentence has
fewer than 800 tokens and includes overlap be-
tween sentences. Furthermore, we make the ending
token of each sentence a typical stop word such as
a line break, dot, or comma, to ensure the sentence
has complete meaning.

In our experiments, these two methods produce
very reasonable chunks for most cases, as con-
firmed by human labeling. Using the methods de-
scribed above, we collected 3k chunks from the
documents and build the dataset TC.

A.2.2 Data Distillation

In addition to using RAG to enhance the LLM’s
understanding of documents, we also implement
data distillation to generate a number of real-world
cases and provide additional guidance to the model.

For chunks extracted from documents, we col-
lect QA pairs from each chunk by calling the APIs
of GPT-3.5 and GPT-4. These QA pairs simulate
real questions and expected answers based on the
documents. In the training phase, we combine the
distilled questions and corresponding RAG con-
texts as input, and use the expected answers as
output to maintain a data format similar to real
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cases.

To optimize costs, we typically call the GPT-3.5
API to generate instructions from the text of chunks
i times, where i = round(2 + “=2%) and n is
the number of characters. This dynamic generation
method allows us to capture more information for
long and complex sentences. The prompt used for
data distillation is provided in the Appendix A.3.

If the response from GPT-3.5 has an incorrect
format, we resort to calling the GPT-4 API to ob-
tain a more accurate result. Through this data dis-
tillation process, we ultimately create the dataset
(QAK-GPT) with 1.6k instructions, each contain-
ing questions, answers, and corresponding raw con-
tents as context.

For the QA pairs from the raw data, we aim to
use them for RAFT while preventing their ques-
tions from appearing in the context. To achieve
this, we rewrite each question to form a RAFT
dataset. The prompt used for this rewriting process
is provided in the Appendix A.3.

In this way, we obtain a RAFT (QAK-Log) with
different questions but the same answers. During
the training phase, we can provide these questions
and the raw QA pairs as input, expecting the model
to learn to generate the correct answer as output.

A.2.3 Data Combination

As described above, for Continue Pre-Training, we
directly use the texts extracted from documents
(Data-Pretrain). For Retrieval Augmented Gen-
eration(RAG), we combine the text chunks from
documents (TC), QA pairs for knowledge acqui-
sition (QAK-Log and QAK-GPT), and QA pairs
for troubleshooting (QAT-Log) to create the RAG
dataset. We also combine the QAK-GPT, QAK-
Log, and QAT-Log to form the final RAFT dataset
(Data-LLM), containing 65k rows of data.

A.3 Instruction Templates and Prompts

This section presents the detailed prompts used
in our question-answering system for IT opera-
tions and maintenance. Table 7 and 8 presents two
key prompts used in our evaluation process: the
Pairwise-Score Mode Prompt and the Single-score
Mode Prompt. Table 9 presents additional prompts
used in our data preparation pipeline. The first
prompt is designed for rewriting sentences while
preserving their meaning, which is useful for data
augmentation and diversity. The second prompt is
used in our data distillation process. The third and
forth prompts are instruction template.

A4 Case study

To provide insight into real-world applications of
our RAG4ITOps framework, we present two repre-
sentative cases: one illustrating a QA scenario for
troubleshooting as shown in Table 10, and another
demonstrating a QA scenario for knowledge acqui-
sition in IT operations and maintenance as shown
in Table 11.
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Table 7: Evaluation prompts for pairwise-score and single-score modes for QA Knowledge Acquisition Task

Pairwise-Score Mode Prompt:

Please act as an impartial evaluator and assess the quality of answers provided by two Al
assistants to a user’s question. Your evaluation should consider the correctness and helpfulness
of the answers. You will be given a reference answer, Assistant A’s answer, and Assistant B’s
answer. Your task is to determine which assistant’s answer is better.

Evaluation steps:

1. Compare both assistants’ answers to the reference answer.

2. Identify and correct any errors in the assistants’ answers.

3. Avoid any positional bias, ensuring that the order of the answers does not influence your
decision.

4. Do not let the length of the answers affect your assessment.

5. Please answer based on facts, expressing the required information for the question.

6. Do not favor certain assistant names. Be as objective as possible.

After providing your explanation, please output your final verdict in the following JSON format:
“‘json

{

"verdict": "Can only be A or B or Tie",

"explanation": "Your explanation"

}

1313

Single-score Mode Prompt:

Please act as an impartial evaluator and assess the quality of an answer provided by an Al
assistant to a user’s question. We will provide a question, a corresponding reference answer,
and the assistant’s answer. Your evaluation should consider the correctness of the answer.
Evaluation steps:

1. Please compare the assistant’s answer to the reference answer.

2. Identify and correct any errors.

3. Evaluate as objectively as possible, paying attention to factual errors in the assistant’s answer
that are not present in the reference answer.

4. If the assistant does not address the content of the reference answer, it will be scored as 0.
After providing your explanation, you must rate the answer on a scale of 1 to 10 using the
following JSON format:

“‘json

{

"rating": "1 to 10",

"explanation": "Your explanation"

}

1313
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Table 8: Evaluation prompts for pairwise-score and single-score modes for QA Troubleshooting Task

Pairwise-Score Mode Prompt:

Please act as an impartial evaluator and assess the quality of answers provided by two Al
assistants to a user’s question. Your evaluation should consider the correctness and helpfulness
of the answers. You will be given a reference answer, Assistant A’s answer, and Assistant B’s
answer. Your task is to determine which assistant’s answer is better.

Evaluation steps:

1. Compare both assistants’ answers to the reference answer.

2. Identify and correct any errors in the assistants’ answers.

3. Avoid any positional bias, ensuring that the order of the answers does not influence your
decision.

4. Do not let the length of the answers affect your assessment.

5. Please answer based on facts, expressing the required information for the question.

6. Do not favor certain assistant names. Be as objective as possible.

7. The reference answer includes 7 fields, each field is worth 1 point, with the solution field
worth 4 points. Please strictly compare the answers of both assistants for each field and analyze
them. Based on the field scores, determine which assistant’s answer is better, or if it’s a tie
After providing your explanation, please output your final verdict in the following JSON format:
“‘json

{

"verdict": "Can only be A or B or Tie",

"explanation": "Your explanation"

}

1313

Single-score Mode Prompt:

Please act as an impartial evaluator and assess the quality of an answer provided by an Al
assistant to a user’s question. We will provide a question, a corresponding reference answer,
and the assistant’s answer. Your evaluation should consider the correctness of the answer.
Evaluation steps:

1. Please compare the assistant’s answer to the reference answer.

2. Identify and correct any errors.

3. Evaluate as objectively as possible, paying attention to factual errors in the assistant’s answer
that are not present in the reference answer.

4. If the assistant does not address the content of the reference answer, it will be scored as 0.
5. The reference answer includes 7 fields, each field is worth 1 point, with the solution field
worth 4 points. For each field in the assistant’s answer, please strictly score according to the
field score. If the answer is inaccurate or incorrect for a field, no points should be awarded for
that field.

After providing your explanation, you must rate the answer on a scale of 1 to 10 using the
following JSON format:

“‘json

{

"rating": "1 to 10",

"explanation": "Your explanation"

}

1313
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Table 9: Data preparation prompts for sentence rewriting and data distillation

The prompt used for rewriting process:

Assume you are the IT operation team member. Please rewrite the following sentence without
changing its meaning.

Content: <content>

The prompt used for data distillation:

Assume you are the IT operation team member and you have some questions to inquire. Assume
the following document can answer your question. What questions and corresponding answers
can you post?

Please post as many knowledge based questions as possible.

Do not post the question without an answer.

Answer should be complete and must be got from the document.

Question with very long answer is allowed.

If you cannot find any question or cannot provide answer, please respond <unk>.

Use <sep> to connect each QA. Content: <content>

The instruction template for Knowledge Acquisition task:

Assume you are a customer service representative, and you have received a question from a
user or the operations team:

Content: <content>

Please answer the user’s question concisely and professionally based on the following known
information:

Content: <content>

The instruction template for QA Troubleshooting Task:

Please conduct a root cause analysis of the sudden AIOPS event based on the error log below.
The analysis should include: 1. Scenario, 2. Problem localization (including service, method
name, function, keywords, event type, event level, impact scope), 3. Solution (including
personnel involved and resolution plan). Content: <content>

Below is a historical case:

Content: <content>
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Table 10: Example of a QA for troubleshooting case in IT operations and maintenance

User questions:

Please help analyze and resolve the following error: GetCustomBiz query for custom topology
failed. The error is: Querying business: *’s custom topology node id: [] failed, context canceled,
project_space=* namespace.name="=.

Core model input:

Please conduct a root cause analysis of the sudden AIOPS event based on the error log below.
The analysis should include: 1. Scenario, 2. Problem localization (including service, method
name, function, keywords, event type, event level, impact scope), 3. Solution (including
personnel involved and resolution plan).

GetCustomBiz query for custom topology failed. The error is: Querying business: *’s custom
topology node id: [] failed, context canceled, project_space=* namespace.name==*.

Below is a historical case:

Segment 0: Error log case and solution 1

Segment 1: Error log case and solution 2

Segment 2: Error log case and solution 3

Segment 3: Error log case and solution 4

Segment 4: Error log case and solution 5

System response:

Scenario: * log error

Project: *

Service: *

Method name: *

Function description: Set custom business NodeName for clusters and modules

Key information: GetCustomBiz query for custom topology failed. The error is querying
custom topology node failed, topology node id: []

Event type: Query * timeout caused query failure

Event level: *

Impact scope: Unable to normally obtain custom business NodeName, which may affect cluster
and other interface queries

Solution:

Based on the error information, the query for custom topology node failed because the topology
node id is empty. Possible solutions are as follows:

1. Check if the topology node id parameter is correctly passed. Ensure that the passed topology
node id is not empty and is in the expected format.

2. Check if the topology node data exists. Confirm that the data corresponding to the topology
node id exists in the system and has not been deleted or modified.

3. Check the logic of querying the custom topology. Ensure that the code logic for querying the
custom topology is correct and there are no missed or erroneous handling of the topology node
id.

4. Check the status of * services. If querying the custom topology requires other services, such
as *, ensure these services are running normally and can be accessed properly.

5. Check logs and error information. View more detailed error logs and error information to
further locate the problem. It may be necessary to increase log recording or adjust the log level
to obtain more detailed information.
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Table 11: Example of knowledge acquisition QA scenario in IT operations and maintenance

User questions:

In the fault handling process for localized service anomalies, what are the specific steps for
collecting exception information?

Core model input:

Assume you are a customer service representative, and you have received a question from a
user or the operations team:

In the fault handling process for localized service anomalies, what are the specific steps for
collecting exception information?

Please answer the user’s question concisely and professionally based on the following known
information:

Segment O: Internal customer document Segment 1

Segment 1: Internal customer document Segment 2

Segment 2: Internal customer document Segment 3

Segment 3: Internal customer document Segment 4

Segment 4: Internal customer document Segment 5

System response:

Specific steps for collecting exception information include:

Organize effective information based on customer complaints/internal alerts: The dimensions
are not limited to the following information; the more comprehensive the information, the
better.

Attempt to analyze/reproduce the problem: Based on the information provided by the customer,
manually designate nodes for testing. Simultaneously, use the internal platform Grafana
to investigate quality data across multiple dimensions such as bandwidth, status codes, and
response times by combining domain name, node, and time information.

754



