Improving Hierarchical Text Clustering with LLM-guided Multi-view
Cluster Representation for Interaction Drivers in Contact Centers

Anup Pattnaik  Cijo George

Sasanka Rani Vutla®

Rishabh Kumar Tripathi’
Jithendra Vepa

Observe.Al, India

{anup.pattnaik, cijo.george, rishabh.tripathi}@observe.ai

{sasanka.vutla, jithendra}@observe.ai

Abstract

In this work, we present an approach that in-
troduces different perspectives or views to im-
prove the quality of hierarchical clustering of
interaction drivers in a contact center. Specifi-
cally, we present a multi-stage approach that in-
troduces LLM-guided multi-view cluster repre-
sentation that significantly improves the quality
of generated clusters. Our approach improves
average Silhouette Score by upto 70% and Hu-
man Preference Scores by 36.7% for top-level
clusters compared to standard agglomerative
clustering for the given business use-case. We
also present how the proposed approach can be
adapted to cater to a standard non-hierarchical
clustering use-cases where it achieves state-of-
the-art performance on public datasets based
on NMI and ACC scores, with minimal num-
ber of LLM queries compared to the current
state-of-the-art approaches. Moreover, we ap-
ply our technique to generate two new labeled
datasets for hierarchical clustering. We open-
source these labeled datasets, validated and cor-
rected by domain experts, for the benefit of the
research community.

1 Introduction

Contact centers record interactions between their
agents and customers and store them in the form of
text transcripts for multiple downstream use cases
like quality assurance, business analytics and in-
sights. The primary reason for an interaction, often
referred to as an inferaction driver is an essen-
tial data point for some of these downstream use
cases. Identifying these drivers at an interaction
level can be automated with multiple techniques
ranging from simple classification based on key
phrases (Jindal and Liu (2006)) to Large Language
Model (LLM) based generation in recent times
(Casanueva et al. (2020a)). However, with contact
centers handling hundreds of thousands of interac-
tions a day, each with a unique driver, making sense

T Equal contribution as third authors.

of this data for downstream business use-cases is
tedious and time-consuming.

Contact center interaction drivers are often
thought of as having a two-level hierarchical struc-
ture consisting of a few main categories with
several sub-categories under each main category.
These are often referred to as level-1 (1) and
level-2 (L2) categories respectively. This makes it
conducive to applying hierarchical clustering tech-
niques to organize them into L1 & L2 clusters.
However, while contact center business use cases
call for the best quality especially at the top-level
for L1 clusters, current state-of-the-art clustering
techniques fall short of this. Specifically, L1 cate-
gories surfaced by existing methodologies often fail
to bring out the right abstraction and multifaceted
similarities within the L2 categories. Meanwhile,
we notice that capturing this abstraction comes nat-
urally to humans, and in recent times the best of
Large Language Models (LLMs) (Al@Meta, 2024)
have demonstrated this capability as well.

Different businesses have unique perspectives on
how they prefer to cluster their L1 and L2 drivers.
Table 1 illustrates the results of the generic cluster-
ing technique under the first perspective, where all
queries related to a tourist destination form an L1
cluster. While this approach is logical from a mod-
eling standpoint, businesses typically require more
granular clustering to separate inquiries, booking
modifications, and cancellations into distinct clus-
ters for their downstream use cases, as shown under
Perspective 2 in Table 1.

In this context, we present a methodology
that generates L1 clusters that are better and
more aligned with human-preferences from given
L2 clusters for contact center interaction drivers.
Specifically, we present a multi-stage clustering ap-
proach that introduces an LLM guided multi-view
representation of L2 clusters to improve quality of
L1 clusters. Our method employs standard agglom-
erative clustering to first derive the L2 clusters, and
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Perspective 1 Perspective 2
Documents Cluster Cluster Description Cluster Cluster Description
Name Name
Customers calling in to in- Drivers related to tour can-
Customer called in to cancel Ni-| Niagara quire, book, modify and | Tour Cancel- . .
. . . cellations due to various rea-
agara falls tour Falls Tour | cancel bookings for Niagra | lation son
Falls
Customer wanted to add one | ;. Cqstomers calling in to in- ... | Customer calling in to mod-
. . | Niagara quire, book, modify and | Tour Modifi-| . .
more family member to the Nia- . . - ify a booking they made
. . Falls Tour | cancel bookings for Niagra | cation !
gara Falls Boating Experience Falls with the tours company

Table 1: Different Perspectives on Clustering Interaction Drivers for the Travel Domain

then introduces a weighted multi-view embedding
representation of the L2 clusters to explicitly cap-
ture its different facets before generating the L1
clusters. The latter step captures and incorporates
the semantic abstractions that drive different hu-
man perspectives into the clustering process. The
proposed approach improves Silhouette Scores on
our internal datasets by up to 70%, and Human
Preference Scores by up to 36.7%.

We also present how this approach can be
adapted for standard non-hierarchical clustering
approaches as an alternative to current state-of-
the-art approaches (Zhang et al. (2023); Raedt
et al. (2023)). Benchmarking experiments on pub-
lic intent-classification datasets which are used
for evaluation of clustering techniques, specifi-
cally Banking77 (Casanueva et al. (2020b)) and
CLINCI150 (Larson et al. (2019)) shows that our
approach achieves close to state-of-the-art perfor-
mance measured by Normalized Mutual Informa-
tion (NMI) (Strehl and Ghosh (2002), Danon et al.
(2005)) and Clustering Accuracy (ACC) (Kuhn
(1955)) scores. Our approach is also cost effective
with number of LLM queries limited to twice the
number of L2 clusters, while LLM queries needed
by the above mentioned existing approaches in-
creases linearly with number of documents in the
dataset.

Moreover, we apply our approach to generate L1
clusters on top of existing base clusters for Bank-
ing77 and CLINC150 datasets. The new datasets
consist of 7 and 15 L1 clusters respectively, and
we call them Banking7 and CLINC15. The L1
clusters generated are validated and corrected by
domain experts, and we open-source these datasets
as part of this work for the benefit of the research
community.

To summarize, below are our specific contribu-
tions in this work.

* We introduce the problem space and motiva-
tion for generating L.1/L2 clusters for inter-
action drivers in contact centers and the chal-
lenge of lack of perspectives with existing
approaches.

* We propose a novel multi-stage clustering ap-
proach that introduces multi-view representa-
tions for L2 clusters to improve the quality
of L1 clusters and better align with human-
preferences.

* We demonstrate how the proposed approach
can be adapted for standard non-hierarchical
clustering use-cases to achieve state-of-the-art
performance compared to recent LLM-guided
approaches while being cost effective.

* We open-source two new hierarchical clus-
tering datasets derived from existing intent
classification datasets for the benefit of the
research community.

2 Methodology

The proposed approach consists of four key stages
as illustrated in Figure 1 and detailed below.

2.1 Stage 1: Deriving L2 Clusters with
Agglomerative Clustering

We first employ standard agglomerative clustering
(Murtagh and Legendre (2014)), a bottom-up hier-
archical clustering approach that starts by treating
each document as an individual cluster and then
iteratively merge the closest pairs of clusters until
a predefined number of clusters K is reached.

The resulting clusters {C;, Co, ..
sent the L2 clusters.

., Cx } repre-
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Figure 1: The end-to-end process of Multi-view Hierarchical Clustering. Stage 1 involves encoding documents and
applying agglomerative clustering to generate L2 clusters. Stage 2 uses MMR sampling to select representative
documents from each cluster. Stage 3 leverages an LLM to refine cluster representations through multi-view embed-
dings. Finally, Stage 4 applies agglomerative clustering to form L1 clusters from the multi-view representations

2.2 Stage 2: Sampling Representative L.2
Cluster Documents

For each L2 cluster C}, we sample a subset of rep-
resentative documents R, C C} from the set of
documents z, belonging to that cluster. To ensure
that the documents are representative of the cluster,
we sample based on Maximal Marginal Relevance
(MMR) (Carbonell and Goldstein (1998)), which
balances relevance and diversity in information re-
trieval. This technique iteratively select documents
based on a trade-off between their relevance to the
query and their dissimilarity to the documents al-
ready selected.

2.3 Stage 3: Generating LLM-guided
Weighted Multi-view Representations

Using the representative documents Ry, we lever-
age an in-house LLLM to generate a concise cluster
name C' Ny, (of 3-5 words), and a cluster descrip-
tion C' Dy, for each L2 cluster (less than 50 words),
using tailored prompts for each task. The in-house
LLM is a Llama-3 Instruct 8B model by AI@Meta
(2024)), supervised fine-tuned (SFT) on 60K data
points generated using the GPT-4-0314 API (Ope-
nAl (2024)), with human-in-the-loop validation.
For each L2 cluster C},, we create 3 different views:
The centroid embedding e., obtained by taking the
average of all documents in a L2 cluster, the cluster
name embedding e,, and the cluster description

embedding e4, . These embeddings are combined
into a single multi-view representation e, using a
weighted average as follows:

€k = Wcec,, + Wnen, + Wqeq,,

where w,, w, and wy are the weights assigned to
the centroid, name and description embeddings, re-
spectively. These weights can be tuned to optimize
clustering performance.

Incorporating representations of cluster names
and descriptions as different views bring in abstract
semantic information about the intermediate clus-
ters (L2) into their embedding representations. This
helps align the next higher level clusters (L1) better
with human preferences.

2.4 Stage 4: Generating L1 Clusters using
Weighted Multi-view Representations

The weighted multi-view representations
{e1,ea,...,ex} are then input to an agglomerative
clustering algorithm to derive the broader L1
categories. The algorithm clusters these multi-view
representations into M clusters {L1,Ls, ..., Ly},
representing the L1 categories. To enhance
explainability, we apply the same strategy to
generate cluster names and descriptions for the L1
clusters as well.
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Internal Datasets | M K
Quick Commerce | 8 52
6
5

48
40

Education

Travel

Table 2: Pre-defined number of L1 clusters (M) and L2
clusters (K) across internal datasets

3 Evaluation on Internal Datasets

3.1 Experimental Setup

We evaluate the effectiveness of the proposed ap-
proach on internal datasets” from three distinct do-
mains: Quick Commerce, Education, and Travel.
Each dataset is composed of interaction drivers
generated by an in-house LLM from 5,000 real
contact center interactions within the respective do-
mains. The interactions are sampled from both live
chat sessions and call transcripts, providing a di-
verse representation of customer communications.
These interactions encompass a wide range of user
queries and issues, providing a robust test bed for
our clustering approach. In our internal dataset
experiments, we set pre-defined values for M and
K, as presented in Table 2. These values are based
on specific business requirements and operational
workflows, ensuring that the experimental setup
aligns with practical use cases and domain-specific
needs.

For each of these datasets, we compute both L.2
and L1 clusters using our proposed methodology.
We set the parameters for agglomerative clustering
that gives L2 clusters with the best silhouette score
for a given domain. Multi-view representation is
generated for each of the L2 clusters as described
in Section 2.3, and they are clustered again using
agglomerative clustering to arrive at L1 clusters.

We benchmark our approach against standard
agglomerative clustering without multi-view rep-
resentation. We employ two embedding models
for evaluation: Sentence Transformer MPNet (all-
mpnet-base-v2) (Reimers and Gurevych (2019))
and the Instructor Model (Wang et al. (2020)). Sen-
tence Transformer MPNet is recognized for its su-
perior performance in semantic textual similarity
tasks, making it suitable for capturing the nuanced
differences in interaction drivers. Instructor Model,
on the other hand, is designed to incorporate in-
structional data, enhancing its ability to understand

*The dataset cannot be released/open-sourced due to pro-
prietary reasons.

and categorize complex interactions.

Given the lack of ground truth labels for the
L1/L2 clusters in our internal datasets, we use Sil-
houette Score (Rousseeuw (1987)) as the evalua-
tion metric. Specifically, we use the average score
across samples in a cluster, where the score for a
sample ¢ is given by:

silhouette_score(i) = —————-—,
max(a(i), b(1))

where a; is the average distance of sample ¢ to
all other samples in its cluster, and b; is the average
distance of sample 7 to all samples in the cluster
nearest to 7.

For further validation, we also use domain ex-
perts to annotate the quality of the clusters that we
are generating. We sample 50 driver documents
from each L1 cluster and provide the domain ex-
perts with the following: Interaction Driver text,
L1 cluster name, L1 cluster description and List of
top 3 most similar clusters to the tagged L.1. Top
3 most similar clusters for each L1 cluster are ob-
tained based on cosine similarity between the L1
cluster centroids.

The domain experts are posed with the following
question - Does the given interaction driver belong
to the given cluster? and they have to annotate on
a 5 point Likert scale (Jebb et al., 2021) where 5
is Strongly Agree and 1 is Strongly Disagree. We
average the scores on the Likert scale to come up
with the Human Preference Score. Domain experts
are provided with comprehensive guidelines to en-
sure labeling consistency across the datasets. Each
data point is independently labeled by five anno-
tators, achieving inter-annotator agreement with a
Kappa score of 0.76. While the authors define the
annotation guidelines, they do not participate in the
actual annotation process.

3.2 Results

Results in Table 3 show that the proposed approach
leads to at least 47% and up to 70% better average
Silhouette Scores across the domains, compared to
standard agglomerative clustering. There was also
significant increment of 36.7%, averaged across all
datasets, on the human preference score, which is
the critical business metric.

We conduct the following ablation studies and
evaluation of the impact of variations in config-
urable parameters.
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Quick Commerce Education Travel
Approaches Sﬂshé);ztte HPS Silhouette Score HPS Sllshf(;lreette HPS
Std. Agglomerative w/ MPNet 0.035 3.262 0.038 339  0.039 3411
Std. Agglomerative w/ Instructor  0.044  3.423 0.040 3445 0.043 3.484
Proposed Approach w/ MPNet 0.053 4.412 0.059 4563 0.064 4.57
Proposed Approach w/ Instructor  0.065  4.682 0.068 4711 0.071 4.728

Table 3: Silhouette and Human Preference Scores (HPS) of L1 clusters across different approaches and domains

we W, wg | Q.Comm. Education Travel
1.0 0.0 0.0 0.0458 0.049 0.054
00 10 00 0.032 0.04 0.051
00 00 1.0 0.03 0.038 0.044
05 05 00| 0046 0042  0.064
00 05 05 0.034 0.039 0.046
05 00 05 0.044 0.04 0.048
034 033 033 005 0059  0.056
0.5 025 0.25 0.053 0.053 0.058

Table 4: Impact of different views

3.2.1 Impact of Views

To understand the impact of the three views intro-
duced in multi-view cluster representation, we vary
the weights of each of the views. Note that varying
the weights do not significantly impact the over-
all costs, as this process occurs after the LLM has
been invoked to generate the L2 cluster names and
descriptions. Results from this exercise shown in
Table 4 show the following trends.

* The highest silhouette scores across all do-
mains are achieved through multi-view clus-
tering rather than any single view, underscor-
ing the critical importance of integrating mul-
tiple perspectives.

* Removing centroid view significantly reduces
average silhouette scores across all domains,
showing the importance of this view across all
domains

* Name view contributes more significantly to
the clustering quality than the description
view based on these domains.

3.2.2 Impact of Sampling Strategy

The sampling strategy employed to select represen-
tative documents of each L2 cluster for name and

# docs Sampling Strategy
sampled | Random MMR w/ 0.4 diversity
5 0.015 0.022
10 0.018 0.026
20 0.015 0.053
50 0.013 0.029

Table 5: Silhouette Scores w/ Different Sampling Strate-
gies

description generation consists of two factors - the
sampling algorithm, and the number of documents
sampled. For the former, we study the impact of
random sampling compared to MMR. For the latter,
we vary the number of documents sampled well.
Results presented in Table 5 show that MMR
sampling consistently outperforms random sam-
pling across all evaluation metrics. Increasing the
number of sampled documents generally improves
performance up to a certain point, with the most
significant improvements observed from 10 to 20
documents. Beyond 20, the cluster quality declines.
One possible reason for this could be LLM’s limi-
tations in handling large contexts effectively.

4 Extending to Non-Hierarchical
Clustering

Text clustering research in recent times proposing
LLM-guided approaches have reported state-of-the-
art performance on labeled public datasets. While
our methodology in this paper is primarily targeted
towards hierarchical clustering, we posit that this
approach can be adapted to improve quality of clus-
ters generated for standard clustering use-cases,
and can provide a more efficient alternative to the
current state-of-the-art techniques.

To adapt our approach to standard clustering
use-cases, we assume that the final output clus-
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ters required are L1 clusters, and there exists a
layer of hidden L2 clusters. We apply the proposed
multi-view cluster representation to the hidden L2
clusters before they are clustered again to generate
the L1 clusters. This approach brings in different
perspectives through multi-view representation as a
light-weight one-time intervention during a bottom-
up clustering process to improve quality of the final
clusters generated.

4.1 Datasets and Baselines

To benchmark the proposed approach for improv-
ing standard clustering, we take the following pop-
ular labeled intent classification datasets - Bank-
ing77 and CLINC150. Banking77 comprises of
13083 customer service queries from banking do-
main labeled with 77 intents. CLINC150 com-
prises of 150 intents and 23700 samples across 10
domains. We consider the labeled intent classes as
the L1 clusters and assume a hidden L2 layer with
500 clusters.

We evaluate the alignment between the gener-
ated L1 clusters and the labeled intents using NMI
and ACC scores. To establish a robust baseline
for our approach, we draw comparisons with two
recent methodologies in intent discovery and text
clustering that report state-of-the-art performance:
IDAS Raedt et al. (2023) and ClusterLLM Zhang
et al. (2023). IDAS highlights the efficacy of using
abstractive summaries for intent discovery, while
ClusterLLM demonstrates the advantages of inte-
grating LLM feedback for improving clustering
accuracy and granularity.

4.2 Results

Our approach improves NMI scores by 10.3% and
9.2% over standard agglomerative clustering, us-
ing MPNet and Instructor embedding models re-
spectively. Corresponding increase in ACC is
11.3% and 11.7%. We achieve state-of-the-art NMI
and ACC scores of 94.2 and 86.2 respectively on
CLINC150 dataset, and are very close to numbers
reported by ClusterLLM on Banking77 dataset.
The reported performance is with the number of L2
clusters set to 500. We observe a variation of less
than 2% for NMI and ACC scores with number of
L2 clusters varying from 500 to 1000. Our primary
objective is to demonstrate the feasibility of the
proposed approach for non-hierarchical datasets.
The consistency of results across different num-
ber of L2 clusters reinforces the robustness of our
method.

Moreover, the number of LLM queries required
for IDAS and ClusterLLM increases linearly with
the number of documents being clustered. In con-
trast, our approach requires LLM queries propor-
tional to twice the number of intermediate L2 clus-
ters, and is independent of the total number of doc-
uments. Hence, we argue that our approach is more
cost effective while still achieving state-of-the-art
clustering results.

5 Open-source Labeled Dataset for
Two-level Hierarchical Clustering

We applied our proposed approach to Banking77
and CLINC150 datasets to generate a 7 and 15 L1
clusters respectively. The number of L1 clusters
is determined by optimizing for silhouette scores.
As this optimization is performed after generating
names and descriptions using the LLM, this step
do not significantly impact our computational costs.
The generated clusters were validated/ corrected
through the following annotation process. Anno-
tators were given names and descriptions of the
existing intent classes, derived using our proposed
approach along with text samples from the intent
class and the corresponding L1 cluster generated.
They were asked to verify if the tagging of an in-
tent class to an L1 cluster was correct and if not, to
reassign the intent class to the correct L1 cluster.
We open-source the labeled two-level hierarchical
dataset thus created as an additional contribution
to the community.

6 Related Works

Subjectivity in definition of multi-view: Sup-
ported by Chao et al. (2017) which states that multi-
view data is useful in solving real-world applica-
tions in the big data era. Prior works (Kumar and
III, 2011; Kumar et al., 2011) utilized different lan-
guage representations of the same unit to represent
its diversified views. Similarly, in the multimedia
domain, Petkos et al. (2014) used various modal-
ities to represent unique perspectives of the same
entity. In this work, each view is derived on the
basis of cluster attributes, particularly name, de-
scription and its centroid.

Evolution of LLM-guided clustering: Prior
works like Wang et al. (2023) proposed a Propose-
Assign-Select strategy demonstrating the use of

Thttps://github.com/Observeai-Research/hierarchical-
clustering-data-corpus
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Banking77 CLINCI150

Approach NMI  ACC Sﬂshfc‘:rz“e NMI  ACC Sﬂshfci‘:te
Std. Agglomerative w/ MPNet 732  58.6 0.072 81.2 742 0.083
Std. Agglomerative w/ Instructor  76.4  60.1 0.085 84.5 76.1 0.092
IDAS 82.84 67.43 - 93.82 8548 -
ClusterLLM w/ Instructor 8515 71.2 - 94 83.8 -
Proposed Approach w/ MPNet 829 675 0.108 929 82.6 0.12
Proposed Approach w/ Instructor 849  69.6 0.12 94.2  86.2 0.145

Table 6: Evaluation on Public Intent Classification Datasets

gpt-4 (proposer) and claude-v1.3 (assigner) to in-
dicate whether or not text samples should belong
to a particular cluster. Similarly, motivated by the
fact that LLM like chatgpt can’t be used for cluster-
ing due to unavailability of its embeddings, Zhang
et al. (2023) proposed using LLM as a guide for
sensibly decide merging of two data points at each
step of clustering. Furthermore, Viswanathan et al.
(2024) extended LLM-guided clustering to semi-
supervised setup by targeting the low-confidence
points in the clusters and use LLM guidance to
assign them to most relevant cluster.

Exploring Hierarchical Datasets: Prior works
demonstrated the evolution of data corpora by in-
troducing hierarchy in labels, hence, extending
the research opportunities for hierarchical cluster-
ing. For instance, Web of Science (Kowsari et al.,
2017) was released in varying sizes and number of
parent-child categories, covering diverse scientific
domains: WOS-11967, WOS-46985, WOS-5736.
Similarly, Petukhova and Fachada (2022) released
the Multi-labeled News Dataset (MN-DS), a hier-
archical dataset for news classification with cate-
gories defined in two-levels of hierarchy. However,
these data corpora have not been extensively ex-
plored by the research community, hence, making
it challenging to benchmark experimental results.

7 Limitations and Future Work

Our research showcases the effectiveness of the
proposed methodology in generating hierarchical
clusters, but there are several key areas for future
exploration and limitations to consider.

First, we limited our experiments to agglom-
erative clustering. However, our methodology is
clustering algorithm-independent, suggesting that
future work could investigate various algorithms,

such as k-means, DBSCAN, or spectral clustering,
to enhance L1 and L2 cluster formations across
diverse datasets.

Second, our current framework employs a spe-
cific external LLM for generating cluster names
and descriptions. Future research could benchmark
different LLM architectures and sizes to determine
which configurations yield the most meaningful
cluster representations.

Lastly, determining the optimal number of L2
clusters remains a challenge in unsupervised clus-
tering. Future work could focus on developing
efficient methods for this task, potentially employ-
ing advanced heuristics or hybrid approaches to
improve robustness and applicability.

In summary, while our study provides a strong
foundation, there are ample opportunities to ex-
tend this research by exploring diverse clustering
techniques, evaluating LLM performance, and op-
timizing the clustering process

8 Conclusion

In this paper, we present a multi-stage approach
for the hierarchical clustering of interaction drivers
in contact centres that achieves significantly bet-
ter quality for the top-level clusters. We propose
to leverage LLM-guided multi-view intermediate
cluster representations as part of the clustering pro-
cess to obtain more coherent and meaningful top
level clusters. Our approach despite using out-of-
the-box embedding models and requiring minimal
LLM queries (twice #L2 clusters), achieves bet-
ter Silhouette Scores for our internal datasets, and
state-of-the-art NMI and ACC scores on public
datasets. We also release two labeled datasets for hi-
erarchical clustering for the benefit of the research
community.
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9 Ethical Considerations

1. The data used in this work include contact
center conversations between agents and cus-
tomers that often contains sensitive PCI/PII
information. We ensure that all such sensi-
tive information is redacted at the source be-
fore they are processed through our pipeline.
Moreover, all of our computation happens in-
house and no data is sent out to any external
services.

2. We use Language Models in this work, which
can potentially exhibit biases. We take proac-
tive measures to prevent such bias including
carefully designing prompts to prevent biases,
ensuring that any data used for fine-tuning lan-
guage models are free from such biases and
systematic audit of model outputs.
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